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Processing loads analysis of distributed mobility management
and SIP-based reachability

Hassan Ali-Ahmad1, Kashif Munir2, Philippe Bertin3, Karine Guillouard3, Meryem Ouzzif3, Xavier Lagrange4

Abstract Currently, various efforts are being performed

on specifying distributed mobility management (DMM) for

IPv6 mobile networks. DMM is expected to eliminate the

limitations of the current IPv6 mobility protocols and to

cope with the rapid increase in mobile data traffic. In current

DMM approaches, the mobility anchoring is distributed at

the access router level and the mobile node changes dynam-

ically the mobility anchor for new sessions. Although such

approaches avoid any network bottleneck and allow optimal

routing in most cases, they lack reachability support since the

mobile node has no permanent IPv6 address. In this paper,

we consider one of the DMM approaches, dynamic mobility

anchoring, and study the usage of session initiation proto-

col (SIP) for providing reachability support. After defining

different SIP-based location update modes, we carry out a

comparative cost analysis considering new performance met-

rics related to the processing loads at each network entity.

We consider the location update loads on the location server

as well as the context, signaling, and tunneling loads on a

mobility anchor. We investigate the different modes in sev-

eral scenarios, allowing the mobile network operator to adopt

the preferred mode depending on their architecture.
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1 Introduction

Recently, mobile network operators have been experiencing

a rapid growth in mobile data traffic. Operators’ statistics

show that 2012 has seen more mobile data traffic than all

the preceding years combined [1]. They also show that the

data traffic has doubled on mobile networks between 2012

and 2013. This growth is expected to continue in the coming

years [2,3], resulting in an explosion in mobile data traffic.

In this context, current network architectures as well as IPv6

mobility protocols are expected to encounter scalability and

performance issues since they are deployed in a centralized

manner. They rely on a centralized gateway that acts as a

mobility anchor and consequently manages all the mobile

users’ data traffic as well as their contexts. For instance,

mobile IPv6 (MIPv6) [4] relies on the home agent (HA) and

proxy mobile IPv6 (PMIPv6) [5] relies on the local mobility

anchor (LMA). Such centralized mobility anchor is consid-

ered as a network bottleneck and single point of failure. It

also leads to non-optimal routing as well as large tunneling

overhead.

In order to tackle such challenge, a new trend is to flatten

networks architectures. Hence, IPv6 mobility management

protocols need to be adapted for such evolution. Therefore,

there is a need to define novel mobility management mech-

anisms. Accordingly, the IETF has chartered a new working

group called distributed mobility management (DMM) [6]

for IPv6 mobility. DMM aims at overcoming such issues

by introducing the distributed and dynamic concepts to the

mobility management scheme [7]. In DMM, the mobility

anchoring is distributed at the access router (AR) level and

the mobility anchor is changed dynamically while the user

is moving. As a result, most of the data traffic is routed opti-

mally and the tunneling overhead is reduced significantly.

However, the mobile user changes its primary IPv6 address
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frequently and hence might have several IPv6 addresses

simultaneously. This raises the reachability issue in the DMM

schemes.

In the literature, several DMM approaches are proposed

especially at the IETF DMM working group [8]. These

approaches are generally based on Mobile IPv6 (MIPv6) or

Proxy Mobile IPv6 (PMIPv6). Several studies focus on the

performance evaluation or comparative analysis of different

mobility protocols. Part of these studies, e.g. [9–16], consider

performance metrics that are related to the traffic loads on the

network links (referred to as cost analysis) such as signal-

ing, tunneling, and data packet delivery costs. Other studies,

e.g. [15,17,18], consider different performance metrics that

are related to the delays such as handover latency and end-

to-end-delay. Similarly, several studies, consider those cost

and delay performance metrics to evaluate DMA or DMM,

e.g. [19–25]. Though the results depend of course on the con-

sidered parameters, the authors of [20] conclude that DMM is

an interesting approach as it improves the data delivery. The

authors of [26] consider in addition the costs related to query

messages by CN, the costs of refreshing binding updates, reg-

istration and data acknowledgement messages but only for

their proposed scheme named seamless IP diversity-based

generalized mobility architecture (SIGMA) and hierarchical

MIPv6 (HMIPv6). There are thus a lot of publications on

the mobility signaling and data planes traffic-related costs

but there is no study that focuses on the processing loads on

the different nodes or servers. Furthermore, the reachabil-

ity support in the DMM schemes has not been in particular

investigated.

Reachability is not required for all services but for ser-

vices with incoming sessions. Several popular services such

as web browsing, video streaming, and file transfer do not

require reachability and each mobile node (MN) that has an

IP address can use them. On the other hand, voice over IP

(VoIP), text messaging, and multimedia conferences are the

services where part of the sessions are incoming sessions.

These services are all based on the session initiation proto-

col (SIP) [27], which is now widely adopted as the building

block of all IP-based conversational services.

In this paper, we consider dynamic mobility anchoring

(DMA) [28–30], which is one of the DMM approaches (the

first proposal to the best of our knowledge) and we study

how DMA and SIP can be jointly used. The authors of [31]

propose a hybrid SIP-MIP mobility management where MIP

mobility messages are used to manage SIP mobility in order

to avoid duplicated location messages. This requires a tight

integration of SIP and MIP. In our work, we consider DMA,

which can be based on standard PMIPv6, and avoid any mod-

ification at the network layer. The counterpart is the lost of

the reachability at the IP layer. However, as explained above

reachability is no more necessary for operators at the IP layer

but required at the application layer for SIP-based sessions.

Due to the extensive existing literature on traffic costs, we

deliberately focus on the analysis of the processing loads on

the location server and mobility anchors:

– The location server manages the reachability for all the

users. Operators intend to reduce the number of location

update requests in order to avoid congestion, failure risks

and also to achieve higher reliability.

– One objective of DMA is to include mobility functions

in a large number of standard off-the-shelf access routers

with limited processing power. Operators thus need to

estimate the processing loads generated by mobility func-

tions. These loads are mainly affected by the tunneling

mechanisms (creation, release, and modification of a tun-

nel).

The main contributions of the paper are the following.

– We develop a full analytical model to compute the differ-

ent processing loads on a mobility anchor as well as on

the location server, which are essential with the introduc-

tion of DMM. This analytical model allows to compute

the lifetime of tunnels and hence the number of contexts,

signaling messages, and tunneled packets that a mobility

anchor should manage at a time.

– We carry out a comparative performance analysis on the

different location update modes in DMM schemes, allow-

ing the mobile network operator to adopt the preferred

mode depending on their network architecture.

Note that the analytical model takes into account the fact

that there are both periodic events (registration) and random

ones (mobility). Furthermore, the model is valid when there

are several simultaneous sessions in the same MN and hence

it is applicable when the MN is either a mobile terminal or

a mobile router that supports multiple sessions of different

terminals.

The rest of the paper is organized as follows. After pre-

senting DMA in Sect. 2, we present the different reachability

approaches for DMA in Sect. 3. We then detail in Sect. 4 the

SIP-based reachability support considering its default mode

and a time-based mode. In Sect. 5, we develop the analytical

models of the different metrics. Based on these models, we

present the performance evaluations in Sect. 6. Finally, we

conclude the paper and its results in Sect. 7.

2 Dynamic mobility anchoring (DMA)

Dynamic mobility anchoring (DMA) [28–30] is an IPv6

mobility scheme that relies on a distributed architecture.

Mobility management is moved to the network edge in order

to anchor the traffic closer to the mobile node (MN), rather
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than at a centralized entity in the core network. Each access

router (AR) is required to have both mobility anchoring and

location update functionalities. The AR is then referred to as

mobility-capable access router (MAR) [30]. Consequently,

it is guaranteed that the MN is always attached to an AR that

can act as a mobility anchor. The correspondent node (CN)

is not required to have any additional capabilities, i.e. it can

be mobility-unaware CN.

Compared to MIPv6/PMIPv6 where all the data traffic is

anchored at the same entity ( i.e. the HA/LMA), dynamic

anchoring means to change the anchoring point for new ses-

sions. This allows the MN to always initiate new sessions

using its current IPv6 address. The data traffic is then routed

optimally without tunneling between the MN and CN. If these

sessions are terminated before undergoing an IP-handover,

then there is no need to keep the MAR where they were ini-

tiated as an anchor. On the other hand, if the MN undergoes

an IP-handover before terminating these sessions, then the

mobility management is needed and hence activated dynam-

ically.

Upon an IP-handover, tunneling mechanisms are needed

in order to guarantee session continuity for the MN. As the

anchoring point is moved to the access network, the tunnel

is established in the access network rather than between the

access network and the core network. In particular, the tunnel

is established between the serving MAR and the anchoring

MAR. Then, data packets from the CN destined for the MN

are routed naturally to the anchoring MAR by standard IPv6

routing mechanisms, encapsulated by the anchoring MAR to

be tunneled to the serving MAR, and then decapsulated by

the serving MAR to be delivered to the MN.

on the location server and mobility anchors:If the MN ini-

tiates new sessions after a handover, it uses the new IPv6

address. The data traffic of these new sessions is routed opti-

mally. DMA is thus expected to route without tunneling most

of the data traffic based on statistics showing that more than

60 % of sessions are non-mobile [32].

In what follows we consider the DMA draft in IETF,

described in [30]. This proposal is based on PMIPv6. The

new MAR sends on behalf of the MN a proxy binding update

(PBU) to the previous MAR, which replies by a proxy bind-

ing acknowledgement (PBA). A tunnel is then established

between the new MAR and previous MAR of the MN. The

data traffic of the sessions that have been initiated at the pre-

vious MAR is then routed via this tunnel (see Fig. 1).

In order to be able to send PBU(s), the new MAR needs

to know the IPv6 addresses of the MN’s previous MAR(s)

and the associated active IPv6 addresses of the MN. There

are several solutions to provide the information:

– Option 1, relying on the MN. The MN stores for each

active session the IPv6 address it uses and the associated

anchor. The new MAR sends an Info Query to the MN,

MN

Attachement to MAR1: Configuring IP@MAR1

Session S1 
anchored at 

MAR1

Registration

MAR2 MAR1

 PBU 

 PBA 

DB

 Info Query 

 Info Reply 

CNs

IP-handover  Attachement to MAR2: 

Configuring IP@MAR2 while keeping IP@MAR1

Session S1

Session S2 
anchored at 

MAR2

 Info Query 

 Info Reply 

Info Retrieval
Option 1

Info Retrieval
Option 2

Fig. 1 Mobility management in DMA

which indicates the anchor in an Info Reply. Then, the

new MAR sends the PBU(s) on behalf of the MN.

– Option 2, relying on a Database. This database stores

ongoing sessions for all the MNs, particularly the active

IPv6 addresses of each MN and associated anchors’ IPv6

addresses [30]. It should be updated each time an MN

configures or releases an IPv6 address. When the MN

attaches to a new MAR, this MAR sends the Info Query

message to the database, which answers by the Info Reply

as explained above.

Option 1 does not introduce any new network entity but the

MN is no longer agnostic of the mobility support. Since the

MN participates, even partially, in the mobility-related sig-

naling, this option is considered host-based in IETF. Option

2 does not affect the MN and keeps the approach network-

based. It introduces a centralized entity in the control plane

of the network. The approach is then considered partially dis-

tributed in IETF. However, note that as opposed to PMIPv6

where all data packets are routed through the LMA, only

a few signaling messages are exchanged here with the data

base.

3 Reachability support in DMA

In MIPv6 as well as PMIPv6, the MN has always a permanent

IPv6 address, the home address (HoA). This allows the MN

to be reachable at the IP-level, at any location and at any time.

On the other hand, in DMA as well as other DMM schemes,

the MN changes its primary IPv6 address frequently due

to the dynamic aspect. The MN might have several IPv6

addresses simultaneously but none of these addresses is per-

manent. This raises the reachability support issue. Hereafter,

we discuss the reachability support in DMA at IP-level and

applications level.
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3.1 Reachability support at IP-level

One of the approaches could be to let the MN keep (at least)

one permanent IPv6 address, i.e. a home address HoA, and

hence the MN is always reachable at the IP-level at that HoA.

Consequently, the MN needs (at least) one permanent mobil-

ity anchor, which is considered centralized. It is then required

to update the binding at that anchor upon each IP-handover.

However, when the MN is not attached to that anchor, tun-

neling mechanisms are required for all the data packets sent

by or destined to the MN’s HoA.

In fact, this approach is nothing but a mixture of DMA

and MIPv6/PMIPv6 as follows:

– The concept of centralized HA/LMA that provides a

permanent HoA is used for incoming sessions/calls to

support MN’s reachability at the IP-level.

– On the other hand, distributed mobility anchors as well

as dynamic anchoring concepts are used for all other ses-

sions initiated by the MN itself.

However, similar issues to the ones addressed to current

IPv6 mobility protocols (in the DMM problem statement)

will be raised, but only for incoming sessions/calls. Incom-

ing sessions will suffer non-optimal routing and tunneling

overhead. Moreover, the permanent HA/LMA will be a sin-

gle point of failure for all incoming sessions/calls, i.e. a single

point of failure for reachability support.

In addition, if we assume that the CNs are also mobile and

apply the same approach for reachability, then the incoming

sessions to the MN are tunneled via its permanent anchor and

the outgoing sessions are tunneled via the CNs’ permanent

anchors. As far as the MN communicates with mobile CNs,

MIPv6/PMIPv6 is used more and DMA is used less.

Nevertheless, this approach provides stable IPv6 address

for the MN and hence supports reachability at IP-level. It is

up to the operator to choose this approach or not.

3.2 Reachability support at application level

Here, we consider another approach based on the SIP proto-

col [27] for reachability support in DMA at the application

level. SIP is an application-layer signaling protocol for cre-

ating, modifying, and terminating sessions with one or more

participants. SIP is well investigated with lot of extensions

and already deployed in mobile networks. SIP can provide

reachability at the application level for SIP-based sessions.

The main motivation behind this approach is the fact that

typical incoming sessions (e.g. voice over IP (VoIP), text

messaging, multimedia conferences) to a typical MN are

expected to be SIP-based sessions. In other terms, applica-

tion level reachability is sufficient in typical scenarios. In

addition, SIP is an end-to-end protocol, i.e. data packets are

transmitted directly between the MN and its CNs without

tunneling. SIP can also support terminal mobility for SIP-

based sessions in an end-to-end fashion [33]. Hence, SIP

natively avoids issues such as non-optimal routing and tun-

neling overhead.

Accordingly, we opt relying on SIP for reachability sup-

port in DMA.

4 SIP-based location update

4.1 Overview on SIP

In SIP, the communicating nodes are called user agent client

(UAC) and user agent server (UAS). For consistency, we keep

using MN and CN as identified above.

SIP introduces several logical entities to the network. For

each domain (e.g. example.com), there is a proxy server and

a registrar server (RS). These logical entities are usually co-

located when deployed and referred to as SIP server. The SIP

servers help to route requests to the MN’s current location.

SIP identifies each MN by a unique SIP uniform resource

identifier (URI), e.g. alice@example.com. In order to asso-

ciate the SIP-URI with the current IPv6 address, SIP provides

a registration function that allows the MN to upload their

current IPv6 address to the registrar server. The registrar

writes this association/binding into a database and the MN

is required to update their IPv6 address. This information

in the registrar server is used by the proxy servers to locate

the MN when needed, e.g. to forward a request destined for

the MN. To conclude, it can be said that SIP can natively

provide location management and hence reachability sup-

port.

4.2 SIP default mode (SDM)

In the SIP default mode (SDM), the MN sends upon initial

attachment a REGISTER message to the SIP server. The SIP

server writes the binding and replies by an OK message. This

binding is valid for a specified lifetime (the default lifetime

value is 3600 s [27]). Hence, it should be refreshed periodi-

cally. In addition, when changing the IPv6 address, e.g. upon

undergoing an IP-handover, the MN is required to perform

the REGISTER procedure with the SIP server. Figure 2 illus-

trates the registrations in the SIP default mode, where δ is the

REGISTER lifetime.

As the registrar server is always up-to-date, the main

advantage of this mode is the optimal routing of incoming

sessions’ data packets. Tunnels are set up only if the MN

undergoes an IP-handover during the session (see Fig. 3).

The load on the location sever can be high as because the

MN updates its location both at each IP-handover and at each

time-period. Such increase of the load could be not consistent
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time

HO
Registrations due 

to handovers (HO)

Registrations due 
to refreshings

HO HO HO HO

δ δ δ

Fig. 2 Registrations in SIP default mode

with the DMM requirements on scalability [34]. Therefore,

reducing the location updates rate as much as possible is

crucial.

4.3 Time-based mode (TBM)

In order to reduce the location update requests sent to the

registrar server, a time-based mode (TBM) can be used. In

such mode, the MN updates the registrar server only periodi-

cally regardless of its movement, as illustrated in Fig. 4. One

advantage of this mode is that the application layer (SIP) and

the network layer are fully independent. However, the regis-

trar server may not be up-to-date between two consecutive

location updates. Consequently, an incoming session might

be directed to one of the MN’s previous IPv6 addresses that

might be no more valid (see Fig. 5). Indeed, the incoming

packets are sent to the IPv6 address registered in the regis-

trar server and in practice they pass through the associated

mobility anchor (referred to as reachability anchor as shown

in Fig. 5). In order to tackle this issue, that anchor should

forward those packets to the current MN’s IPv6 address.

In other words, the reachability anchor should be main-

tained as one of the MN’s anchors until the MN’s IPv6

address is updated again. During this period, it is required

Fig. 3 Tunnels in DMA with SIP default mode

time

HOHandovers (HO)

Time-based 
Registrations

HO HO HO HO

δ δ δ δ

Fig. 4 Registrations in SIP time-based mode

Fig. 5 Tunnel with the reachability anchor in DMA with time-based

mode

to update the MN’s binding at the reachability anchor upon

each IP-handover. This can be achieved in a similar manner

as updating the binding at the other MN’s anchors through

one of the two DMA options defined above.

4.4 Failure of the SIP registrar

As the registrar is used to locate the MN, it can appear as

a single point of failure. However, the registrar has only to

store a simple association between a URI and an IP address.

Hence, it is possible to duplicate the registrar in order to

have a resilient reachability management. Each registration

is stored by two registrars using well-known synchronisa-

tion mechanisms such as virtual IP address. Such a solution

can be used for both SDM and TBM even that it suits more

TBM as the number of messages is limited and the location

update frequency for a given MN is low. Hence, forwarding

all the location requests to a secondary registrar in case of

failure of the primary one can provide a continuous service

to customers.

5 Performance analysis

5.1 Preliminaries

We consider a homogeneous regular network that is divided

into hexagonal areas. Each area includes one MAR acting as

the mobility anchor for that area. One or more radio access

networks (e.g. cellular base stations or WiFi access points)

can be connected to the same MAR. We then consider the

well-known fluid-flow mobility model to represent the MNs’

mobility between the areas. Under this model, it is assumed

that the direction of the movement is uniformly distributed

over the range [0, 2π), and that the area residence time is

exponentially distributed. The area crossing rate for an MN
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is expressed as [35]: α = E[v]L
π S

, where E[v] is the MN’s

average speed, L is the area perimeter, and S is the area size.

For hexagonal areas, L = 6r and S = 3
√

3r2/2 where r is

the radius of the hexagon. Hence, L = 6

√

2/(3
√

3)
√

S. The

crossing rate can be simplified as: α =
√

8
√

3
π

E[v]√
S

.

As a traffic model, we assume that the session arrival to

an MN follows a Poisson process with mean rate λs, i.e. the

inter-arrival time between sessions is exponentially distrib-

uted with this rate. We assume also that the duration of a

typical session is exponentially distributed with mean rate

µs. Then, we denote by ρ the proportion of incoming ses-

sions (i.e. sessions initiated by the CN and not the MN).

Hence, the arrival of incoming sessions is a Poisson process

with rate ρλs and the arrival of outgoing sessions is also a

Poisson process with rate (1 − ρ)λs.

For any random variable X , we denote by FX (t) the

cumulative distribution function (CDF) of X , by F X (t) its

complementary CDF (CCDF), by fX (t) its probability den-

sity function (PDF) and by E[X ] its expectation. Note that

F X (t) = 1 − FX (t) and fX = dFX/dt . In the problem

we consider, all random variables are defined over ℜ+. Fur-

thermore, we define X+ as the non zero values of X . Hence

F X+(t) = F X (t)/P(X �= 0) if t > 0 and F X+(0) = 1.

From elementary computations, we can deduce

FX+(t) =

{

0 if t ≤ 0
FX (t)−P(X=0)

1−P(X=0)
if t > 0

(1)

We have E[X+] =
∫ ∞

0 F X+(t)dt if the latter integral is

defined.

The main symbols used in the analytical models are listed

in Table 1.

5.2 Signaling loads on the location server

In this subsection, we develop the analytical models of the

signaling loads on the location server in both TBM and SDM

cases. Through this metric, we can evaluate the scalability

of the location server and how much is the gain in TBM

compared to SDM. We consider that the location server is a

SIP server or a SIP-like server.

5.2.1 TBM case

In TBM, each MN sends a REGISTER to the server every δ

seconds. Let NMN be the total number of MNs in the network.

Let θTBM be the overall arrival rate of REGISTER requests

on the SIP server. We have

θTBM = NMN
1

δ
. (2)

Table 1 List of main symbols

Symbol Description

Symbols used for an MN

α Area crossing rate

δ REGISTER message lifetime

λs Average arrival rate of sessions

µs Session service mean rate

ρ Probability that a new session is an

incoming session

π IS
i (t) Probability of having i active

incoming sessions at time t

πi Probability of having i sessions in

the set of the current area at any time

πOS
i Probability of having i outgoing

sessions in the set of the current area

at any time

Symbols used for a set of MNs

N Number of MNs in an area at any

time

E[N ] Expected number of MNs in an area

at any time

NMN Total number of MNs in the network

λMN Arrival rate of MNs to an area

Symbols used for a tunnel

τ x Mean lifetime of a tunnel in x mode

(x = TBM or SDM)

λx
t Arrival rate of tunnels in x mode

M x Average number of tunnels on a

mobility anchor in x mode

5.2.2 SDM case

In SDM, the MN sends a REGISTER to the SIP server upon

each IP-handover and also for refreshing. The IP-handover

rate is equal to the area crossing rate, which is α. The refresh-

ing rate is derived as follows.

Let NREG be the number of REGISTER messages sent by

an MN in a given area and Td be the area dwell time. Random

variable Td is exponentially distributed with parameter α.

Then, NREG is expressed as ⌊Td/δ⌋.

Let pk be the probability that exactly k REGISTER mes-

sages are sent by an MN during its area residence time. It can

be calculated as follows:

pk = P

(⌊

Td

δ

⌋

= k

)

= P(kδ ≤ Td < (k + 1)δ)

=
(

e−αδ
)k (

1 − e−αδ
)

.

which is a geometric-related distribution. Thus,
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E[NREG] =
e−αδ

1 − e−αδ
.

The refreshing rate is thus given by αE[NREG].
Let θSDM be the arrival rate of REGISTER requests on

the SIP server in SDM. It is the sum of the handover rate and

refreshing rate (cf. Fig. 2), multiplied by the number of MNs.

Hence, it is expressed as follows:

θSDM = NMN α (1 + E[NREG]) =
NMN α

1 − e−αδ
. (3)

5.3 Tunnel lifetime

After modeling the signaling loads on the location server, we

need to model the tunneling-related aspects such as the num-

ber of tunnels and generated loads on a mobility anchor. First

of all, we develop the analytical model of tunnel lifetime in

different cases in order to be able to proceed after developing

the other models. We first only consider the time-based mode

(TBM). The SIP default mode (SDM) is deduced after from

the analysis made for TBM.

5.3.1 Overview

In TBM, the process is strictly periodic. We can then analyze

only what happens in period [t0, t0 + δ). Let’s consider an

MN that sends a REGISTER at time t0 in MAR1 area. Let

t1 be the time when the MN leaves MAR1 area and simulta-

neously enters another area (see Fig. 6). Thus, Tr = t1 − t0
is a random variable that represents the residence time after

REGISTER is sent. If Tr ≥ δ, then no new tunnel is created

for reachability within period [t0, t0 + δ). If Tr < δ, a new

tunnel is set up when the mobile leaves the area to provide

reachability. Let X be the duration between t1 and the instant

of time of the next REGISTER, i.e., X = δ − Tr . The tun-

nel is maintained at least for duration X . If there are active

incoming sessions, the tunnel is further maintained until all

incoming sessions are terminated. Let Y be the duration nec-

essary to finish all incoming sessions that are active at t0 + δ.

The tunnel lifetime is greater than or equal to X + Y . Note

that if Tr ≥ δ then X = 0 and thus Y = 0.

REGISTER MN leaves

time
t0 t1 t0+δ

MAR1

Random variable Random variable

REGISTER

Period of 
Registration δ

Tr X

Fig. 6 Illustration of t0, t1 and δ on the time axis

When the MN leaves the area at time t1, there might be

some active outgoing sessions. Let Z be the duration neces-

sary to finish all outgoing sessions that are active at t1. The

tunnel should be maintained as long as there are active out-

going sessions. The tunnel lifetime is thus greater than or

equal to Z . If the MN makes several successive handovers

within [t0, t0 + δ), a new tunnel for outgoing sessions can be

created at each handover (Z �= 0) as opposed to reachability

for which only one new tunnel is created at time t1.

The same tunnel is maintained for all functions, i.e. reach-

ability, incoming sessions and also outgoing sessions. Hence,

the tunnel lifetime, denoted by R, is expressed as follows:

R = max(X + Y, Z). (4)

A scenario is illustrated in Fig. 7.

An MN sends a REGISTER message R1 in MAR1 area

and its next REGISTER message R2 in MAR3 area. Two

outgoing sessions are set up at MAR1 and are still active

when the MN leaves MAR1. The tunnel is maintained at

least until the second outgoing session is terminated. The

MN sends a register when it is in MAR3 area. At that time,

incoming session 5 is still active. The tunnel is maintained

until session 5 is terminated. Note that when the MN leaves

MAR2, no new reachability tunnel is created (X = 0 and

then Y = 0). A tunnel is created but only because outgoing

session 4 was set up in MAR2 and is still active.

Variables Y and Z are clearly random with positive or zero

values. As we consider the time when an MN leaves an area,

the instant of time of the last REGISTER can be defined as

a random variable. Hence, X is also a non negative random

variable. Note that (4) is valid for all cases, including when

X = Y = 0 or Z = 0. In order to compute the CDF of the

tunnel lifetime, we first compute the CDF of X , Y and Z in

the following.

5.3.2 Lifetime of reachability tunnel

In this section we compute the CDF of X and X+, which are

used later in the paper. Let us consider an MN that sends a

X (reachability) Y (incoming sessions)

Z (outgoing sessions)

Z
X=0, Y=0

 S: start of session, E: end of session,

 i: incoming session, o: outgoing session,

 R: REGISTER

S1o S2o S3i S4o S5iE1o E3i E4o E2o E5iR1 R2

MAR1 MAR2 MAR3

MN

Fig. 7 Illustration of X , Y , and Z with respect to different events (ses-

sions, handovers, registers)
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REGISTER at t0 in MAR1. No tunnel is created if the MN

stays in MAR1 till the next REGISTER, i.e. if Tr ≥ δ. As

the area residence time is a memory-less process, its CDF is

1−exp(−αt). Hence, the probability of no tunnel created for

reachability during period δ is exp(−αδ). The probability to

create at least one tunnel is 1 − exp(−αδ). Note that in the

case of subsequent handovers, no new tunnel is created for

reachability as the existing one is used. Then, 1−exp(−αδ) is

the probability to create exactly one tunnel during [t0, t0+δ).

If a tunnel is created, then:

P(Tr < t |tunnel created) =

{

1−e−αt

1−e−αδ if 0 ≤ t ≤ δ ,

1 if t > δ.

The tunnel is created at t1 and maintained until t0 + δ.

Hence, X+ = t0 + δ − t1 = δ − Tr and:

FX+(t) =

{

1 − 1−e−α(δ−t)

1−e−αδ if 0 ≤ t ≤ δ ,

1 if t > δ .
(5)

The PDF of X+ can be easily deduced from the CDF by

derivation. We thus have

E[X+] =
∫ δ

0

t fX+(t) =
δ

1 − e−αδ
−

1

α
. (6)

During interval [t0, t0 + δ), the MN experiences αδ area

crossings on average and creates 1 − exp(−αδ) tunnels for

reachability on average. As a probability can be seen as the

number of events divided by the number of experiences, the

probability to create a tunnel for reachability given that the

MN leaves an area is:

P(X �= 0) =
1 − e−αδ

αδ
. (7)

5.3.3 Lifetime of incoming-sessions tunnel

We define the current set of sessions on an MN as the set of all

those sessions which started in the current MAR area being

visited by the MN and which are still active. Let us assume

there is a set of k active incoming sessions that were set up

between t0 and t0 + δ and that are still alive at time t0 + δ.

Let Yk be the service-time of such a set. The set is released

when all k incoming sessions of the set are terminated. We

have:

FYk
(t) = P(Yk ≤ t) =

(

1 − e−µst
)k

, (8)

where k ≥ 0. We then have:

FY (t) =
∞
∑

k=0

π IS
k (t0 + δ)

(

1 − e−µst
)k

, (9)

2 3 i. . . . . .

(i+1)μs3μs 4μs iμs

(1-ρ)λs (1-ρ)λs (1-ρ)λs (1-ρ)λs

0 1

μs 2μs

(1-ρ)λs (1-ρ)λs

α

α

α

α

Fig. 8 CTMC of the system (a state is defined as the number of active

outgoing sessions in the current set of an MN)

where π IS
k (t0 + δ) is the probability that an MN has k active

incoming sessions at time t0 + δ.

As the chosen value of δ is larger than the session duration

and the inter-arrival, the system reaches the steady-state and

hence the distribution of π IS
i is a Poisson distribution. We

thus have:

π IS
i (t0 + δ) ≈ e

− ρλs
µs

(

ρλs

µs

)i

i !
. (10)

By combining (9) and (10), we obtain after several ele-

mentary steps:

FY (t) ≈ e
− ρλs

µs
e−µs t

. (11)

5.3.4 Lifetime of outgoing-sessions tunnel

The CDF of a set of k outgoing sessions is computed similarly

to the one of incoming sessions (see (8)):

FZk
(t) = P(Zk ≤ t) =

(

1 − e−µs t
)k

. (12)

Equation (9) is also valid for outgoing sessions but with

some slight modifications as follows:

FZ (t) =
∞
∑

i=0

πOS
i

(

1 − e−µs t
)i

, (13)

where πOS
i is the probability that an MN that leaves an area

has i active outgoing sessions that were set up in that area.

Note that P(Z = 0) is the same as the probability that a

departing MN has no active outgoing session in its current

set. Therefore:

P(Z = 0) = πOS
0 . (14)

The tunnel is used only by outgoing sessions that were

set up in MAR1 and that are still alive when the MN leaves

MAR1. The number of sessions set up in the same area is a

continuous-time Markov chain (CTMC), as shown in Fig. 8.
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The following equilibrium equations can be written to find

out the steady-state probability vector πOS:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

((1 − ρ)λs + iµs + α)πOS
i =

(1 − ρ)λsπ
OS
i−1 + (i + 1)µsπ

OS
i+1 , i ≥ 1 ,

(1 − ρ)λsπ
OS
0 = α

⎛

⎝

∞
∑

j=1

πOS
j

⎞

⎠ + µsπ
OS
1 ,

∞
∑

j=0

πOS
j = 1 .

(15)

System of equations (15) can easily be solved by numerical

methods.

5.3.5 Global expression of tunnel lifetime

We now compute the CDF of R and R+. The probability to

create a tunnel is given by P(R �= 0). Using (4), we deduce:

P(R = 0) = P(X = 0) × P(Z = 0) . (16)

If X = 0 then Y = 0 and max(X + Y, Z) = Z . If X �= 0

then X = X+ and Fmax(X++Y,Z)(t) = FX++Y (t) × FZ (t).

Hence, using (1), we can write (with short notation PX0 =
P(X = 0) and PX0 = 1 − PX0):

FR+(t)

=
−PX0 PZ0 + PX0 FZ (t) + PX0 FX++Y (t)FZ (t)

1 − PX0 PZ0
(17)

if t > 0 and F R+(0) = 0.

As X+ and Y are non negative random variables, we have:

FX++Y (t) =
∫ t

0

FY (t − u) fX+(u)du . (18)

By combining (17), (5), (9), (13) and (18), we can compute

the CDF of the tunnel lifetime. With similar considerations,

we can compute the average value of R+, which is as follows:

E[R+]=
PX0 E[Z ]+(1−PX0)E[max(X++Y, Z)]

1−PX0 PZ0
, (19)

which can finally be expressed as follows:

τTBM =
PX0

1 − πOS
0 PX0

×

⎛

⎝

∞
∑

i=1

πOS
i

i
∑

j=1

(−1) j−1
(

i
j

)

jµs
+

PX0

PX0

∞
∫

0

(1 − FR(t))dt

⎞

⎠

(20)

where
(

i
j

)

= i !
j !(i− j)! , π

OS
i is calculated using (15), and FR(t)

is expressed as

FR(t) =
∞
∑

i=0

πOS
i

(

1 − e−µst
)i

min(t,δ)
∫

0

g(u)du (21)

with g(u) = αeα(δ−u)

eαδ−1
e
− ρλs

µs
e−µs(t−u)

.

In SDM, a tunnel is maintained only for providing session-

continuity as the SIP server is updated whenever an MN joins

a new MAR. SDM is then analyzed like TBM with ρ = 0.

Hence, several equations are simplified and we have:

τSDM =
1

1 − πOS
0

∞
∑

k=1

πOS
k

k
∑

j=1

(−1) j−1

(

k

j

)

1

jµs
. (22)

5.4 Context loads on a mobility anchor

After developing the tunnel lifetime expression, we are able

now to calculate the average number of simultaneous tun-

nels on a mobility anchor. This metric represents the size

of binding cache table because each tunnel has an entry for

its context. As the size of binding cache table increases, the

scalability issues and failure risks raise more. Moreover, the

latency of a binding lookup increases, where such lookup is

performed for each tunneled data packet. Consequently, this

metric reflects the context loads on the mobility anchor.

5.4.1 TBM case

Let λMN be the arrival rate of MNs in an area. As it is propor-

tional to the average number of MNs in an area, we simply

have λMN = αE[N ]. In the model, an MN that leaves an

area immediately enters another area. The departure rate of

MNs is then λMN. Each MN that leaves an area sets up a

tunnel with probability P(R �= 0). Let λTBM
t be the arrival

rate of the tunnels on an MAR in TBM. By combining (16),

(7), (14), we have:

λTBM
t = αE[N ]

[

1 − πOS
0

(

1 −
1 − e−αδ

αδ

)]

. (23)

A tunnel has two end-points, one in the anchor MAR and

the other in the visited MAR. As we assume a regular homo-

geneous network, the average number of anchor endpoints in

an MAR is equal to the average number of visited endpoints.

The average number MTBM of tunnels on an MAR in TBM

is

MTBM = 2 λTBM
t τTBM (24)

where τTBM is given by (20).
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5.4.2 SDM Case

In SDM, a tunnel is created if the MN leaves an area, where

at least one session started and if that session is still active.

The arrival rate λSDM
t of tunnels in SDM is then:

λSDM
t = αE[N ](1 − π0), (25)

where π0 given by (15) is the probability of having no session

in the MN for ρ = 0. The average number MSDM of tunnels

on an MAR in SDM is

MSDM = 2 λSDM
t τSDM (26)

where τSDM is given by (22).

5.5 Signaling loads on a mobility anchor

In this section, we study the signaling loads on an MAR, i.e.

the arrival rate of different requests on an MAR. We consider

three types of requests on an MAR that are related to IPv6

address allocation as well as to tunneling mechanisms, as

follows.

– A request for a new IPv6 address by a newly joined MN.

– Requests for the creation/release of an anchor-endpoint

of a tunnel and the corresponding creation/release of a

visited-endpoint of the tunnel (total of four requests for

each tunnel as there are two endpoints of a tunnel that are

created and released).

– For a tunnel modification event, there is a request for the

creation of a new visited-endpoint of a tunnel on the new

visited MAR, a request from the new visited MAR to the

anchoring MAR (of the tunnel) for the modification of

the tunnel, and a request from the anchoring MAR (of

the tunnel) to the old visited MAR for the release of the

old visited-endpoint of the tunnel (total of three requests

for a modification of the tunnel).

Let λTBM
Req be the arrival rate of requests on an MAR

in TBM. In steady-state, corresponding to the above three

requests types, it can be computed as follows:

λTBM
Req = λMN + 4λTBM

t + 3λTBM
t ατTBM, (27)

where λMN = αE[N ] and α τTBM is the average number of

modifications of an anchor-endpoint of a tunnel on an MAR

in TBM.

Let λSDM
Req be the arrival rate of requests on an MAR in

SDM. Similar to Eq. (27), it can be computed as follows:

λSDM
Req = λMN + 4λSDM

t + 3λSDM
t α τSDM, (28)

where ατSDM is the average number of modifications of an

anchor-endpoint of a tunnel on an MAR in SDM.

5.6 Tunneling loads on a mobility anchor

First, we calculate the total number of data packets that are

handled by an MAR. The average number of MNs per MAR’s

area is E[N ]. For each MN, the mean arrival rate of sessions

is λs. Each session generates E[P] data packets on average.

Then, the total number of data packets handled by an MAR

per second is E[N ]λs E[P] on average.

Some of the data packets are tunneled and hence need

a specific treatment. In particular, the MAR needs to add

or remove the tunneling overhead before routing the data

packet. In order to accomplish this, the MAR needs to look

up the binding cache table for each data packet. This gen-

erates additional processing loads. Note that these loads are

different than the contexts loads (i.e. number of tunnels on a

mobility anchor) derived above.

Hereafter, we calculate the probability that a data packet

is tunneled and then the average number of tunneled data

packets handled by a mobility anchor per second.

5.6.1 SDM case

In SDM, a new (outgoing or incoming) session is anchored

at the current MAR where the session is initiated. Before

undergoing any IP-handover, the data packets of the session

are routed optimally without tunneling. After undergoing one

or more IP-handovers, the data packets are tunneled between

the new MAR and anchoring MAR of that sessions. The

probability that a traffic is a tunneled traffic is expressed as

follows [21]:

Pt =
α

µs + α
. (29)

Consequently, the average number of tunneled data packets

handled by an MAR per second is:

DSDM
tunneled = Pt E[N ]λs E[P]. (30)

5.6.2 TBM case

In TBM, the outgoing sessions are treated similarly to SDM.

On the other hand, the incoming sessions are treated depend-

ing on the MN’s registration status. First of all, the probability

of using tunneling for an incoming session is 1−e−αδ . Then,

there are two cases:

– If the registered IP address in the location server is the

MN’s current one, then it is treated similarly to SDM.
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This occurs when the incoming session arrives between

t0 and t1 and hence with probability E[Tr ]
δ

= 1 − E[X+]
δ

.

– If the registered IP address in the location server is a

previous one, then all the data packets of that incoming

session are tunneled. This occurs when the incoming ses-

sion arrives between t1 and δ and hence with probability
E[X+]

δ
.

Accordingly, the probability that a traffic is a tunneled traffic

in TBM is:

Pt,T B M = (1 − ρ)Pt

+ ρ(1 − e−αδ)

(

δ − E[X+]
δ

Pt +
E[X+]

δ

)

.

(31)

Consequently, the average number of tunneled data packets

handled by an MAR per second is:

DTBM
tunneled = PTBM

t E[N ]λs E[P]. (32)

6 Numerical results

After defining and deriving the different metrics, we show

in this section the numerical results. First, we consider the

network total area to be 300,000 km2, which is close to the

densely populated area of France (total area of France is

500,000 km2). We also consider the total number of MNs to

be 30 million, which is almost the number of mobile sub-

scribers of the French telecommunications operator Orange

in France.

Then, we investigate several scenarios as shown in Table 2,

considering anchor distribution levels, from a rather central-

ized approach with 10 anchors to a decentralized approach

with 106 anchors. Note that with 3×105 anchors, the area per

anchor is 1 km2, which corresponds to 0.33 km2 radio cells as

tri-sectorization is generally used. In other words, each base

station is a MAR in that case. We get α = 2.06 × 10−3 s−1

at 1 m/s speed for a radio cell and the handover probability is

thus α/(α + µ) = 0.4. In other words, about 60 % sessions

are non-mobile, which is consistent with the statistics of [32].

When it is relevant, we compare our results with SIP over

PMIP. In present mobile network architectures, there is gen-

erally one national Packet Data Gateway (PGW), which acts

as a LMA, and a set of Serving Gateway (SGW) that act as

MAG.

In order to validate the numerical results, we have devel-

oped a discrete event-based simulator in C++. As it is not

possible to simulate the area of France with 30 million MNs,

we consider a wrap-around hexagon network structure of 19

MAR areas. The MAR’s coverage area as well as the number

of MNs in each MAR area vary depending on the scenario in

such a way that these 19 MAR areas represent a part of the

full network described above. For example, in the scenario

of 1000 MAR areas in France, the MAR’s coverage area is
300,000

1000
= 300 km2 and the number of MNs in each MAR

area = 30×106

1000
= 30, 000. We made 20 simulations runs and

computed the 95% confidence intervals. As it can be seen in

Figs. 9, 10, and 11, the confidence intervals are very small

in most cases.

6.1 Signaling loads on the location server

Based on (3) and (2) Fig. 9 shows the arrival rate of location

updates on the location server (in message per second) with

respect to the number of mobility anchors in the network.

In TBM, the location update loads on the location server

are constant in all scenarios since it does not depend on

the area size but only on the registration lifetime. Based

on the SIP standard, the default value of the registration

lifetime is 3600 s and hence the arrival rate of registra-

tions for one MN is 1/3600 per second and for all MNs

Table 2 System parameters

settings
Parameter Value or expression

ST Area of the network 3 × 105 km2

NMN Total number of MNs 30 × 106

δ REGISTER message lifetime 3600 s [27]

λs Session arrival rate 5/3600 s−1

1/µs Average session duration 350 s

ρ Probability of incoming session 0.5

E[v] MN’s average speed 1 m/s

E[P] Average number of packets in a session 1000

NT Number of MARs [101, 106]
S MAR’s coverage area ST /NT

E[N ] Expected number of MNs per area NMN/NT

α Area crossing rate per MN

√
8
√

3
π

E[v]√
S

11



Fig. 9 Signaling loads on the

location server

Fig. 10 Context loads on a

mobility anchor

is 30 × 106/3600 ≃ 8333 per second. In SDM, the arrival

rate of requests highly depends on the area size since the

MN sends a registration upon each IP-handover and also for

refreshing. Consequently, it appears that the location update

loads increase significantly for relatively small areas since

the IP-handovers are more frequent.

6.2 Context loads on a mobility anchor

Figure 10 shows the context loads on a mobility anchor with

respect to the number of mobility anchors in the network. It

was obtained from (24) and (26).

As described before, the context loads depend on the

number of tunnels at an anchor. In SDM, there is no need

for reachability tunnels since the location server is always

up-to-date. On the other hand, there is a need in TBM. Con-

sequently, the average number of tunnels is always smaller

for SDM than for TBM. However, as the number of mobility

anchors increases, the difference between SDM and TBM

diminishes. Hereafter, we clarify the reason behind this.

The period of registration is much larger than the mean

session duration. For large areas, the probability that an MN

sends a registration before its departure from the area is high.

Hence, the probability that a tunnel is generated to provide at
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Fig. 11 Signaling loads on a

mobility anchor

Fig. 12 Tunneling loads on a

mobility anchor

least the reachability service is high for each IP-handover of

the MN with TBM and the mean lifetime of a tunnel is mainly

influenced by the percentage of the tunnels which at least pro-

vide the reachability service. For small areas, there is a high

probability that an MN has several IP-handovers between two

successive registrations. Hence, lot of IP-handovers do not

generate a new tunnel (and only modify an existing tunnel).

The benefit of SDM is then reduced.

Compared to centralized schemes, both DMA modes

reduce the context loads significantly. In a centralized scheme

such as PMIPv6, the LMA manages the context of all the

MNs, i.e. 30 millions in our case. With 3×105 anchors, each

anchor has to manage only 26 contexts with SDM and 84

contexts with TBM. The total number of tunnels is 3.9×106

with SDM and 25.2 × 106 with TBM in the whole network.

Though TBM gives the same order of magnitude as PMIP

(30 ×106 tunnels), DMA gives a clear benefit in both modes

as the tunnel management is shared between a large number

of nodes.

6.3 Signaling loads on a mobility anchor

Figure 11 shows the signaling loads on a mobility anchor (in

message per second) with respect to the number of mobility

13



Fig. 13 Tunneling overhead in

kbps in the network

anchors in the network. It was obtained based on (27) and

(28). It appears that these loads are more in TBM than in

SDM especially for large areas. This difference diminishes

for small areas, i.e for high number of anchors.

The requests sent to an anchor include several types such

as IPv6 address configuration, creation/release of a tunnel,

and modification of a tunnel (cf. Sect. 5.5). The former does

not depend on the mode (similar in both SDM and TBM) and

hence the tunneling mechanisms are the main reason behind

the variation in signaling loads between SDM and TBM.

When regarding the contribution of each type in the over-

all loads, we can notice the following. For large areas, the

tunnel creation/release requests are the main contributor. For

small areas, the tunnel modification requests are the main

contributor.

6.4 Tunneling loads and tunneling overhead

For each tunneled data packet, the MAR needs to perform a

binding cache lookup and then to treat (add or remove) the

tunneling overhead of that packet. This generates additional

processing loads on the MAR and hence the operator needs

to estimate these loads in the different scenarios. Figure 12

shows the tunneling loads given by (30) and (32) on a mobil-

ity anchor (in packet per second) with respect to the number

of mobility anchors in the network. In particular, it presents

the average number of tunneled data packets handled by an

anchor per second. For relatively large areas, these loads are

much higher in TBM than in SDM. For smaller areas, TBM

and SDM tend to perform likewise.

Each tunneled data packet has an additional overhead, i.e.

IPv6 header, of 40 bytes. With PMIPv6, all packets in the

network have the 40-byte overhead. In SDM and TBM, we

multiply the tunneling load given by (30) and (32) by the

number of anchors and by 40×8 to get the tunneling overhead

in bps in the whole network. The result is shown in Fig. 13 for

both TBM and SDM modes and also for PMIPv6. This repre-

sents the traffic loads on the network links due to tunneling.

As the MAR’s coverage area decreases, a session experi-

ences more handovers on average and hence the tunneled

traffic increases. However, the routing is more performant

since the MARs are closer to each other. The tunneling over-

head traffic in TBM is higher than that in SDM since in TBM

the location server is not updated at each handover and hence

some of the incoming sessions are tunneled entirely. On the

other hand, all the data packets are tunneled in PMIPv6 and

hence it has higher overhead.

7 Conclusions

In this paper, we have carried out a novel performance analy-

sis on DMA, which is one of the main DMM schemes

for IPv6 mobile networks. After presenting DMA, we have

discussed the reachability support at IP and upper layers

and also investigated different modes of location update,

namely SIP default mode (SDM) and time-based mode

(TBM).

The results show that TBM can assure stable loads on

the location server compared to SDM. This gain of TBM

on SDM is more crucial with dense deployment of mobil-

ity anchors. On the other hand, SDM generally introduces

less loads on a mobility anchor compared to TBM especially

with non-dense deployment of mobility anchors. To sum
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up, TBM is more advantageous with highly-dense deploy-

ment of mobility anchors since it reduces the loads on the

location server significantly compared to SDM while not

much increasing the loads on the mobility anchors. Besides,

SDM is more advantageous with non-dense deployment of

mobility anchors since it reduces the loads on the mobility

anchors while not much increasing the loads on the loca-

tion server. The obtained simulation results guide the mobile

network operator firstly to estimate the loads on different

network entities in order to deploy the appropriate equip-

ment, and secondly to choose the most suitable protocols

and modes for their network architecture and deployment

scenario.
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