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Abstract

The preprocessing of large meshes to provide and optimieeaictive visualization implies a complete reorganizatioat often
introduces significant data growth. This is detrimentalttwage and network transmission, but in the near futureccalsio dect
the dficiency of the visualization process itself, because ofrleegiasing gap between computing times and external adoess t
In this article, we attempt to reconcile lossless compogsand visualization by proposing a data structure thatedlgtireduces
the size of the object while supporting a fast interactivdgetion based on a viewing distance criterion. In additmthis double
capability, this method works out-of-core and can handlshme containing several hundred million vertices. Funtiuee, it
presents the advantage of dealing with any n-dimensiomgdl&ial complex, including triangle soups or volumetrieshes, and
provides a significant rate-distortion improvement. Thefgrenance attained is near state-of-the-art in terms ottimapression
ratio as well as the visualization frame rateedng a unique combination that can be useful in numeroukcapipns.
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1. Introduction goal here is to take advantage of excellent view independent

. . o ._.compression and introduce distance-dependent updatég of t
Mesh compression and mesh visualization are two fields b P P

) . . model during the visualization. As a starting point, theare
of computer graphics that are particularly active todaypseh : . . .
X . : ) progressive and lossless compression algorithm intratibge
constraints and goals are usually incompatible, even adittr

tory. The reduction of redundancy often goes through signa?anOIOIn and Devillers [1] has been chosen. On top of its com-

complexification, because of prediction mechanisms whbse epetitive compression ratios, out-of-core and LOD captéili
-ompiexinication, P : .“have been added to handle meshes with no size limitations and
ficiency is directly related to the depth of the analysis. sThi

" . o allow local refinements on demand by loading the necessar
additional logical layer inevitably slows down the dataess y 9 y

) . : . and stficient data for an accurate real-time rendering of any
and creates conflicts with the speed requirements of ne-ti -
. L . C subset of the mesh. To meet these goals, the basic idea con-
visualization. Conversely, forficient navigation through a

) . o . . sists in subdividing the original object into a tree of indap
mesh integrating the user's interactions dynamicallysigeal dent meshes. This partitioning is undertaken by introdyein
must be carefully prepared and hierarchically structurgus

generally introduces a high level of redundancy and sonastim primary hierarchical structure (aiP-tree) in which the orig-
. . . X inal kd- I implicial clem),
comes with data loss, if the original vertices and polyhedea inal data structures (a kd-tree coupled to a simplicia b

approximated by simpler geometrical primitives. In aditto are embedded, in a way that optimizes the bit distribution be

the on-disk storage and network transmission issues, ttze da{)vrjfknagggg iﬁ‘rii?rdeg(;?)?)ergg\gr%gnd removes the undesirabl
growth implied by this kind of preprocessing could become After a study of related works .(Sec. 2 focusing on the

detrimental to the visualization itself since the gap betmwihe . . Lo

S . method chosen as the starting point (Sec. 3), our contoibuti
processing times and the access times from external mesory i - o
increasing is introduced by an example (Sec. 4), then detailed in two-com

. . . . ._plementary sections. First, the algorithms and data strest
In this article, we attempt to reconcile compression and inP y g d

: . o . . of the out-of-core construction and compression are iniced
teractive visualization by proposing a method that combine P

) . . .5an hen the visualization point of view i
good performance in terms of both the compression ratio an@i?ﬁplitz tﬂgg;siript)tign (ssu:C ?; OFir?;)IIyt prgrimzaddll;b:
the visualization frame rates. The interaction requireisieha g '

. . . L are presented and the method is compared to prior art (Sec. 8
viewer and a virtual reality system are quite similar in terof P P P ( )

the computational challenge but the two applications uferdi
ent criteria to decide how a model is viewed and updated. Ou2. PreviousWorks

*Corresponding author. Tek:33472448064. 2.1. Compression
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efficiently coupling geometry encoding (the vertex positions)resources. Cat al. [17] introduced the first progressive com-
and connectivity encoding (the relations between verfjeesl  pression method adapted to very large mesh#sring a way
often addresses manifold triangular surface models. We digo add out-of-core capability to most of the existing pragiee
tinguish single-rate algorithms, which require full decwgto  algorithms based on octrees. The next section pays panticul
visualize the object, and multiresolution methods thavelbne  attention to out-of-core visualization techniques.
to see the model progressively refined while decoding. Al-
though historically geometric compression began with Ising 2.3. Visualization
rate algorithms, we have chosen not to detail these methods Fast and interactive visualization of large meshes is a very
here. The reader can refer to surveys [2, 3] for more inforactive research field. Generally, a tree or a graph is built to
mation. For comparison purposes, since progressive and outandle a hierarchical structure which makes it possibleeto d
of-core compression methods are very rare, Sec. 8 will tefer sign out-of-core algorithms: at any moment, only necessary
Isenburg and Gumhold’s well-known single-rate out-ofecalr ~ and stfficient data are loaded into memory to render the mesh.
gorithm [4]. Similarly, lossy compression, whose generalp Level of detail, view frustum and occlusion culling are wlde
ciple consists in a frequential analysis of the mesh, isued  used to adapt displayed data to the viewport. Rusinkiewicz a
from this study. Levoy [18] introduced QSplat, the first out-of-core poirgsed
Progressive compression is based on the notion of refingendering system, where the points are spread in a hiecailchi
ment. At any time of the decoding process, it is possible tostructure of bounding spheres. This structure can easity ha
obtain a global approximation of the original model, whiemc dle levels of detail and is well-suited to visibility and desion
be useful for large meshes or for network transmission. Thigests. Several million points per second can thus be disgdlay
research field has been very productive for approximately 1@sing adaptive rendering. El-Sana and Chiang [19] proposed
years, and rather than being exhaustive, here the choice hagechnique to segment triangle meshes into view-depeedenc
been to adopt a historical point of view. Early techniques oftrees, allowing external memory simplification of modelsco
progressive visualization, based on mesh simplificatioerew taining a few millions polygons, while preserving an optima
not compression-oriented and often induced a significant inedge collapse order to enhance the image quality. Lated-Lin
crease in the file size, due to the additional storing costtef a strom [20] developed a method for interactive visualizatd
erarchical structure [5, 6]. Afterward, several singlsaletion  huge meshes. An octree is used to dispatch the triangles into
methods were extended to progressive compression. Forexamlusters and to build a multiresolution hierarchy. A quead-
ple, Taubiret al. [7] proposed a progressive encoding based orror metric is used to choose the representative point positi
Taubin and Rossignac’s algorithm [8]. CohenéDal.[9] used  for each level of detail, and the refinement is guided by ilisib
techniques of sequential simplification by vertex suppoess ity and screen space error. Yoehal. [21] proposed a similar
for connectivity, combined with position prediction foraga-  algorithm with a bounded memory footprint: a cluster hierar
etry. Alliez and Desbrun [10] proposed an algorithm based orchy is built, each cluster containing a progressive subnmesh
progressive removal of independent vertices, with a refida-  smooth the transition between the levels of detail. Cigreani
tion step under the constraint of maintaining the vertexeleg al. [22] used a hierarchy based on the recursive subdivision
around 6. Contrary to the majority of compression methodsof tetrahedra in order to partition space and guaranteangry
Gandoin and Devillers [1] gave the priority to geometry etico borders between clusters during refinement. The initial con
ing. Their algorithm, detailed in Sec. 3, gives competitieen-  struction phase is parallelizable, and GPUfisceéently used to
pression rates and can handle simplicial complexes in any dimprove frame rates. Gobbetti and Marton [23] introducesl th
mension, from manifold regular meshes to triangle soupsgPe far voxels capable of rendering regular meshes as well as tri-
and Kuo [11] took this paper as a basis to improve the compresngles soups. The principle is to transform volumetric sutsp
sion ratios usingfécient prediction schemes (sizes decrease byf the model into compact direction-dependent approxiomati

roughly 15%), still limiting the scope to triangular models of their appearance when viewed from a distance. A BSP tree
_ is built, and nodes are discretized into cubic voxels coimgi
2.2. Large meshes processing these approximations. Again, the GPU is widely used todight

Working with huge datasets implies to develop out-of-corethe CPU load and improve performance. Cignenal. [24]
solutions for managing, compressing or editing meshesd-Lin proposed a general formalized framework that encompalises a
strom and Silva [12] proposed a simplication algorithm lase these visualization methods based on batched rendering. Re
on [13] whose memory complexity is neither dependent on theently, Huet al. [25] introduced the first highly parallel scheme
size of the input nor on the size of the output. Cignenal. for view-dependent visualization that is implemented rehti
[14] introduced a data structure called Octree-based Bater on programmable GPU. Although it uses a static data streictur
Memory Mesh (OEMM), which enable external memory man-requiring 57% more memory than an index triangle list, it al-
agement and simplification of very large triangle meshes, byows real-time exploration of huge meshes.
loading only selected sections in main memory. Isenkairg
al. [15] developed a streaming file format for polygon meshe<2.4. Combined Compression and Visualization
designed to work with large data sets. Isenbetrgl. [16] pro- Progressive compression methods are now mature (the rates
posed a single-rate streaming compression scheme thatesico obtained are close to theoretical bounds) and interactae v
and decodes arbitrary large meshes using only minimal mgmoralization of huge meshes has been possible for several.years
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However, even if the combination of compression and visualThe way the connectivity evolves during these decimating op
ization is often mentioned as a perspective, very few papersrations is encoded by a sequence that enables a lossless rec
deal with this problem, and the files created by visualizatio struction using the reverse operators (edge expansioneatekv
algorithms are often much larger than the original ones. Irsplit).

fact, compression favors a small file size to the detrimefastf
data access, whereas visualization methods focus on iegder
speed: the two goals oppose and compete with each other. f’l_
must be noted that there are a few counter-examples such ag
[26] where there is a reduction of redundancy without any run =~ ¢-¢

time penalty, but it remains unusual. Among the few works tha

introduce compression into visualization methods, Nan&tne Figure 1: (a) Edge collapse, (b) Vertex unification

al. [27] proposed a QSplat compressed version by usingj-Hu ) _ -
man and dferential coding for spheres (position, radius) and If this lossless compression me_th_od reaches competitive ra
normals. The compression ratio is approximately 50% comtios and can handle arbitrary simplicial complexes, it isap
pared to the original QSplat files, but the scope is limited toProPriate for interactive navigation through large mestiést
point-based rendering. More recently, Yoon and Lindstr2j [ only does its memoryfootprm_t make it strictly |mpract|dxatnr_ _
introduced a triangle mesh compression algorithm thatsapp Meshes over one million vertices, but, even more consirgyni
random access to the underlying compressed mesh. Howevéhe intrinsic de5|gn.of the data structure imposes a hierarc
their file format is not progressive and therefore inappedpr cal coding of the neighborhood relations that prevents acal|

for global views of a model since it would require loading the "éfinement: indeed, given 2 connected vertizesdw in any
full mesh. intermediate level of the kd-tree, it is possible to find acdes

danty; of vthat is connected to a descendapof w. Therefore,
in terms of connectivity, the cell containirgcannot be refined
without refining the cell containing. Consequently, random
access and selective loading of mesh subsets is impostible:
In this section, we briefly present the method originally-pro Visualize a single vertex and its neighborhood at a given L OD
posed by Gandoin and Devillers [1]. The algorithm, validriy a the previous LOD must be entirely decoded. In the following,
dimension, is based on a top-down kd-tree construction by cealgorithms and data structures are presented that are based
subdivision. The root cell is the bounding box of the poirtt se the same kd-tree approach but remove these limitations.
and the first output is the total number of points. Then, fahea
cell subdivision, only the number of points in the first hedfl 4 Oyerview
has to be coded, the content of the second half-cell beirily eas
deduced. As the algorithm progresses, the cell size dexgseas The compression process @HuMI begins by partitioning
and the data transmitted provide a more accurate localizati the space, creating a hierarchical structure calledS#tree in
of the points. The subdivision process iterates until there®  which the simplices are dispatched. In order to avoid SB-cel
longer a non-empty cell with a side greater than 1 spatidl uni containing only a few triangles, an SP-cell must contaieast
such that every point is localized with the full mesh premisi ~ Npin (User defined) triangles to be split. Moreover, to allow the
As soon as the points are separated, the connectivity of thiedependent decoding of any vertex with its neighborhadoel, t
model is embedded (one vertex per cell) and the splitting prosimplices whose vertices belong to several SP-cells aré-dup
cess is run backwards: the cells are merged bottom-up aind theated into each cell. We then traverse the SP-tree in pastord
connectivity is updated. The connectivity changes betviwen (a cell is processed after all its children have been prechss
successive versions of the model and is encoded by symbols iln each SP-cell, incident kd-cells are progressively meag
serted between the geometry codes. The vertices are mergeddescribed in Sec. 3, and the corresponding coding sequence i
the two following decimating operators: constructed, where geometry and connectivity codes age-int
leaved. Merging proceeds until the minimal precision of the
SP-cell is reached: in the example given in Fig. 2, this corre
onds to one kd-cell merging in each dimension for a regular
P-cell, and 3 mergings in each dimension for the root SP-cel
hen all the children of an SP-calhave been treated, the sub-
meshes they contain are merged together (the duplicated sim
plices collapse) to form the submesh associated withhich
e Vertex unification, as defined by Popovit and Hoppe [6],is then ready to be treated. This process runs until a siregle v
is a more general operation that merges any two cellgex remains in the root SP-cell.
even if they are not adjacent in the current connectiv- The refinement process runs backward. Figure 2 illustrates
ity. The result is non-manifold in general (see Fig. 1b)its main stages: steps 1 to 6 are similar to [1]: we start with a
and the corresponding coding sequence is approximatelyull precision and a single centered point. Then we secgignti
twice as big as an edge collapse coding sequence. read the geometry and connectivity codes from the compilesse

3. The Starting Point: kd-tree Compression of Vertex Posi-
tion and Hierarchical Connectivity Coding

e Edge collapse, originally defined by Hopetal. [5] and
widely used in surface simplification, merges two adja-
cent cells under certain hypotheses. The endpoints of th
edge are merged, which leads to the deletion of the tw
adjacent triangles (only one if the edge belongs to a mes
boundary) (see Fig. 1a).
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Figure 2: Overview of the method

file, which progressively refine the entire mesh. In this exam  An nSP-tree is a space-partitioning tree witBubdivisions
ple, when precision reaches 3 bits (in practical cases, \we ge per axis. Each node delimits a cubic subspace called$tre
erally wait until precision reaches 7 or 8 bits), the spasplg  cell. Since our meshes are embeddedy an internainSP-
into 4 subspaces, and the mesh subdivided into these s@sspaccell hasn® children (wherever it is in the tree), and in our case,
Remember that border triangles and their associated Kksi-celthenSP-cells are evenly splite. theirn® children are the same
have been duplicated during the compression stage. The-4 sufize.

meshes obtained become independent, each one correspondin EachnSP-cellc contains vertices whose precision at run-
to a subspace called an SP-cell whose content is directly atime can vary according to the distance frarno the camera.
cessible from an index pointing in the compressed file. Thu§he boundaries of the vertex precisionciare called minimal
we can select one or several SP-cells and read their asshciatand maximal precision af.

refinement codes in the compressed file in order to continue A top-simplexis a simplex (vertex, edge, triangle or te¢rah
the refinement process locally, depending on the camerasnovedron) that does not own any pareig. that does not compose
When one of them reaches its maximum precision (4 bits in ouany other simplex. In a triangle-based mesh, the top-soagli
example), it is split again. This process is repeated ra@lys  are mainly triangles, but in a general simplicial compléeyt
until each SP-cell in the view frustum reaches a level of precan be of any type.

cision determined by its distance to the camera. Finally, we

connect the SP-cells together, handling the possilfiierednces 5.1. Quantizing point coordinates

in resolution to prevent border triangles from overlappizgd First, the points contained in the input file are parsed. A

the content of these cells is sent to the graphic pipeline. cubic bounding box is extracted, then the points are queatiz
obtain integer coordinates relative to the box, accordinthé

5. Out-of-Core Construction maximum level of precisiop (number of bits per coordinate)

requested by the user. It should be noted that this quaiatizat
Before describing the construction process itself, wemegi step does not contradict the lossless characteristic oh#tkrod
with a few definitions: sincep can be chosen as high as needed to match the object’s



initial precision. These points are written to a raw file (RWP is brought back tdmax/2. When the content of anSP-cellc
using a classical binary encoding with constant size calety  reachedNy,y triangles,c is split and the triangles (in the fier

that thei'" point can be directly accessed by file seeking. and in the block list of the RWI file) are spread out in the newly
createdhSP-cells. The blocks af are released and added to a
5.2. nSP-tree construction list of available blocks used for future allocations.

An nSP-tree is built so that each leaf contains the set of the .
top-simplices lying in the corresponding subspace. Theghtei 5-4. Choosing n
of the nSP-tree depends on the mesh precigiaithe number In order to obtain an integer fgs, n must be chosen as a
of bits per coordinate): the user can choose the maximal prggower of 2. This guarantees that any descendant of a kd-cell
cision p; of the root, then the precisign gained by each next contained in amSP-cellc remains insidec. Furthermore, it
level is computed from (p = logzn). For example, fop =12  prevents the kd-tree cells from overlapping tm®P-cells.
bits, p = 6 bits andn = 4, thenSP-tree height is 4. Another
condition is applied: anSP-cell can be split only if the number 5.5. Simplex duplication

of contained top-simplices is at least equal to a threshiigl The first way to determine whether a simplex belongs to an

Consequently, the minimal precision of the leaves can take a nSp-celic, consists in checking whether at least one of its inci-

value, whereas their maximal precision is alwgysThe con-  gent vertices lies inside This test is fast and suitable for most

tent of the leaves is stored in a raw index file (RWI) where thecases, but it is imperfect since a cell can be overlapped by a

d + 1 vertex indices that composealesimplex are written using simplex without containing any of its vertices. This occuesy

a raw binary format to minimize the disk footprint while main rarely and can be perceived visually even more infrequgnly

taining a fast and simple reading. Fig. 4 presents a 2D eXampthjs could be an issue for certain specific applications, it

of such amSP-tree. case a more accurate simplex to axis-aligned box intecsecti
Since amSP-cell is only subdivided when it contains more tast could be performed.

than Nnmin triangles, thenSP-tree takes into account the local Independently of the chosen test, a simplex of the original

density of the mesh: sparse regions are hardly divided,®dser model can simultaneously belong to sever@P-cells; conse-

high density areas are heavily splitted. This simple schiease quently, some simplices and their associated kd-cells ipeist

been chosen because it combines adaptability and low emgodi gupjicated during the distribution in the leaves to prevesies

cost. during visualization. Although this technique degradeghsly
] compression ratios, it has been chosen féciency purposes.
5.3. RWP and RWI file management Drawings 7—8 and 10—11 in Fig. 2 show the space partition-

Even if the points and triangles are not ordered in the inpuing of annSP-cell.
file, itis likely that the diferent accesses to a given point of the
RWP file during thenSP-tree construction stage will be close .
L . . 6. Out-of-Core Compression
in time. Consequently, the algorithm uses a cache in the main
memory, based on a hash table, to minimize the disk accesses | this section, we detail the successive steps of the com-

to vertex positions. The hash keys are modulos of the poinression process, then discuss various aspects of therirapte
indices and guarantee a constant time access to cached.poiniation that contribute to reaching good performance.

Since the final number of the triangles contained im&R- To achieve competitive compression ratios, the algorithm
cellis not known in advance, memory cannot be allocated statyaquires a two-pass coding that makes use of two files: a semi-

cally for each cell in the RWI file. Consequently, the algamit  compressed temporary file (SCT) and the final entropy coded
has to use block listmanagement: the RWI file is splitinto-con fjje (FEC).

stant size blocks (containing 100 triangles for instanaedl, the

content of amSP-cell is stored in a chained list of such blocks. () Note 1 Postorterintex
As shown in Fig. 3, eachSP-cell keeps 3 numbers in main Loat conaning x d-smplces
memory: the €fset of its head block in the RWI file, thefeet

of the current position (the location where the next triangill

be written in the RWI file), and the number of triangles con- 1 vit
tained in the current block (to know when a new block must
be allocated). Each block contains thiset of its successor

(or —1 for the tail block of a list) and a triangle list composed 1bit
of vertex indices pointing to the RWP file. Rather than writ-
ing in the RWI file for each triangle read in the input file, each ) ) )
nSP-cell manages a fiar containing the last added triangles, Elogouc;e 4: 2DnSP-tree example with = 8 bits, pr = 6 bits,n = 2 andNmin =
and the disk is accessed only when the cumulative size of all

the bufers exceeds some fixed valngs. Then the bifers are

flushed in the RWI file, from the largest to the smallest, to fa-

vor sequential writing on the disk, until their cumulativiees

6 bits




RAM Disk
«» |Each SP-cell contains one: The RWI file contains a sequence of:
o
5 SPCell RWI Info RWI Block
) . -
3} First block | Current file | Num triangles Next block . .
<
2 file position position | in current block position or -/ List of  triangles (k < 700)
5 8 bytes 8 bytes 4 bytes 8 bytes 3x 4x 100 = 1200 bytes
SP-cells RWI file

SPCell #0 0 1208 2416
20 | 0 | 5068 | 19 | [2416] 100 triangles | -1 | 6 triangles [4832] 100 triangles |
(o
% SPCell #1 3624 4832 6040
X | 1208 [ 1288 | 6 | ; ; 3
w [6040] 100 triangles | -7 | 79 uiangles | -7 [ 89 triangles |

SPCell#2

[ 3624 | 7116 | 89 |

Figure 3: RWI file structure

Writing the header of the FEC fileRegardless of the statistical the first half-cell is non-empty, (1) the second half-celhan-
data that are gathered for the final compression, some paramempty, or (2) both cells are hon-empty. The theoretical cost
ters characterizing the original model and ti&P-tree can be of log,3 = 1.58 bits per subdivision is reduced to an average
written to the FEC file at this stage. The file begins with aof 1.2 bits using entropy coding with per-level statistical data
header that contains all general data required by the decoddhigh levels are composed essentially of 2 codes, whereas lo
the coordinate system (origin and grid resolution, to retien levels contain mainly 0 and 1 codes). As for the geometry, we
tute the exact original vertex positions), the dimenslafthe  separate edge expansion from vertex split. Encoding both op
mesh, the numbeg of bits per coordinate, the numbreof sub-  erations is the same as in [1] (see Sec. 3), with the exception
divisions per axis for the space partitioning, as well asrdte#  an additional code describing the orientation of each nevdy

and level precisionp, andp. ated triangle. Using a simple prediction based on the tt&ang
orientation in the neighborhood, the overcost is made gixgi
6.1. Treating each cell of the nSP-tree (around 001 bit per vertex). It is worth noting that none of the
Then thenSP-tree is traversed in postorder (in red in Fig. 4)Prediction schemes of [1] were used, thus promoting degpdin
and the following treatment is applied to eatP-cellc. speed and visualizatioritiiency. However, for a compression-

driven application (or in a context where meshes are vizedli
(a) Building the kd-tree and the simplicial compleit.c is a  on high-end computers), the original prediction schemes ca
leaf: the top-simplices belonging tare read from the RWI file  definitely be included.
and the associated vertices from the RWP file; then a kdgree i . . _ .
built that separates the vertices (top-down process) aathyfin (¢) Writing the codes in a temporary fileThe codes obtained
the simplicial complex based on the kd-tree leaves is gémgra aré written in a semi-compressed temporary file (SCT) using

an arithmetic coder [29]. At this stage, we cannot write i@ th
(b) Computing the geometry and connectivity cod€ke leaves final entropy coded file (FEC) since statistical data are et y
of the kd-tree are sequentially merged following a bottga-u available.
process. For each fusion of two leaves, a code sequence is o ]
computed that combines geometry and connectivity informa(d) Merging into the parent nSP-cellWe are now left with a
tion. It should be noted that for rendering needs, this segeie kd-ree and a simplicial complex whose vertices have the-min
is enriched by specifying the orientation of the trianglestt mal precision ot. To continue the bottom-up postordgr traver-
collapse with merging. It is not a complete normal coding,Sa! of thenSP-tree, the content afmust be moved to its par-
but only a binary description of each triangle orientatighe ~ €nt- If ¢ is the first child, its content is simply transferred to
vertex normals are computed in real-time during the renderthe parent. Otherwise, the kd-tree and simplicial compfex o
ing stage by averaging the triangle normals. The process @€ co_mblned with Fhe parent’s_ current_ con_tent, which iegli
stopped when the minimal precision ofs reached. In large detecting and merging the duplicated simplices (see SBY.. 7.

part, the ideas of [1] are used to compute geometry and cennec .
tivity codes, with some adaptations or simplifications tagu 6-2- Final Output
antee high frame rates. As for the geometry, each cell sithdiv.  Once allnSP-cells have been processed, statistical data over
sion is encoded to describe one of the 3 following events: (Ojhe whole stream are available arffiaent entropy coding can
be applied. The probability tables are added to the header of



the FEC file, then theSP-cells code sequences of the SCT filesimilarly benefits the decompression and visualizatiogestal-
are sequentially passed through an arithmetic coder. Asigeo though the performance increase is moféclilt to estimate.
etry code frequencies vary with respect to the level of tletai
the probabilities are computed independently for eacH.léne
our case, dynamic probabilities would not improve thisistat
per-level probability scheme since the independenceSH- Decompression and visualization are strongly interlinked
cells would require the statistical data to be reinitiaizeo  since the data must béeiently decoded and selectively loaded
frequently. At the end of the file, a description of th®P-tree  in accordance with the visualization context. In this secti
structure is added that indicates the position of e&iR-cell in each component of the rendering process is detailed.

the file. This table allows the decompression algorithm to re

build an emptynSP-tree structure that provides direct access tc.1. Initialization

7. Decompression and View-Dependent Visualization

the code sequence of angP-cell. The first step consists in reading general informations abou
) the mesh from the FEC file header, then using tfised table
6.3. Memory and ficiency Issues situated at the end of the file to build tmSP-tree structure.

Memory managemenflo minimize memory occupation, each Once done, eachSP-cell only contains its position in the FEC
loadednSP-cell only stores the leaves of its kd-tree. The interfile. To complete the initialization process, the kd-treetud

nal nodes are easily rebuilt by recursively merging theirspl root nSP-cell is created at its simplest forirg. one root, and
leaves. Furthermore, the successive refinements and nearsdikewise the associated simplicial complex is initializedone

ings imply a great deal of creation and destruction of objectvertex.

such as kd-cells, simplices and lists. A naive memory manage

ment would involve numerous memory allocations and deallo7.2. Real-Time Adaptive Refinement

cations, causing fragmentation and substantial slowdowos At each time step of the rendering, the mesh is updated to
avoid this, memory pools are widely used to preallocate thoumatch the visualization frame. TmSP-cells in the view frus-
sands of objects in one operation, and preference is given @m are refined or coarsened so that the maximum error on the

object overwriting rather than deletion and recreation.  coordinates of any vertex guarantees that its projectispeets
Common |mplemer_1tat|0ns of the_S|mpI|C|aI complexbuild athe imposed display precision. The other cells are coatstne
structure where eachsimplex @ > 1) is composed ad+1 (d—  minimize memory occupation, and are not sent to the graphic

1)-simplices. This structure is costly to maintain, andaeiwe pipeline to reduce GPU computing time. According to this
do not particularly need to keep this parent-to-child it viewpoint criterion, a list ohSP-cells to be rendered with their
we have chosen to store the following minimal data structureassociated level of precision is maintained. A cell thathes
simplicial complexes are represented as a list of top-steg!  jts maximal precision is split, and the content of each clsild
each simplex containing references to the corresponding keficiently accessed thanks to théset contained in theSP-
cells that give a direct link to its incident vertices. Corsady,  tree structure. Conversely, if SP-cell needs to be coarsened

each kd-cell stores a list of its incident top-simplices. at a level below its maximal precision, its possible chiidaee
Finally, the external memory accesses are optimized t@lavoimerged together.

frequent displacements of the hard disk heads. As seen4dn sec
tion 5.3, pagination and liiering techniques are used to write 7.3. Multiresolution Transitions

in the RWI file. During visualization, each time agP-cell is Once thenSP-cells that need to be rendered are known. two
needed, its complete code is read from the FEC file and putintR,4in issues arise. both concerning the borders betwg,pﬁ’
a buffer to anticipate upcoming accesses. cells. First, the simplices being duplicated iffeientnSP-cells

may overlap. Second, visual artifacts can be caused byedjac
nSP-cells with diferent levels of precision. Only border top-
simplices can cause these problems; the others can behstraig

Multi-core parallelization. The nSP-tree structure is intrinsi-
cally favorable to parallelization. The compression hasnbe

multithreaded to benefit from the emerging multi-core psace ) . ) . »
o S . rendered using their representative points. Border toypltes
sors. While file JO remain single-threaded to avoid costly ran- :
are composed of at least one vertex belonging to anaiBEr

dom accesses to the hard disk, vertex splits and unifications . . ) .
. . . cell. The following algorithm is applied to each border top-
edge expansions and collapseSP-cell splits and mergings

can be executed in parallel onfiirentnSP-cells. To favor ef- simplexs.

fective sequential access to the hard drive and to avoidiéeq 1. Letc be thenSP-cell to whichs belongs,p. the current
locks of the other computing threads (fil®lare exclusive), precision ofc, andl the list of n"SP-cells to render. Let
the processing of an SP-cell starts by loading the list of con N be the number of kd-cells.€. the number of vertices)
tained triangles from RWI and RWP files into affar. Then composings, ¢ (foriin1,...,N) thenSP-cell in which
the following steps (see Sec. 6.1) only require CPU and RAM lies thei™™ kd-cellk; composings, andp; the current pre-
operations and can be performed by one thread running elarall cision ofg; (if ¢ ¢ | thenp; = pc).

to the other threads. Experimentally, a global increasesin p 2. Ifthereisan in 1,...,N such thatp; > pc or (pi = pc
formance is observed betweed And 2 with a dual-core CPU, andc index > c index), s is removed and will not be
and between 2 and 3 with a quad-core CPU. This parallelizatio rendered.

7



3. Else, for each kd-celf such that; € | andc; # ¢, the kd-  original kd-cell. For the othenSP-cells, the missing geome-
cell k' of ¢; containingk; is searched. The representative try codes are added at the beginning of the sequence. For in-
point ofk’ is used to rendes. stance, in our exampleSP-cell #0 stores G11, G23 and G24,

corresponding to kd-cells 11, 23 and 24n8P-cell #2; miss-

ing G11b and G23b are stored at the beginning®®-cell #1

(bold red box). Similarly, since the rooSP-cell (#0) has no

parents, a few geometry codes must be added at its beginning.

Figures 8 and 9 illustrate the benefits of this techniquerimse

i of rendering. The rate-distortion curve, constructed gisire

o~ L2 distance computed by the METRO tool [30], shows a signif-

> icant improvement in the intermediate levels of detail.

Thus, a smooth and well-formed transition is obtained betwe
nSP-cells that have flerent levels of precision (see Fig. 5).

<

—
i &
- N/

[

1 2 1 2 nSP-cell #0
[o] corass |

Figure 5: Rendering of the border top-simplices betweenn&B-cells with
different LODs

7.4. Encoding Geometry Before Connectivity ——

The main drawback of this algorithm is its tendency to pro-[rspcertr _-- L ~ nSP-cell #2
duce many small triangles in the intermediate levels of iprec [8]cs/css] 1] C11/.647+48+50
sion. These triangles, which usually have a size near the re- 231 Ga6bw080 [28]c2a/ ao6+os] [24]c2e  G102]
quested screen precision, slow down the rendering withesut r
solving the well-known block fects inherent to the kd-tree or
octree approaches (see Fig. 9, left). This issue is addfess¢ [2[¢72] [Bs] cesb | [s8o]csen]l|  [s6[cos] [s8 cos | [10z] cioz |

by encoding geometry earlier than connectivity in the FEE fil [206]
the decoder will hear of the point splits bits before the asso- P T——— — ,
Gt ~ g connectivity codes of kd-cell i and geometry codes of
kd-cells j and k

ciated connectivity changes. Consequently, a kd<ualill be and .
composed of a connectivity code that describes the creafion o e el ot ot Pty e trom e wtored
the representative vertex of followed by multiple geometry  File encoding :

COdeS that describe the pOSitiOﬂS of the Ch|ld Vel’tiCEIS d’-'he ‘#0:GO+1+2€0G3+5€16802G11... ‘ #1:G11b+23bC8G35C11bG47b+48b... ‘ #2:C11G47+48+50... ‘
level of the descendants coded in a kd-cell depends.dfor a

3D mesh and a geometry advancewbits, 3m levels of chil-
dren are contained in each kd-cell. For each vertex disdlaye
its future children are thus known and their center of mass ca
be taken as the new refined position of the representativexer 7 5. Eicient Adaptive Rendering
(see Fig. 6).

[470] ca70 | [480] c4sp | [47]ca7] [48]ces]  [s0] cs0 |

Figure 7: Example of a kd-tree with geometry before conmiégti 2D case, 1
bit earlier {.e. 2 kd-tree levels)

To attain good performance in terms of smooth real-time
rendering, particular attention was paid to a number of espe
p of the implementation. During anSP-cell split, kd-cells and
> L Sh top-simplices are transferred and sometimes duplicatéken

® 0

I children. A costly part of this split consists in determigitne
- < child to which each kd-cell must be transferred and the péssi
4 L {1 & children where it must be copied (when it is incident to a bor-
) der top-simplex). Rather than computing this information f
@ ®) © numerous kd-cells just before the split, we compute it as1soo

: . I _ as the kd-cell precision flices to determine its future contain-
Figure 6: Example of rendering with the geometry advancenparison be- . . L
tween (a) 2 bit precision for both geometry and connectiib) 2 bits for N9 nSP-cell, store it and transfer it directly to the descendant
connectivity and 3 bits for geometry 21 early bit), (c) 3 bits for both kd-cells. Likewise, from this information, the progressiof
a top-simplex during the nextSP-cell split can be deduced.
Figure 7 shows an example of a®P-tree with a geom- To smooth the computation load over time, each top-simglex i
etry advance of 1 bit. During the split of ai8P-cell, some tested either after its creation (due to a kd-cell split) fterats
kd-cells are duplicated in several children, such as ktiideh  duplication (due to anSP-cell split).
this example. The duplicates of the same kd-cell may evolve Conversely, merging twaSP-cells implies deleting all the
differently, since their neighborhood depends onr8@-cell  duplicated objects. To optimize this step and quickly datee
they belong to. Thus, their codes mayter, such as G11 and these objects, each kd-cell and top-simplex stores thedeal-t
G11b. The parent kd-tree can store the early geometry codésvel it was created in and whether it was created afterSipr
of only onenSP-cell child. We choose the child containing the cell split. Another issue is that top-simplices moved irtie t
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—Noearlybil —2 early bits carefully optimized external data accessf{eted and sequen-
tial), the second one is that compression drastically resltite
amount of data we need to read. This last point argues in favor
of compression, and we can assume that it will become more
and more important, in view of the increasing gap between pro
cessing units and data access performances [31].

016 \ ble. This can be explained by two factors: the first one iswreat

0,12

0,08

0,04

RMS error (% of bounding box diagonal)

0,00 ; ‘ ‘ ; ‘ : ‘ ‘ ‘ 8. Experimental Results

4
Rat (o) We cannot fairly compare our method to previous work,

since, to our knowledge, no other method combines the fesitur
of compression and interactive rendering. However, foeref
ence, we provide comparisons to state-of-the-art comioress
methods (single-rate or progressive, in-core or out-e&rm
Sec. 8.1, then to state-of-the-art visualization methadSec.
8.2. The results presented were obtained from-a/OpenGL
implementation of the method running on a PC with an Intel
Q6600 QuadCore 2.4Ghz CPU, 4GB DDR2 RAM, 2 RAIDO
74GB 10000 RPM hard disks, and an NVIDIA GeForce 8800
GT 512MB video card. Regarding the parameter settimgs,
must be big enough to allow the selection of small parts of
the mesh in a fewaSP-cell splits, but small enough to avoid
displaying too muciSP-cells simultaneously (in which case
borders computation, for instance, could be excessivelgex
parentnSP-cell may refer to a duplicate kd-cell that must besive). A smallNyi, increases the number of duplicated sim-
deleted. Since we cannoffard to look for the correspond- plices and degrades the compression performance, whereas a
ing original kd-cell among all the existing kd-cells, eaatpti-  big Ny, leads to a smallenSP-tree, to the detriment of the
cate stores a pointer to its original cell. To keep this wogki  multiresolution capability.n = 4 and 5000< Ny, < 8000
properly, the coarsening and refinement processes must be Igopear to be good trade¥s.
versible: by refining amSP-cell and then coarsening it back to
its minimal precision, the same kd-cells must be obtained.  8.1. Compression

Computing the connectivity changes associated with ki-cel  Table 1 presents results from the out-of-core compression
splitting or merging are costly operations on which we hase f stage.p, was set at 7 bits so that the number of triangles in the
cused to ensure a fast rendering. First, &icient order re-  rootnSP-cell remains small enough to allow this coarse version
lation is needed over the kd-cells: rather than the geometriof the mesh to be loaded in main memory. For each model,
position, the kd-index order has been chosen, which costs e first indicate the number of triangles, the PLY file sizej an
single comparison and gives a natural order relation over ththe size of the raw binary coding, which is the most compact
top-simplices. In addition, it has been shown that each topyersion of the naive coding: i is the number of verticeg,
simplex stores the kd-tree level it was created in. This&&u  the number of triangles ammithe precision in bits for each ver-
also used to speed up edge collapse and vertex unification duex coordinate, this size in bits is given bpafor the geom-
ing coarsening: since it points out the top-simplices thasm etry +3tlog,v for the connectivity. Then the compression rate
be removed after merging 2 kd-cells, we only need to replacg given (as the ratio between the raw size and the FEC size)
the removed kd-cell with the remaining kd-cellin the renagn  with the total number ofiSP-cells. Compression times are also
incident top-simplices, then check whether any triangéea-  provided, the column headers referring to the sectionsdéat
erate into edges. scribe the corresponding steps of the algorithm. As expecte

In order to improve the visualization speed, we implementeghe computation of code sequences (see section 6.1) is thie mo
prefetching, which can be used either to preload the whae filexpensi\/e part. However, this step, which is directly prepo
into memory and thus avoid any subsequent hard drive accegignal to the number of vertices and triangles, benefits from
(if the file fits into main memory), or to prefetch upcoming our multithreaded implementation. Finally, the table dsthe
nSP-cells from disk by trying to predict the camera positionmemory usage (including temporary disk usage), attestiat t
at the next time step. However, this hardly improves the-overthe method is actually out-of-core. It is worth noting thiae t
all performance: for example, the computing time to obtain aspatial coherence of the input model is important and can ex-
view of a close-up on the St. Matthew face i8$without any  plain, for instance, why the step 6.1 is shorterlfacythan for
prefetching, whereas it isGs with full prefetching (whole file  the T8 model, where_ucy contains more triangles. However,
preloaded). This experiment shows that, with a cumulabgt ¢ we found that the scanned models we used showed in general a
of 0.2s over 58s(3.4%), the loading process is almost negligi- good spatial coherence.

9

Figure 8: Comparison of rate-distortion curves

Figure 9: Geometry before connectivity: normal renderile¢t) and rendering
with a precision advance of 2 bits for vertex positions (figh



Table 1: Compression results with= 16 bits per coordinates, = 4, Nmin = 8000 andp; = 7

Models Input file (sizes in MB) Compressed file Compression time (mm:ss) Mem (MB)
Triangles | Ply | Raw | Rate [ nSP-C. 5 [ 61 | 62 [ Total Ram [ HD
Bali (*) 5,435,004 - 33 2.78 | 10,753 01:43 00:32 00:06 02:22 | 173 | 121
Wallis (*) 6,763,447 - 41 3.02 | 13,505 02:08 00:40 00:07 02:55 | 174 | 147
Bunny 69,451 3 0.6 | 3.37 65 00:01 00:02 00:00 00:03 | 108 1
Armadillo 345,932 7 33| 3.95 1,217 00:02 00:03 00:01 00:06 | 121 6
Dragon 866,508 34 8.7 4.64 1,281 00:07 00:10 00:01 00:18 | 151 15
David 2mm 8,250,977 173 93 8.05| 25,601 | 0:00:50 | 0:00:54 | 0:00:09 | 0:01:53 | 290 | 136
UNC Powerplant| 12,388,092| 503 174 | 7.85| 38,209 | 0:04:26 | 0:01:52 | 0:00:09 | 0:06:27 | 291 | 290
EDF T5 14,371,932 388 166 | 7.36 | 27,521 | 0:01:28 | 0:01:50 | 0:00:16 | 0:03:34 | 290 | 254
EDF T8 22,359,212 693 263 | 6.82| 31,105| 0:02:47 | 0:03:07 | 0:00:26 | 0:06:20 | 289 | 404
Lucy 27,595,822 533 328 | 7.35| 114,113| 0:03:10 | 0:02:48 | 0:00:33 | 0:06:31 | 299 | 522
David 1mm 54,672,488| 1,182 671 | 8.81| 181,569 | 0:06:01 | 0:04:58 | 0:00:57 | 0:11:56 | 304 | 1035
[ St. Matthew | 372,422,615] 7,838 ] 4,686 | 11.57 [ 353,473 0:40:50 [ 0:33:13 | 0:06:26 | 1:20:29 [ 318 | 6510 |

(*) These models are unstructured point clouds {thanglescolumns gives the number of points)

Table 2: Comparison of compression ratios in bpv

[ Models | Vertices [ p [ [32]1 | [41 ] [ [ 28] [22] [ [23] [ CHuMI |
Bunny 35947 | 12 - - | 17.8 - - - 27.0
Horse 19851 | 12 | 19.3 - | 20.3 - - - 29.3
Dino 14050 | 12 | 19.8 - - | 31.8 - - 28.7
Igea 67173 | 12 | 17.2 - - | 25.0 - - 25.9
David 2mm 4128028 | 16 - | 14.0 - - | 306.2 - 22.3
UNC Powerplant| 10890300| 16 - | 141 - - - - 16.3
Lucy 13797912| 16 - 16.5 - - - - 25.9
David Imm 27 405599 | 16 - | 131 - - | 282.3 - 22.2
St. Matthew 166 933 776| 16 - | 10.7 - | 229 | 282.1 | 508.0 19.4

Table 2 shows the results of our algorithm in terms of bits 155 (145 FPS

per vertex compared to those of [32] (a reference in-coglsin 200 TPs 700
rate method), the original in-core multiresolution algjom [1], 180 600
the single-rate out-of-core method [4] and the single-cate 160

of-core random access method [28]. The first three are pur 140 500

compression methods, while the fourth provides a tratibe 120
tween compression and random accessibility, very useful fo 190
applications that need mesh traversal but not well-suited-t
sualization. The two non-compressive visualization mésho
[22] and [23] have been added for comparison purposes. tUnfor
tunately, we were not able to compare with [17] (to our knowl-
edge, the sole out-of-core and progressive compressian alg
rithm) since the authors only give connectivity rates. Canepl

to compression methods that do not allow interactive vigaal
tion (first three columns), an average extra cost ranging fro Figure 11: Triangles per second (TPS) and frames per se€?)(over the
15% to 80% is observed, mainly due to the redundancy inducet@ne during the accompanying St. Matthew video [33]

by space partitioning (5—7% of the original triangles are du

licated) and the fact that complex prediction is bypassed t . . . .
P ) P P yp transition from one view to the next one is progressive aed th

guarantee high frame rates during rendering. user’s moves are usually slow enough to allow smooth refine
To show that the method behaves well with point clouds y 9

(possibly unbalanced) and does not rely on the mesh Connements. This is why the best way to appreciate the algorithm'’s

tivity, two examples of unstructured models have been atlned _Beha_wor is to manipulate the viewer or watch the accompany-
) ; : ing videos [33]. All the results have been produced with a-max
our experimental pooBali andWallis.

imal screen space error tolerance of 1 pixel. To apprediege t
. - data’s decoding speed, Fig. 11 presents the number of keigng
8.2. -Decompressmn and Visualization _ rendered per second during tBe Matthewideo. Our decoder
Figure 10 presents a few examples dfetient LODs of the 4, render up to 200 million triangles per second (tps), aith
St. Matthewmodel with the times observed to obtain a given gyerage of about 173 million when it runs at full speed (betwe
view distance by refinement or coarsening of the previous ong_ 3gtot = 65sec in Fig. 11). For comparison purposes, [20]

(or from the beginning of the visualization for vie&)}. They  anders up to 3 Mtps, [22] an average of 70 Mtps, and [23] an
may seem high but it must be noted that during navigation, the
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Figure 10:St. Matthewrefinement times: 0.7 s to display (a), 1.2 s from (a) to (), <2rom (b) to (c), 1.7 s from (c) to (d); coarsening times: §fBom (d) to (c),
0.6 s from (c) to (b), 0.4 s from (b) to (a).

average of 45 Mtps. Of course, this comparison would not b&. Conclusion and Future Work

fair without taking into account each method’s year of publi ) )

cation and the progress in hardware performance. In additio ~ AS S€en in Sec. 8, the data structures and algorithms pre-
[22] and [23] update the model according to viewing distancesented in this article achieve good results compared totéte s
and direction, wherea@HuMI uses a distance criterion only. Of the art, at the same time as an out-of-core lossless campre
On the other hand, it must be remembered that none of thes#on method, and as an interactive visualization methodurfor
visualization methods achieves compression: for instg@eg  bitrary untextured meshes (in terms of type and size), tius o
and [23] enlarge the original raw files, respectively, by 18%d fering a valuable combination for numerous applicationswH
80% on average, as shown in Tab. 2. Fig. 12 shows the numb&¥er, we are currently improving several points, which stiou

of triangles which are created and deleted per second; zwpmij 'émove the method's main limitations. Our first perspective
in leads to the creation of up to 310,000 triangles per secon@Ms at reducing Iqtengy in the navigation stage. To achieve
while up to 565,000 triangles per second can be destroyed dupetter performance in this respect, at least three pathiseaxr-

ing zooming out. It must be added that the small polyhedraP!ored: cache-oblivious optimizations, more GPU-frignitita
holes that can be observed on the captures and especiatig on Structures such as patch-based LOD, and the intensive tlse of
videos are not artifacts of the viewer but come from the aagi  GPU via shader programming. Furthermore, we believe that it
meshes. Itis worth noting that the transitions betweettmed IS Still possible to improve the compression ratios by idtro-

k-+1 levels of precision of anSP-cell, easily perceptible on the iNg néw predictive schemes. Secondly, although theoitica
video, occur quite rarely (more precisely, when the zoom facthe method can address meshes in any dimension, some im-
tor on the SP-cell is doubled, since one additional bit ompoi Portant optimizations must be done to handle volume meshes
coordinates doubles the rendering accuracy). Conseguintl in good conditions. For instance, the edge collapse anéwert
most cases, if such a transition does not occur during a zoorihification operators have to béieiently extended to tetrahe-

this does not mean that the refinement process is stuck lut thdra. In addition, occlusion culling becomes a major issu@én
the threshold is not reached. volume case. FinallfgHuMI is based so far on a pure distance

criterion to set the precision of displayed triangles. Wekh
_ _ that it could be favorably extended to use a hierarchy of sur-
B Number of decoded triangles B Number of deleted triangles . .
600000 face patch normals and thus enable updates according to view
direction as well as distance.
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