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Abstract Thanks to their different senses, human observers
acquire multiple information coming from their environment.
Complex cross-modal interactions occur during this percep-
tual process. This article proposes a framework to analyze
and model these interactions through a rigorous and sys-
tematic data-driven process. This requires considering the
general relationships between the physical events or factors
involved in the process, not only in quantitative terms, but
also in term of the influence of one factor on another. We use
tools from information theory and probabilistic reasoning to
derive relationships between the random variables of interest,
where the central notion is that of conditional independence.
Using mutual information analysis to guide the model elic-
itation process, a probabilistic causal model encoded as a
Bayesian network is obtained. We exemplify the method by
using data collected in an audio-visual localization task for
human subjects, and we show that it yields a well-motivated
model with good predictive ability. The model elicitation
process offers new prospects for the investigation of the cog-
nitive mechanisms of multisensory perception.
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1 Introduction

Human beings experience their environment through their
different senses. The convergence of this multisensory (MS)
information enables them to cope with a complex world. This
is only true, however, because of an efficient brain process-
ing which turns these multiple and sometimes contradictory
cues into a coherent percept (Knill and Richards 1996). Thus,
at the neural level, MS enhancement is observed (see e.g., the
model of Anastasio and Patton 2003). At the behavioral level,
a percept impacted by the different MS stimuli arises if spe-
cific conditions, yielding cross-modal interactions, are met:
the information are integrated. A well-known example of inte-
gration s the ventriloquism effect, where the perceived source
of an auditory signal is shifted toward an unrelated visual
source (e.g., apuppetmoving mouth). The factors determining
the cross-modal bias strength have been widely studied (see
for example Welch and Warren 1980; Spence 2007; Lewald
and Guski 2003; Andersen et al. 2004; Heron et al. 2004). The
spatio-temporal proximity of the MS stimuli together with
their relative perceptual reliability (determined by both the
stimulus reliability and the modality appropriateness; Welch
and Warren 1980; Andersen et al. 2004) are predominant.
Thus, integration can be understood as a statistically opti-
mal mechanism where the brain takes advantage of the
assumed redundancy in the MS information to increase the
sensory estimate reliability (Ernst 2006). Different models
supporting this view have been proposed, where the final
percept is shown to follow a Maximum Likelihood Estima-
tion (MLE) principle. This principle reduces—because of
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normality and conditional independence assumptions—to a
linear combination of the multiple available cues weighted
according to their inversed variance (Ernst and Banks 2002;
Battagliaetal. 2003; Alais and Burr 2004; Deneve and Pouget
2004; Andersen et al. 2005). The MLE models correctly pre-
dict how a stimulus stemming from one modality impacts
the perception of another modality stimulus in the integra-
tive case. However, they are only partial model of MS percep-
tion. Indeed, they fail to explain situations in which signals
are not integrated. In these segregative situations, the impact
of one stimulus on the perception of the other is null or very
weak. Recently, some non-linear models accounting for both
the integration and segregation have been proposed (Ernst and
Biilthoff 2004; Shams et al. 2005; Roach et al. 2006; Kord-
ing et al. 2007; Sato and Toyoizumi 2007; Wozny et al. 2008).
These models rely on a Bayesian probabilistic framework, but
introduce either a non-uniform prior on the joint distribution
of the two perceived stimuli, or a binary random variable (rv)
weighting models for either a single or two perceived sources
(Sato and Toyoizumi 2007; Kording et al. 2007). Generally
speaking, these approaches build a model of the process lead-
ing to the final percept (referred to as decision process in the
following)using atop-down scheme. A structure modeling the
relationships between events such as the emission and percep-
tion of a stimulus is a priori hypothesized, based on expertise
knowledge. Its validity is then tested on data collected through
adedicated experiment.

The singularity of our approach is to put the analysis of
the structure of the decision process at the core, in a data-
driven scheme. No a priori hypotheses are made about the
structure of the model (i.e., about the variable relationships).
The latter emerges from the data, as they are systematically
analyzed through an information theoretical framework we
propose. This framework takes place in the general theo-
retical framework of graphical models (see e.g., Lauritzen
1996) (though not tied to it) which affords a very expressive
language for interpreting the phenomena under study. In a
graphical model, the physical events are modeled throughrvs,
represented by nodes in the graph. The edges between nodes
represent association. A model is completely defined once the
graph structure—made of the nodes and edges—has been elic-
ited and the probabilistic relationship it describes has been
learned from some collected data. The present work precisely
addresses the problem of determining the graph structure, i.e.,
the qualitative relationships between events such as the stim-
ulus emission and perception, as a first objective. Our second
objective is to propose a model of MS perception in its more
general manifestation, i.e., accounting for both the integra-
tion and segregation effects, using this theoretical framework.
Thus, we aim at going beyond the modeling task and to show
how the systematic elaboration of the model, together with
the use of this information theoretical framework we propose,
afford for drawing robust conclusions about MS perception.

@ Springer

Wozny et al. (2008) recently modeled MS perception
using graphical networks as well. However, the question of
learning the model structure, which is the main point of our
article, was not addressed. In particular, they were asking the
subjects to report three judgments per trial but did not investi-
gate the potential dependence between these three judgments.
Hospedales and Vijayakumar (2008) present also a very inter-
esting work where they tackle the problem of structure infer-
ence for MS perception in a temporal context. However, the
framework they present is mainly designed to solve multi-tar-
get data association problems (speaker tracking). Instead, we
intend to investigate MS perception and to draw robust con-
clusions about this phenomenon. The systematic and mathe-
matical analysis of the MS perception task we propose allows
putting in evidence the qualitative and quantitative relation-
ships that exist between observable events and that underly
the hidden perceptual stage. The appealing properties of the
approach appear as we end up with robust evidences that
subjects are actually reporting a combined MS percept and
undergoing either integration or segregation effects. These
effects arise despite our experimental framework is uncon-
strained. Indeed, we wanted to avoid any a priori hypothe-
sis about the cognitive process behind MS perception but to
investigate the phenomenon in its broader form (including
both the integrative and segregative situations). Therefore,
the subjects are asked for a single unisensory answer per
trial, reported using a continuous value range.

This article starts with a presentation of some theoreti-
cal concepts attached to Bayesian networks (BNs), a family
subset of graphical models. In this same section (Sect. 2), the
information theoretical framework we propose to both build
the model and get new insights about the data is presented.
The first stage of the proposed approach consists in collect-
ing data specific to the problem at hand. The experimental
protocol we set up for audiovisual perception is described
in Sect. 3, together with its results. The data are then inves-
tigated using the proposed theoretical framework and the
graph structure of a consistent BN model is learned. This
structure states the dependencies between rvs modeling the
events (such as the emitted and perceived stimulus locations).
This stage is presented in Sect. 4. Once the BN topology
is known, the corresponding probabilistic relationships are
learned and the complete model is used to perform inference
(Sect. 5). Finally, the approach is discussed and perspectives
are drawn in Sect. 6.

2 Theoretical approach

2.1 Bayesian network models in a nutshell

Multisensory perception can be understood as a particular
example of causality induction, where the observer has to
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take a.de01s1(.)n al?out the cause (source) of the observatl.ons [(X;Y) = z Z p(x, y)log (1)

(perceived stimuli). A complete model should then consider px)p(y)

how people learn the underlying structure of the causal deci-
sion process.

We propose an information theoretical approach, which
takes place in the general framework provided by Bayesian
networks, to build the model structure and to investigate MS
perception through an unconstrained experimental setup (in
order to observe MS perception in its more general form).

Bayesian networks (Pearl 1988) are directed acyclic
graphs representing joint probability density functions (pdfs)
over a set of rvs V, which are related to the domain under
study (domain variables). Nodes in the graph generally have
a one-to-one correspondence to domain variables, and the
graph edges encode conditional dependence between these
variables. Local pdfs are attached to each variable in the net-
work. They quantify the strength of the relationships depicted
in the BN through its topology.

Building a BN can be done by a three-step procedure.
The first step consists in eliciting the domain variables, i.e.,
in identifying the events involved in the process of interest
and representing them by suitable rvs. In the second step,
the topology of the BN is determined by analyzing the con-
ditional independences between the rvs. This stage is at the
core of the modeling process presented in this article. The
mathematical analysis of the data, which aims at establish-
ing the statistical relationships between the rvs, can bring
out important data properties. In the present case, the causal
structure of the decision process attached to MS perception
will be established, asserting that the subjects’ answer pat-
terns are typical of either integration or segregation effects.
Assuming the BN structure is fixed, the third step consists
in determining its associated joint pdf. This can be done in
a training phase where pdfs are learned for each node. They
can then be used to perform inference, i.e., to compute the
effects of observing certain variables on other nodes (Murphy
2002). These points will be detailed in Sect. 5. For now, let us
introduce the information theoretical framework we propose
to perform a mathematical analysis of the data and to cope
with the BN structure learning stage.

2.2 From correlation to mutual information

In this modeling task, we focus on bringing to the fore the
structure of the statistical relationships between the vari-
ables involved in the decision process, using a data-driven
approach. The commonly used Pearson correlation coeffi-
cient would be ineffective since it only finds out linear depen-
dence between variables. Instead, we advocate the use of
mutual information (MI), as it is a measure of general depen-
dence. The mutual information, /(X;Y) appraises the amount
of information shared by two random variables X and Y:

xeQy yeQy

p(x), respectively p(y), denotes the probability associated
to the outcome x, respectively y, taken from the rv sample
space Qx, respectively Qy. By definition, /(X;Y) = 0 if
and only if X is independent from ¥ (X L Y). For eas-
ier interpretation and comparisons, a normalized version of
I1(X;Y) that ranges from 0 (X 1L Y)to 1 (X X Y, where
A denotes that X is non-independent from Y, in the limit of
Y = X) is desirable. Strehl and Ghosh (2002) suggested to
normalize the MI by the geometric mean:

I(X;Y)
VHXHY)'

where H (X) and H (Y) are Shannon’s marginal entropies of
X and Y, i.e., the average amount of uncertainty about X and
Y. More details about mutual information and entropy can be
found in (Cover and Thomas 1991; MacKay 2003). Once the
pdfs associated to X and Y are known, MI can be straightly
estimated from Eq. 1. We thereafter use non-parametric
estimation methods like histogramming to estimate these
pdfs. Therefore, some approximations are introduced and
the MI between two independent rvs might not be strictly
equal to zero. Thus, we will deem X and Y independent if
I(X;Y) < €, with ¢ € R, and close to zero (Richiardi
2007). This adjustable definition of independence is used in
practical learning cases, for example the level of significance
of a z-test can be adjusted (Druzdzel and Glymour 1995). In
order to get the value to be set up for €, we propose to build
two independent rvs by generating random uniform pdfs on
the histogram ranges for X and Y. The distance between the
MI values of the true rvs and those obtained with these arti-
ficially generated independent variables will tell us whether
the rvs X and Y can be reasonably considered to be indepen-
dent or not.

NI(X;Y) = (2)

2.3 Accounting for conditional relationships

Finding a dependence between two rvs is not enough to
conclude about a cause—effect relationship. Some further
analysis is required before stating causality between the vari-
ables, including a coherence with a possible temporal order
(an effect cannot occur before the cause). Also, a third rv
(a cause in this case) can explain the dependence observed
between two rvs, or can make two independent rvs to become
dependent. We will examine this possibility using conditional
mutual information (CMI). The CMI assesses the indepen-
dence relationships between the random variables X and Y
given Z. It is defined as:

I(X;Y|Z) = H(X|Z)+ H(Y|Z) — H(X, Y|Z), 3)
=1(X;Y)=1(X;Y:2Z). 4
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H(X|Z), H(Y|Z), and H(X, Y|Z) denote the conditional
entropies, i.e., the remaining uncertainty about X, Y, and
X UY once Z has been observed. It must be noticed that
the three term mutual information showing up in Eq. 4,
1(X;Y; Z), can be negative. Generally speaking, small val-
ues of / (X; Y|Z) indicate that the knowledge of Z decreases
the dependence between X and Y. At the limit, / (X; Y|Z) =
Oindicates that X I Y|Z.Putin practice, CMI are compared
to € thresholds determined as for MI. We propose to normal-
ize the CMI by the geometric mean to enable easier compar-
ison. For three random variables X, Y, Z, such that X # Z
and Y # Z, this normalized conditional mutual information
is defined as (Richiardi 2007)":

I(X;Y|2)
VHXIZ2)HY1Z)

NI(X;Y|Z) ranges from 0 (X L Y|Z)to 1 (X X Y|Z in
the limit of X = Y).

Establishing the independence and conditional indepen-
dence relationships between the domain variables yields a
dependency model. In turn, a faithful directed acyclic graph,
which satisfies the independence assertions in the depen-
dency model, and only those (Verma and Pearl 1992), may
be created, but it is not always feasible. To this end, it is
more informative to compare CMI with regard to the ML
Indeed, a CMI below the € threshold may correspond to dif-
ferent independence relationships between the three involved
rvs. In order to facilitate the interpretation of the results, we
introduce the normalized difference AIxyz between the nor-
malized MI and CMI of rvs X, Y, Z, as follows:

NI(X;Y|Z) = ©)

Alxyz = [NI(X;Y) = NI(X; Y|Z)]/NI(X;Y). (6)

2.4 Causal Bayesian networks

The dependency model can only identify network topologies
up to Markov equivalence, the class of Markov-equivalent
BNs being uniquely represented by a chain graph called
an essential graph (Andersson et al. 1997). The number of
candidate networks can be further reduced provided some
of them form Markov chains. Indeed, the data processing
inequality tells us that 1 (X;Y) > I(X; Z) if the three rvs
X, Y, Z forma Markov chainin thatorder X — Y — Z (that
is the conditional distribution of Z depends only on Y and is
conditionally independent of X) (Cover and Thomas 1991).
If the conditions for applying this theorem are not met, or
if more than one candidate network topology remains after-
ward, we will resort to causal Bayesian networks. In this way,
graphs that are not consistent with a causal interpretation can
be removed from the candidate set.

1 The restriction on X and Y avoid dividing by zero.
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If observational data are available, it is possible to recover
a causal graph if the faithfulness condition holds, sufficient
data are available, and a certain minimum number of vari-
ables is present (Verma and Pearl 1992; Spirtes et al. 2001;
Neapolitan 2004), but some counter that domain knowledge
is needed (Robins and Wasserman 1999). In the remainder
of this section we will follow the approach of Spirtes et al.
(2001) and Neapolitan (2004), and effect a semantic change
of the meaning of an edge between rvs. By putting an edge
from rv X to rv Y only if X is a direct cause of Y with
respect to the domain variables, the resulting directed acy-
clic graph becomes a causal directed acyclic graph or causal
network (Neapolitan 2004).

Since domain knowledge is available in the present work,
graphs that satisfy the dependency model but are not plausible
causally because of the experimental protocol can be ruled
out. An important caveat to mention is that we assume the
domain variables are all properly identified, and no hidden
variable exists which is the common cause of two domain
variables. In this case, the domain variables are said to be
causally sufficient (Neapolitan 2004). Domain knowledge
is not always available or sufficient to resolve remaining
ambiguities. In this case, or if we cannot preclude the exis-
tence of unobserved variables outside the set of the elic-
ited domain variables, we must relax the causal faithfulness
assumption. One way to do this is to assume embedded faith-
fulness (Neapolitan 2004). We assume the set of domain vari-
ables YV C W, where W can contain unobserved variables.
By using the embedded faithfulness assumption, it is often
possible to recover graphs that are faithful to a probability
distribution over a dataset where some data are unobserved.

2.5 Learning model parameters

The BN topology is learned by the procedure outlined above
which, as such, forms the core framework of this work.
The validity of the elicited causal structure must then be
appraised, by learning the parameters of the associated con-
ditional probability distributions and by testing the ability of
the resulting model to perform inference.

The first step of the process is to choose a parametric
form for the distribution. For discrete data, multinomial dis-
tributions are often used. Then, if the graph structure is
known and the data are fully observed, a maximum like-
lihood approach is used to find the pdf parameters 6; ;i
(Murphy 2002), where 6, is the probability of observing
the value k at node X; given its parents Pa have value j
Bijk =P (X;=k|Pa(X;) = j)). A K-fold cross-validation
scheme is followed to learn the parameters and to perform
inference (Theodoridis and Koutroumbas 2006). This way,
no overlaps exist with the training set and over-fitting is
avoided.
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The proposed information theoretical framework will be
used for robustly investigating the particular case of MS per-
ception. First, data specific to the problem at hand have to be
collected. The experiment we set up for this purpose is now
described.

3 Data collection and analysis
3.1 Experimental protocol

The primary purpose of the experiment was to collect the
data allowing for a robust mathematical analysis and model-
ing of audiovisual perception. The precise effect we wanted
to explore was the impact a visual stimulus might have on
the perception of a temporally coincident but possibly spa-
tially discrepant acoustic stimulus, and vice versa. Since our
objective was to investigate MS perception in its more gen-
eral conditions, we designed an experimental framework as
unconstrained as possible, i.e., where the subjects would not
be compelled to use a predefine cognitive strategy to cope
with the MS stimuli.

A group of ten subjects (seven men, three women) were
exposed to audiovisual stimuli (buzzer beeps and diode
flashes) following the protocol described hereafter. All the
subjects had normal or corrected-to-normal vision and no
auditory deficits. The subjects were seated in complete dark-
ness, the eyes at the center of a curved screen with a radius of
curvature of 57 cm. On this screen, nine equally distant red
LEDs were aligned in the azimuthal eye plane, ranging from
—20° to +20° by 5° steps. A buzzer was located just above
this diode trail. The experimenter, located behind the subject,
could move the buzzer circularly from —20° to +20° using
a rotating device whose rotation axis was vertically centered
on the subject eyes (see Fig. 1 for a schematic representation
of this apparatus). The subject could not see the buzzer, being
in complete darkness. No prior inspection of the visual nor
the auditory setup was made available to the subjects.

The experiment was conducted in two phases, the acous-
tic and visual perception parts, in a switching order for the
two subject halves. In the acoustic perception task, a 35-ms
long acoustic stimulus (primary or main stimulus) was emit-
ted at each trial, coming sometimes together with a visual
stimulus (secondary stimulus), sometimes alone. The sub-
ject was asked to report which direction she heard the sound
from. In the visual perception task, the primary and second-
ary stimuli were the visual and acoustic ones, respectively.
The subject was asked to report where she had seen the flash.
The main stimulus occurred randomly at £10°, +5°, or 0°,
and the possible secondary stimulus at 0°, +5°, or 10° from
the main stimulus position. These spatial mismatches were
chosen based on the experiments of Kording et al. (2007),
where both the integration and segregation effects had been

Rotation axis

Moning buzzes
device

Operator Perturbing stimulus

Main Stimulus
SUBJECT i -~
P Fixation point axis |
) o' Buzzer SUBJECT
Diode —* —,

*— Pointing device

.
.
] i -
\
— Painting device ’

.

(a) (b)

Fig. 1 Schematic views of the experimental design. a Side view, b Top
view

Main stimulus positions

o 0 00
20° -15° -10° -5°  0° 5°  10° 15°  20°

Secondary stimulus positions: 5 possible positions per main input

Fig. 2 Schematic representation of the stimulus positions with an
example of possible bimodal stimuli

observed. In each task, 450 stimuli were presented to the
subjects (15 occurrences of each possible combinations).

In order to report the perceived location of the main stim-
ulus, the subject used a 43.5-cm long rotating pointer con-
nected to a calibrated potentiometer. The pointer rotation axis
was placed in front of the subject’s mouth (so as to be very
close to her eyes and ears). The subject held the tip end and
moved it from a neutral position located at 40°—the right stop
position of the pointer—to the chosen position. She remained
about 1 s in this position before coming back to the neutral
position. The derivative of the report curve gave the subject’s
answer (last zero value before the second maximum of the
derivative absolute value, i.e., before the subject’s return to
the neutral position). Schematic views of the experimental
apparatus are displayed on Fig. 1, whereas Fig. 2 shows a
possible bimodal input configuration.

The precise instructions given to the subjects were to local-
ize the sound in the acoustic perception task, and the light
in the visual perception task. They were informed that the
acoustic stimulus might come with a visual stimulus in the
acoustic perception task, and vice-versa in the visual per-
ception task. Thus, the instructions clearly asked them to
focus on the primary modality, but let them free to do what-
ever they wanted as far as the secondary modality was con-
cerned. These instructions, together with the possibility of
using continuous values to report their judgment, were given
to ensure the so-called unconstrained feature of our exper-
imental framework. Indeed, the subjects were not driven to
use a pre-defined cognitive strategy to deal with the MS stim-
uli. Therefore, the insurance that subjects are undergoing MS
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experiences is not provided by our experimental framework
itself, but by the mathematical analysis we are performing
later on (see Sect. 4).

3.2 Statistical statements

We are following a statistical approach to audiovisual per-
ception modeling. Thus, it is necessary to cast the problem
in a statistical framework. The acoustic and visual inputs of
the system are modeled by two rvs A; and V;. 7 € Nis an
indexing parameter that ranges from 1 to 7', T being the num-
ber of trials (for any subject, T = 450 for each perception
task). A; and V7 are the spatial positions of the stimuli, drawn
from discrete uniform distributions defined on the finite sets
{0, £5, £10} or {0, £5, £10, £15, +20, g}, depending on
whether they stand for the primary or the secondary stimu-
lus. g is a theoretical value which has to be assigned to the
secondary stimulus in the unimodal case. In order to be true to
life, we set up g to 180° in the visual perception task (behind
the subject, thus not visible), and to —90° in the acoustic
perception task.

The acoustic and visual outputs of the system (the values
pointed by the subject) are modeled by two rvs A; and Vy,
where a given value of either Af or \7, models an answer
to the current acoustic or visual trial input. These are spa-
tial values defined on the finite range [—40, 40] (these limits
corresponding to the physical limitations of the experimental
device). Notice that in the context of a causality analysis, the
chronological distinction between the inputs and the outputs
of the system is a crucial point to be taken into account. For
the sake of the explanation, we drop off the indexing term in
the notation from now on.

Since the pointer is taken back by the subject at a “neutral”
position between two trials, we can assume the process to be
stationary (the input or the output values of the system at a
trial T can be assumed to be independent from the system
state at the trial T — 1). Finally, the problem domain is mod-
eled by the set x = {A,V, A, \7}, where each value taken
on by one of the rvs in x corresponds to a spatial position in
degrees, atatrialt,t =1,...,T.

A datainstantiation vector d is a vector in which all the vari-
ablesin x have been assigned a value (Kontkanen etal. 1998).
D = (dy,...,dr)isasetof T independently identically dis-
tributed (i.i.d.) data instantiations where each d, is assumed to
be sampled from the joint distribution P(A, V, A, \7) of the
variables in x. If we consider the system to be subject-inde-
pendent, i.e., the system outputs to be drawn from a same joint
distribution P(A, V, A, \7) whatever the subject {s;};=1 s,
then a random sample is defined as D = (dy, ...,dy), N =
T x Si..d.datainstantiation vectors. For the system’s subject-
independence assumption to hold, the inter-subject variability
must be smoothed. A normalization step is performed where
the subject’s mean answers to unimodal inputs are removed.
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Thus, the subject’s answers to unimodal inputs are viewed as
areference to which the multisensory experiment results are
to be compared.

3.3 Distribution estimations

The data cannot be safely considered as normally distributed
(Shapiro—Wilk two-sided test, significance level set to 0.05),
advocating a non-parametric approach to the problem of esti-
mating the pdfs. A straightforward and widespread non-para-
metric method is histogram estimation”. The bin width to
estimate the pdfs of A and V, the input signals, is set to five
and one bin is centered on each possible value of the ground
truth (so that there are five bins in total for the primary stimuli,
and ten bins for the secondary ones). This way, the ground
truth pdfs are uniform. Moreover, the possible inaccuracy
pertaining to the experimental design is taken into account.
The output data range are covered by 15 bins. Thirteen bins of
width 5 are centered on {0, 5, £10, .., £30} and two larger
bins are covering the bounding ranges [—40, —32.5] and
[32.5, +40], where the data are very sparse (thus a trade-off
is maintained between pdf estimate accuracy and overfitting).

3.4 Results analysis

After these preliminary developments, let us focus now on
the data results per se. The mean and standard deviations of
the system outputs (values pointed by the subjects) are shown
in Fig. 3.

Visual dominance for spatial localization tasks is well
known (Warren 1979). The results indeed show that the sub-
jects’ answers are less variable (i.e., more precise) when
localizing visual stimuli than acoustic ones. Mean values of
standard deviations are equal to7.5° in the acoustic case, and
to 2.8° only in the visual one. The pointed value means are
equal to zero in the unimodal case due to the normalization
(see Sect. 3.2). The variability difference is also found when
bimodal coinciding and non-coinciding stimuli are emitted.
For the acoustic perception task, the answer standard devia-
tions are equal to 5.8° and 9.5° for coincident and non-coin-
cident inputs respectively, whereas they are equal to 3.2° and
3.0°, respectively, in the visual perception task. In the case
of bimodal coincident inputs, comparable mean answer val-
ues are observed in the acoustic and visual perception tasks
(—0.8° and —0.4°, respectively). In the case of non-coinci-
dent inputs, the subjects’ answer accuracy decreases much

2 Histogram-based estimation is equivalent to multinomial distribution
parameter estimation as long as the pdf estimated by histogramming
is the true but unknown distribution generating the sample (He and
Meeden 1997; Scott and Sain 2005).

3 Standard deviations and pointed value means are computed for the
subjects’ answers to each of the five primary stimuli positions before
being averaged.
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more in the acoustic than in the visual perception task (mean
values equal to —1.1° and —0.2°, respectively).

Inthe visual perceptiontask, subjects segregate the acoustic
and visual information instead of fusing it (i.e., no cross-
modal bias is observed). Indeed, in the bimodal case, what-
ever the position of the irrelevant acoustic stimulus, it has no
real impact on the subjects’ localization of the primary visual
stimulus.

In the acoustic perception task (see Fig. 3a), subjects’
answers clearly undergo the effect of the visual stimuli.
Indeed, the mean answer values follow the position of the
irrelevant visual stimuli, though the subject is supposed to
point toward the perceived acoustic stimulus location. Since
the visual spatial localization is more precise than the acous-
tic one, the capture of audition by vision leads to a smaller dis-
persion and a better accuracy in bimodal coincident stimuli
localization. The subjects then integrate the bimodal infor-
mation in the acoustic perception case. It should be noticed,
however, that, despite its decrease with visual coincident
stimuli, the answer variance is still larger than in the visual
perception task. This suggests that subjects are not simply
ignoring the instructions and localizing directly the visual
stimuli, as could be suspected due to our unconstrained
experimental framework. A further mathematical analysis
performed in Sect. 4 will robustly argue about this specific
point.

This experiment has achieved its goal since we could
observe and collect representative data about possible ways
humans handle MS information. Strong cross-modal biases
corresponding to integration and segregation effects are
observed. These phenomena occur in either the acoustic or
visual perception tasks, though we expected them to be pres-
ent in both of them. Indeed, we used spatial mismatches
similar to Kording et al. (2007). However, our experimental
protocolisdeliberately less constrained (unisensory judgment
per trial, using a continuum of values) which certainly explain
the weaker coupling found in the visual task, compared to
Kording et al. (2007). Nevertheless, it will be interesting to
apply our information theoretical framework to these data.
We will thus be able to investigate the causal relationships
associated to different strengths of cross-modal biases to
MS perception, which was our primary goal. In particular,
the acoustic perception task will challenge the model since
unimodal or bimodal inputs yield different subjects’ answer
patterns.

4 Causal models of audiovisual perception

4.1 Mutual information analysis of the data

The analysis of the subjects’ answers performed in Sect. 3.4
revealed different cross-modal bias patterns for the acoustic

and visual perception tasks. These data will now be inves-
tigated through the mathematical framework presented in
Sect. 2, in order to elicit the causal BN model structures
associated to these cross-modal effects.

For an easier understanding, the following notation is
used: the MI are labeled witha “a” ora “v” exponent depend-
ing whether they refer to the acoustic or the visual perception
tasks. They also come with a subscript “u”, “c”, “nc”, or “a”
meaning that the data correspond to the unimodal, coincident,
or non-coincident cases, or all three.

A fine analysis of the input signal normalized MI values is
very interesting to start with. It nicely illustrates how MI gives
cues about the dependence between two rvs. For unimodal
signals (subject exposed to an acoustic or lone visual stimu-
lus), the input rvs are obviously independent and we find logi-
cally NI¢ (A, V) = NIJ(V, A) = 0. Inthe coincident cases,
NI{(A, V) =NIJ(A, V) =1, thatis, A and V are totally
dependent. Indeed, A and V follow there the same uniform
distribution since A = V. In the non-coincident case, we
observe that NI (A, V) = NI.(V, A) = 0.39. Actually,
there exists in this case a certain dependence between the
two input stimuli: having fixed the main stimulus position,
the secondary stimulus is restricted to a given set of values
(£10° or £5° away from the primary stimulus).

Let us now consider the cases involving the system out-
puts, i.e., the subjects’ answers. The MI values indicate the
tested rvs to be relatively dependent (values are all above
their related e thresholds, which are equal to 0.02 at most
and estimated using independent rvs artificially generated as
proposed in Sect. 2).

In the visual perception case, the high values of the MI
values, especially in the unimodal case (N 1}/ (\7; V) is about
three times higher than NI (A; A)), bear out the appropri-
ateness of the sight sense in spatial localization tasks. This
is a robust confirmation of what had been observed from the
data variances in Sect. 3.4. Indeed, the normalized MI metric,
restrained to the finite [¢, 1] range, allows for more effective
interpretations and comparisons than the unbounded vari-
ance values. For the three unimodal, coinciding, and non-
coinciding cases, the values of N/ U(V: V) are very close
(between 0.51 and 0.59), stressing the limited impact of the
secondary acoustic stimuli on the subjects’ answers. Actu-
ally, the latter are only weakly dependent upon the acoustic
stimuli, NII';C(IA/; A) and NI;(\A/; A) being quite lower (0.21
and 0.15) than the MI between V and V (above 0.5).

In the acoustic perception case, the MI values are notice-
ably low, reflecting the inappropriateness of the hearing
sense for spatially localizing targets. Visual stimuli spa-
tially coincident with the acoustic stimuli lead to a 1.5 times
higher MI between A and A than the value observed in the
unimodal case* (0.34 for NI (/i; A) instead of 0.21 for

4 Notice that, of course, Nlé‘(fi; A) = ng(/i; V)
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Fig. 3 Means and standard
deviations of the values pointed

by the subjects when localizing
the acoustic stimuli (a) and the
visual stimuli (b) in the
unimodal, coinciding and
non-coinciding cases. Values are
grouped by six, a group standing
for the unimodal plus the five
bimodal inputs at a main
stimulus position (X-axis). The
values of the possible secondary
stimuli mentioned in the legend
have to be read as distances from
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N IS(A; A)). On the contrary, non-coincident visual stim-
uli reduce this MI (N I,?C(A; A) = 0.14). Meanwhile, the
normalized MI between A and V is notably greater than
NIZ(A; A) (NIZ(A; V) = 0.29). That is, the subjects’
answer exhibit a stronger dependence with the secondary
input than with the primary one in the non-coincident case
(vision captures sound). The subject’s answers A always
show stronger dependence with the visual inputs V than with
the acoustic stimuli A. However, it is essential to notice that,
in all the cases, this dependence is weaker than between the
subjects’ answers in the visual perception task, V, and the
visual inputs V. This attests that, if the subjects are attracted
by the visual stimuli, they do not localize it. Instead, they do
report a combined percept, bearing out that they are under-
going MS experiences.

These results mathematically establish that secondary
visual inputs impact the subjects’ perception of the primary
acoustic stimulus locations. That is, it ascertains that sub-
jects integrate the MS information in their final percept, in
the acoustic perception task. The MI analysis performed in
the visual perception task establishes that subjects are expe-
riencing MS perception in this task too, though the secondary
acoustic stimuli weakly impact their judgment. Indeed, the
simultaneous occurrence of a sound with a primary visual
input decreases the dependence between this visual input
and the output V,(NI'(V, V) = 0.59, NI'.(V, V) = 0.54,
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NIC“(‘A/, V) = 0.51). It shows that, like in the acoustic per-
ception case, the subjects do not report the same percept in
the unimodal and in the bimodal cases.

Since dependences exist between the subjects’ answers
A and both the inputs A and V (NI%(A, A) and NI9(A, V)
always greater than €), we cannot decide at this stage whether
the capture of the sound by vision is total or not. Similarly,
the subjects’ answers V and the secondary acoustic inputs
A cannot be deemed independent as the MI values are all
above the € thresholds (and close to the values found in the
acoustic perception task). A further CMI analysis is required
to find out potential third variable effect (see Sect. 2.3) and
to be able to robustly qualify these cross-modal interactions
as either total integration or segregation phenomena. From
a modeling point of view, this means that no edge can be
removed between A, V, and A or V at this stage of the mod-
eling process.

4.2 Conditional mutual information analysis of the data

The CMI asks the question of whether the knowledge of a third
random variable Z makes two variables X and Y more or less
dependent (see Sect. 2.3). This CMI analysis should allevi-
ate the uncertainties pointed out in Sect. 4.1, i.e., gives means
for determining whether the stressed cross-modal interactions
stand for total integration or segregation effects in some cases.
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Table 1 Normalized differences between MI and CMI, as defined by
Eq. 6

Stimuli Acoustic perception Visual perception

Al v (%) Alyy (%)
Unimodal 0 0
Coinciding - -
Non-coinciding 79 13
All 56 11

Alzy 5 (%) Ly oy (%)

Unimodal - _
Coinciding - -
Non-coinciding 17 95
All 29 93

AT,y 4 (%) Al 4 (%)
Unimodal - -
Coinciding 0 0
Non-coinciding 10 26
All 38 52

Missing results correspond to undefined normalized version of either
MI or CMI

The normalized CMI are estimated using Eq. 5 and the €
thresholds are estimated as proposed in Sect. 2 (range of order
of 0.05) . Some values are not defined since a condition for
Eq. 5 to hold is that the variables of interest, X and Y, are not
equal to the conditioning variable Z.

As stated in Sect. 2, it is more informative to compare the
CMI with regard to the MI. In order to facilitate the interpreta-
tion of the results, we use the normalized difference defined in
Eq. 6. The results are presented in Table 1. Broadly speaking,
conditioning by a third rv decreases the dependence between
the two former rvs whatever the considered perception task
(acoustic or visual) and kind of inputs. In two cases only the
dependence relationship remains unchanged: for coinciding
stimuli, when focusing on the input rvs A and V, and for uni-
modal inputs when the rvs modeling the primary stimulus and
the subject’sanswer are analyzed with or without conditioning
on the secondary stimulus (A€ ., A°® . A% and A%

. VAV’ T AAV, VVA
equal to 0%). Besides these two cases, conditioning reduces
the dependence, with a decrease varying from case to case.

In the acoustic perception task, conditioning on the
perturbing stimulus V makes the dependence between the
primary stimulus A and the subject’s answer A to drop off
drastically in the non-coincident and in the “all stimuli”
cases. For the latter, it decreases by half (56%), from 0.16 for
NI (A; A) 10 0.07 for NI{ (A; A|V). In the non-coinciding
case, the decrease is of more than half the MI amount (79%),
and leads to a CMI below the dependence threshold indi-
cated by the theoretical values (N I} (A; AlV) =0.03 < ¢,
whereas NI, (A A) =0.14 > ¢).

In the visual perception case, the MI analysis revealed a
weak yet non null (above the associated e threshold) depen-
dence between the subjects’ judgments V and the secondary
acoustic stimuli A. The CMI values point out that this depen-
dence between V and A can be totally explained by V, the
primary visual stimuli. At least, the potential information
shared by A and V and unaccounted for by V cannot be
distinguished from noise: NI”(V; AlV) < e.

Therefore, the CMI analysis round out the MI analysis car-
ried outin Sect. 4.1. This analysis mathematically established
that subjects were not localizing directly the visual stimuli but
an audiovisual percept in both the acoustic and visual percep-
tion tasks (since N 1¢ (A; V) < NI&’(\A/; V) and NI”(V; V)
being weaker for bimodal than for unimodal inputs). Now, the
CMI analysis ascertains that the information are either par-
tially or totally (when inputs are non-coincident) integrated
in the acoustic perception task. It also bears out the segrega-
tion of the visual information from the acoustic one in the
visual perception task.

4.3 Bayesian network structure learning

A global audiovisual perception model cannot be straightfor-
wardly obtained from the current data. This would require a
study of the A and V relationships but the co-occurrence
of Aand V at a single trial never happens since the sub-
jects’answers are unisensory. Thus, it cannot be investigated
with this experimental framework.

In order to uniquely orient the edges and obtain a causal
model, we have to analyze both the conditional and causal
dependence relationships between the variables. Thus, not
all the edges remain after the CMI analysis contrary to the
MI analysis: in Sect. 4.2, it has been shown that the depen-
dence between A and V given V is below the noise level.
Thus, accounting for a direct relationship between these two
rvs would amount to overfit the data. The direct A — V link
must be removed. The independence statements entailed by
the datalead to Markov equivalent graphs. Some of them such
as V. — A — V can be discarded since they do not hold
in regards with the data processing inequality” (see Sect. 2).
However, in the the visual perception condition for example,
we are st111 left with the Markov equlvalent graphs A <«
Vo>V, A>V > V,andA « V <« V: theyencode
the same conditional independence relationship A L V|V.
Applying domain knowledge about experimental conditions,
the temporal difference between the system inputs and out-
puts indicates that the last chain can be removed from the
set of possible structures. Furthermore, the input variables
{A, V} are manipulated (subject to intervention due to the

5 Notice that the unnormalized MI must be taken into account when
talking about the data processing inequality.
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Afx) Fix)

(a) (bh)

Fig. 4 Graphical models of the acoustic (a) and visual (b) perception
conditions. The two chain graphs labeled respectively .#, and .,
represent Markov-equivalent PDAGs elicited from conditional inde-
pendence assertions, except for the edge between the inputs which have
been directed consistently with the experimental protocol. The picto-
rial convention given by Murphy (2002) is used, where discrete rvs are
represented as rectangular nodes, and continuous rvs as round nodes.
The potential information shared by A and V and unaccounted for by
V is below the noise threshold e, thus the direct A — V link has been
removed in .,

experimental protocol) and do affect the distribution of v,
while the converse is not true.

Both the A — V and V — A subgraphs are now consis-
tent with a causal interpretation. The model could be further
refined by resorting to the embedded faithfulness assumption.
Indeed, there is a superset of variables VW = {V, P} which
satisfies it. The hidden P variable represents the experimen-
tal protocol, which dictates which values of V or A should
be associated for the different subject tasks. Thus, the P var-
iable could be input as common parent of both the A and V,
resultinginamodel A <~ P - V — V. However, itis of no
particular interest to learn the probability distributions asso-
ciated with the experimental protocol. It can also be argued
that, in a visual perception task, V dictates A, while in an
acoustic perception task, A dictates V. Thus, our choice is to
avoid the embedded faithfulness assumption and orient the
A-V edge from the rv modeling the primary stimulus to the
rv modeling the secondary stimulus. Finally, the BNs shown
on Figs. 4a, b and denoted respectively .#, and .#, in the
remainder of this article, are proposed as topologies for the
acoustic and visual perception.

5 Inference and performance
5.1 Model parameters learning

The main objective of this work was to use a data-driven
method we proposed to mathematically investigate the cross-
modal interactions inherent to MS perception, and in par-
ticular, the integration and segregation effects. As a result,
the causal structures of the associated decision processes
have been learned and modeled using BNs. We still have
to demonstrate empirically that these BN topologies corre-
spond to realistic models of acoustic and visual perception
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(as observed within our experimental framework). That is,
we have to learn the joint distribution compactly expressed
by these BNs third step of the model building process detailed
in Sect. 2.1). Then, the goodness-of-fit of the model will be
assessable by inference using the complete model.

The joint distributions P 4 and P 4, associated to the
acoustic and the visual models .#, and .#, shown on
Figs. 4a, b are given by Eqgs. 9 and 12, respectively.

Py = P(A A V), (7
= P(A|A, V)P(A, V), ®)
= P(A|A, V)P(V|A)P(A). ©)

Py = P(V, V,A), (10)
= P(V|V,A)P(V, A), (11)
= P(VIV)P(A|V)P(V). (12)

No simplifications can be made on the joint probability asso-
ciated to the Bayesian network .#,, as its graph is com-
plete (all variables are connected along an undirected cycle
Margaritis 2003). On the contrary, the joint probability asso-
ciated to .#, can be simplified since VL A|V. This illus-
trates how BNs may easily lead to the simplification of joint
pdf expressions.

Since the rvs do not follow a normal distribution, multino-
mial distributions are assumed (A and V are rounded to the
nearest integer to make them discrete).

The answers from N7 = 9 subjects randomly picked up
define the training sample, from which the parameters of the
pdfs are learned (as described in Sect. 2.5). The answers of
the left out subject make up the testing set.

5.2 Model performances

Once the parameters of the pdfs have been learned, inference
can be performed. That is, we can compute the posterior dis-
tribution of the system outputs (subjects’ answers) given the
inputs. Inference is done on the testing set using a Maximum
A posteriori (MAP) approach. MAP is defined as:

A*

arg max P(A|A, V)P(A,V), (13)
A

A

V*

argmax P(V|V, A)P(V, A). (14)
\%4

A* and V* are the optimal acoustic and visual predicates.
Both the learning and inference stages have been imple-
mented using the Bayes Net Toolbox for Matlab (Murphy
2002).

Examples of inference results are shown on Figs. 5 and 6,
where the mean values of the Third subject’s answers (test
set) are plotted together with the MAP values predicted by
the models .#, and .#,. The latter are trained on Ny = 9
subjects (all of the 10 subjects but the third one). The mod-
els predict well the integration and segregation phenomena
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Fig. 6 Inference results for the visual perception task, in the case of
bimodal inputs (fop) and unimodal inputs bottom). The figures show
the mean values of the 3" subject’s answer (fest ser) together with the

observed in reality (see Sect. 3.4). Similarly to the true data,
they are attracted by the visual inputs in the bimodal acoustic
perception case, whereas they keep on following the visual
inputs in the bimodal visual perception case. The outputs are
aligned on the inputs in the unimodal acoustic and visual

MAP values predicted by the .#, model trained on N7 = 9 subjects
(all of the 10 subjects but the third one)

perception cases, as observed in reality. Thus, the acoustic
perception model is able to predict both the integration and
segregation effects, as was required.

The mean coefficient of determination 2 (Sheskin 2004)
(over the 10 time test procedure) between the MAP output by
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the model and the mean subject’s answer per main stimulus
positions are equal to 0.87 and 0.98 in the acoustic and visual
perception cases, respectively®. Obviously, acoustic percep-
tion is a more complex phenomenon, thus more challenging
for the model, than is the visual one. These values stress the
goodness-of-fit of the model, which is able to correctly pre-
dict unseen subject’s answer to bimodal and unimodal inputs.

In order to complete the analysis of the model perfor-
mances, the Akaike’s information criterion (AIC; Akaike,
1974) is computed for the three possible—and sensible—
model structures, in both the acoustic and visual perception
cases:

— structure I: fully connected model;

— structure 2: the link between the secondary input and the
subject’s answer variables is removed from the fully-con-
nected model,

— structure 3: the link between the primary input and the
subject’s answer variables is removed from the fully-con-
nected model.

The Akaike’s criterion ranks competing models according
to their performance and their complexity. Since we used
multinomial distribution estimations, the number of model
parameters is large (4000 parameters for the fully connected
model) compared to the training set size. Therefore, the cor-
rected AIC (AICc) is computed, as advocated by Burnham
and Anderson (2002a). We used 40500 data, sampled from
the learned joint pdfs of each possible model. The scores
obtained for the three structures, in both the acoustic and
visual perception cases, are presented in Table 2, as a differ-
ence with the best (i.e., the minimal) obtained AICc value.
Burnham and Anderson (2002b) point out that models whose
AlICc scores exceed the minimal AICc value by at least 20
can be robustly rejected. According to these score differ-
ences, the models with structures 1 (for the acoustic per-
ception task) and 2 (for the visual perception task) lead to
the best results in term of performance versus complexity.
Therefore, these results confirm the information theoretical
analysis performed in Sect. 4 and the elicited models .#, and
M.

To be exhaustive, our model evaluation should comprise
a comparison to previous models, specifically those where
a full integration of the multisensory information is not
assumed (Shams et al. 2005; Roach et al. 2006; Sato and
Toyoizumi 2007; Kording et al. 2007; Wozny et al. 2008).
However, we have already stressed that our approach was
especially addressing the problem of eliciting the MS per-
ception process structure in the context of an unconstrained

6 There is one MAP prediction for each of the 30 possible combinations
of primary and secondary stimuli, to be compared to the mean of the 5
subject’s answers to each of these 30 possible inputs. The models are
made of 400, respectively 4000, parameters in the visual, respectively
acoustic, perception case.
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experimental setup (to afford for an observation of the MS
perception phenomenon in its more general manifestation).
As a result, we do not end up with the same model vari-
ables: we have one output only and our input variables do
not model hidden percepts but the inputted audiovisual stim-
uli. Also, we are using the observable events to investigate
the structure of the cognitive decision process leading to the
final MS percept, whereas the previously mentioned models
intend to model the hidden perceptual stage. This major dif-
ference between these approaches and ours makes irrelevant
any straight quantitative performance comparisons.

6 Discussion and conclusion

Multimodal sensory signals provide human beings with
information about their environment and own body. This
multisensory perception can be understood as a decision pro-
cess, whose implicit structure should be analyzed for better
grasping the phenomenon. It is the singularity of this work
to put the analysis of the structure of the decision process at
the core: no a priori hypotheses are made about the model
causal structure. Instead, the latter is learned from a system-
atic data analysis. Thus, the first and main objective of this
work was to propose a theoretical data-driven framework to
investigate cognitive tasks such as MS perception and to learn
the causal structure of the associated decision process. The
second objective was to propose a model of MS perception
in its more general manifestation, i.e., accounting for both
the integration and segregation effects, using this theoretical
framework.

In our approach, the systematic analysis of the implicit MS
perception process starts from the explicit physical events. In
order to acquire data representative of MS perception in its
more general manifestation, an unconstrained experimental
setup was built where the subjects were not compelled to
use a pre-oriented cognitive strategy when coping with the
MS stimuli. The subjects were asked to report the location
of the primary stimulus location, using a continuous range
of values. Notice that the single unisensory judgment per
trial and the release of the forced choice certainly explain the
difference between our results and those of Kording et al.
(2007), though similar spatial mismatches between stimuli
were used. An informal analysis of the subjects’ answers is
performed in a first time and points out different cross-modal
bias strengths in either the acoustic or the visual perception
tasks, corresponding to integration or segregation answer pat-
terns. The information theoretical framework we propose is
then applied to the data, with a twofold objective. First, it
intends to establish that the subjects are reporting a MS per-
cept (since our unconstrained experimental framework gives
us no direct support about this point). Second, it aims at for-
mally learn the causal structures associated to these different
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Table 2 AICc differences with the best (i.e., the minimal) AICc score, for each of the three sensible candidate structures associated to both the

acoustic and visual perception tasks

Structure 1 Structure 2 Structure 3
Acoustic
perception task 0 30242 9486
Visual
perception task 2853 0 59539

Structure I fully connected model; Structure 2 link between the secondary input and the subject’s answer variables removed from the fully connected
model; Structure 3 link between the primary input and the subject’s answer variables removed from the fully connected model

cross-modal biases, for MS perception models accounting
for both the integration and segregation effects to be built.

The MI analysis carried out on the data proves that, in any
of the bimodal experimental situations, subjects are reporting
a combined MS percept. Of course, visual inputs strongly
impact the subjects’ percepts, as could be expected in a
localization task. However, the MI values between the sub-
jects’ answers A and V and the visual input V (standing
as primary or secondary stimulus) is never as high in case
of bimodal inputs as it is in the case of unimodal visual
inputs (even in the stronger “capture” situation, we still have
NII‘fC(A; V) < NIJ’(\A/; V)). In other words, the depen-
dence—or impact—between the visual stimuli and the sub-
jects” answers is weaker in case of bimodal inputs, especially
when subjects are asked to localize an acoustic stimulus.
This establishes that the subjects are not simply localizing
the visual stimuli, whatever the instructions they received,
but are indeed reporting a multisensory percept.

The CMI analysis we propose allows for building and
modeling the causal relationship structures associated to the
cross-modal biases observed in the visual and acoustic per-
ception tasks. As a result, the segregative and integrative
nature of these interactions is formally established. Except in
the obvious case of unimodal acoustic inputs, the visual infor-
mation is shown to fully explain the dependence observed
between the subjects’ answers and the acoustic inputs (vision
captures sound). This point is not in contradiction with the
previous assertion, which simply states that the subjects were
experiencing a MS stimulation, without concluding about
the effect of this MS stimulus nature on the final percept.
Stated differently, the MI analysis establishes that the sub-
ject’s perception takes into account the MS nature of the
stimuli, whereas the CMI analysis evaluate the strength of
each stimulus on the perception. Hence, these two comple-
mentary assertions validate the two widely observed effects
inherent to multisensory perception, namely, integration and
segregation, and establish the associated model causal struc-
tures.

Finally, the models, built in a systematic, data-driven way
using the mathematical approach we propose, are shown to
properly predict the integrative and segregative effects. In
particular, the acoustic perception model is able to predict the
two different answer patterns associated to unimodal acous-

tic inputs and to non-coincident audiovisual inputs, where
the subjects’ answers are driven either by the acoustic or by
the visual inputs.

This work constitutes a basis for further exploration of
MS perception. In the future, we intend to use the proposed
framework to investigate the impact of different factors on
MS perception, such as temporal delays for example Welch
and Warren (1980) and Andersen et al. (2004). Equalizing
the noise levels in both modalities, as is done in Roach et al.
(2006), should also lead to very interesting results. In partic-
ular, we would expect to observe segregation not only in the
visual perception case but in the acoustic perception case as
well.

Generally speaking, low to high-level models can be devel-
oped using BN’s. Hence, a further step should be to make
explicit other factors in future models, such as the noise level
for example, or a hidden “subject” rv to investigate possible
subject-specific effects. Finally, it would be worth designing
new experiments to finely investigate the causal structure of
the MS perception process by manipulating the perceivedrela-
tionship between visual and auditory stimuli.
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