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Abstract

After a series of publications of T.E. O’Neil et al. (e.g. in 2010), dynamic programming seems to be the most promising way to solve knapsack problems. Some techniques are known to make dynamic programming algorithms (DPA) faster. One of them is the graphical method that deals with piecewise linear Bellman functions. For some problems, it was previously shown that the graphical algorithm has a smaller running time in comparison with the classical DPA and also some other advantages. In this paper, an exact graphical algorithm (GrA) and a fully polynomial-time approximation scheme based on it are presented for an investment optimization problem having the best known running time. The algorithms are based on new Bellman functional equations and a new way of implementing the GrA.
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1. Introduction

The selection of projects is an important problem in science and engineering. In general, project portfolio selection problems are hard combinatorial problems, often formulated as knapsack or in a more general form as multi-dimensional multi-choice knapsack problems, possibly also with multiple objectives. They have a wide range of business applications in capital budgeting and production planning.

Different techniques have been used to solve the knapsack problem or its generalizations. Since the project data are often uncertain or imprecise, sometimes fuzzy techniques are used. For instance, in [1], a fuzzy multi-dimensional multiple-choice knapsack problem is formulated for the project selection problem, and then an efficient epsilon-constraint method and an multi-objective evolutionary algorithm are applied. In [2], a data envelope analysis, knapsack formulation and fuzzy set theory integrated model was suggested. In [3], the problem of selecting projects to be included in an R&D portfolio has also been formulated as a multi-dimensional knapsack problem. If partial funding and implementation is allowed, linear programming can be used and the sensitivity of the project selection decisions is examined. The selection among ranked projects under segmentation, policy and logical constraints was discussed in [4]. After ranking the projects by a multi-criteria approach, integer programming was applied to get a final solution satisfying the constraints. At the integer programming phase, a knapsack formulation was applied. Dynamic order acceptance and capacity planning on a single bottleneck resource has been considered in [5]. Stochastic dynamic programming was applied to determine a profit threshold for the accept/reject decision and to allocate a single bottleneck resource to the accepted projects with the objective to maximize expected revenue.

Often dynamic programming algorithms (DPA) are used for the exact solution and fully-polynomial time approximation schemes (FPTAS) based on these algorithms are derived for the approximate solution of such problems. In [6], a vector merging problem was considered in a dynamic programming context which can be incorporated into an FPTAS for the knapsack problem. Approximation algorithms for knapsack problems with cardinality constraints, where an upper bound is imposed on the number of items that can be selected, were given in [7]. Improved algorithms for this problem were presented in [8], where hybrid rounding techniques were applied. An efficient FPTAS for the multi-objective knapsack problem was given in [9]. It uses general techniques such as e.g. dominance relations in dynamic programming. Approximation algorithms for knapsack problems with sigmoid utilities were derived in [10]. The authors combined algorithms from discrete optimization with algorithms from continuous optimization. In [11], greedy algorithms for the knapsack problem were considered and improved approximation ratios for different variants of the problem were derived. Some applications of AI techniques to generation planning and investment were described in [12].

This paper deals with a project selection (or allocation) problem with the
single criterion of maximizing the total profit under one budget constraint, which is also a generalization of the knapsack problem. More precisely, a set \( N = \{1, 2, \ldots, n\} \) of \( n \) potential projects and an investment budget (amount) \( A > 0, A \in \mathbb{Z} \), are given. For each project \( j \in N \), a profit function \( f_j(x), x \in [0, A] \), is also given, where the value \( f_j(x') \) denotes the profit received if the amount \( x' \) is invested into the project \( j \). The objective is to determine an amount \( x_j \in [0, A] \), \( x_j \in \mathbb{Z} \), for each project \( j \in N \) such that \( \sum_{j=1}^{n} x_j \leq A \) and the total profit \( \sum_{j=1}^{n} f_j(x_j) \) is maximized. Closely related problems do not only exist in the area of project investment \[13\], but also in warehousing, economic lot sizing, etc. \[14, 15\].

In the following, we work with piecewise linear functions \( f_j(x) \). The interval \([0, A]\) can be written as a union of intervals in the form

\[ [0, A] = \left[ t_{j_0}^0, t_{j_1}^1 \right] \cup \left[ t_{j_1}^1, t_{j_2}^2 \right] \cup \ldots \cup \left[ t_{j_{k-1}}^{k-1}, t_{j_k}^k \right] \cup \ldots \cup \left[ t_{j_k}^k, t_{j_k}^j \right] \]

such that the profit function has the form \( f_j(x) = b_j^k + u_j^k(x - t_{j_k}^{k-1}) \) for \( x \in (t_{j_{k-1}}^{k-1}, t_{j_k}^k) \), where \( k \) is the number of the interval, \( b_j^k \) is the value of the function at the beginning of the interval, and \( u_j^k \) is the slope of the function. Without loss of generality, assume that \( b_1^k \leq b_2^k \leq \ldots \leq b_{j_k}^k, t_{j_k}^k \in \mathbb{Z}, j \in N, k = 1, 2, \ldots, k_j, \) and that \( t_{j_k}^k = A, j = 1, 2, \ldots, n \).

A special case of the problem under consideration is similar to the well-known bounded knapsack problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{j=1}^{n} p_j x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} w_j x_j \leq A, \\
& \quad x_j \in [0, b_j], \ x_j \in \mathbb{Z}, \ j = 1, 2, \ldots, n, \ (1)
\end{align*}
\]

for which a dynamic programming algorithm (DPA) of time complexity \( O(nA) \) is known \[16\]. Dynamic programming algorithms and an FPTAS for the bounded set-up knapsack problem, which is a generalization of the bounded knapsack problem in which each item type has a set-up weight and a set-up value included into the objective function, were suggested in \[17\]. These algorithms can also be applied to the bounded knapsack problem, and one of the dynamic programming algorithms has the same time complexity as the best known algorithm for the bounded knapsack problem.

It is known \[18\] that all branch and bound (B&B) algorithms with a lower and an upper bound calculated in polynomial time have an exponential running time close to \( 2^{O(x)} \) operations, unlike \( P = NP \), where \( x \) is the input length. For example, for the one-dimensional knapsack problem, the time complexity is equal to or greater than \( \frac{3}{2} 2^{n + 3/2} \sqrt{\pi(n+1)} \), where \( n \) is the number of items. This means that B&B algorithms are not far away from a complete enumeration.

In a series of publications by T.E. O’Neil et al. \[19\], it was shown that some of the well-known NP-hard problems can be solved by dynamic programming in sub-exponential time, i.e., in \( 2^{O(\sqrt{n})} \) operations. So, at the moment, dynamic
programming seems to be the most promising way to solve knapsack problems. Some techniques are known to make dynamic programming faster, e.g., in [20, 21, 22], functional equations and techniques were considered that are different from the ones considered in this paper.

The following problem is also similar to the problem under consideration:

\[
\text{minimize } \sum_{j=1}^{n} f_j(x_j) \\
\text{s.t. } \sum_{j=1}^{n} x_j \geq A, \\
x_j \in [0, A], x_j \in \mathbb{Z}, j = 1, 2, \ldots, n,
\]

where \( f_j(x_j) \) are piecewise linear as well. For this problem, a DPA with a running time of \( O(\sum k_j A) \) [23] and an FPTAS with a running time of \( O((\sum k_j)^3/\varepsilon) \) [24] are known.

In this paper, we present an alternative DPA based on a so-called graphical approach. This algorithm has a running time of \( O(\sum k_j \min\{A, F^*\}) \), where \( F^* \) is the optimal objective function value. Thus, it outperforms an algorithm from [25] which has a worse running time close to \( O(nk_{\text{max}} A \log(k_{\text{max}} A)) \), where \( k_{\text{max}} = \max_{j=1}^{n} k_j \). The second contribution of this paper is an FPTAS derived by a scaling argument from this new DPA. Note that an FPTAS was already proposed for the treated problem in [25], but the new FPTAS has an improved running time of \( O(\sum k_j n \log \log n/\varepsilon) \).

While the running time of a similar DPA from [23] is proportional to the sum of all linear profit pieces times the budget \( A \), the new algorithm replaces \( A \) by the largest profit of a single project. The main idea is as follows. Instead of evaluating the dynamic programming functions for every budget value \( t = 1, \ldots, A \), we keep the profit functions (depending on the budget value) as piecewise linear functions. These functions can be represented by a collection of linear pieces, instead of a full table of the values. Since all relevant data are integer and the profit functions must be non-decreasing in the budget value, one can easily bound the number of relevant linear pieces to obtain the improved complexity.

The remainder of the paper is as follows. In Section 2, we present the Bellman equations to solve the problem under consideration. In Section 3, an exact graphical algorithm (GrA) based on an idea from [26] is presented. In Section 4, an FPTAS based on this GrA is derived.

2. Dynamic programming algorithm

In this section, we present a DPA for the problem considered. For any project \( j \) and any state \( t \in [0, A] \), we define \( F_j(t) \) as the maximal profit incurred for the projects \( 1, 2, \ldots, j \), when the remaining budget available for the projects \( j+1, j+2, \ldots, n \) is equal to \( t \). Thus, we have:

\[
F_j(t) = \max \sum_{h=1}^{j} f_h(x_h) \\
\text{s.t. } \sum_{h=1}^{j} x_h \leq A - t, \\
x_h \geq 0, x_h \in \mathbb{Z}, h = 1, 2, \ldots, j.
\]
We define $F_j(t) = 0$ for $t \notin [0, A]$, $j = 1, 2, \ldots, n$ and $F_0(t) = 0$ for any $t$. Then we have the following recursive equations:

$$F_j(t) = \max_{x \in [0, A-t]} \{ f_j(x) + F_{j-1}(t+x) \}$$

$$= \max_{1 \leq k \leq k_j} \max_{x \in (t^{k-1}_j, t^k_j) \cap [0, A-t]} \{ b_{k_j} - u_{k_j}x + F_{j-1}(t+x) \},$$

$$j = 1, 2, \ldots, n.$$  

(4)

Lemma 1. All functions $F_j(t)$, $j = 1, 2, \ldots, n$, are non-increasing on the interval $[0, A]$.

The proof of this lemma immediately follows from definition (3) of the functions $F_j(t)$.

The DPA based on the equations (4) can be organized as follows. For each stage $j = 1, \ldots, n$, for the state $t = 0$ we compute no more than $k_j$ values $v_{x}^k = \{ b_{k_j} - u_{k_j}x + F_{j-1}(t+x) \}$, $1 \leq k \leq k_j$, $x \in (t^{k-1}_j, t^k_j) \cap [0, A-t]$ and put them into the corresponding lists $L_k$. If we have for the next value $v_{x}^k \leq v_{x}^{k-1}$, we do not put it into the corresponding list. This means that the values in each list $L_k$ are ordered in non-decreasing order. For the next state $t = 1$, we only need to exclude the last element from the considered $L_k$, $k = 1, \ldots, n$, if it corresponds to an $x$ which is not in the interval $(t^{k-1}_j, t^k_j) \cap [0, A-t]$ and compare the new $k_j$ last elements of the lists. If we continue in the same way for $t = 2, \ldots, A$, we can calculate $F_j(t)$, $t = 1, 2, \ldots, A$, in $O(k_j A)$ time. As a consequence the running time of the DPA using such a type of Bellman equations is $O(\sum k_j A)$.

A similar idea was presented in [23]. The algorithms presented in [25] for the problem under consideration are based on the functional equations (3) and another technique to implement the graphical method. In contrast, the GrA presented in this paper is based on the equations (4).

3. Graphical algorithm

In this section, we develop an algorithm which constructs the functions $F_j(t)$, $j = 1, 2, \ldots, n$, in a more effective way by using the idea of graphical approach proposed in [20]. We will use the name DPA for the algorithm presented in Section 2 and GrA for this new algorithm.

The underlying general idea of improving the DPA for piecewise linear functions is as follows: Instead of going through all capacity values up to $A$, we keep the Bellmans functions depending on the capacity. They are again piecewise linear functions. Keeping these function pieces well organized for all capacities involves a considerable amount of technicalities and allows for running time improvements if the data representation is done in a clever way.

Below we prove that the functions $F_j(t)$, $j = 1, 2, \ldots, n$, constructed in the GrA are piecewise linear. Any piecewise linear function $\varphi(x)$ can be defined by
three sets of numbers: a set of break points $I$ (at each break point, a new linear segment of the piecewise linear function ends), a set of slopes $U$ and a set of values of the function at the beginning of the intervals $B$. Let $I[k]$ denote the $k$-th element of the ordered set $I$. The same notations will be used for the sets $U$ and $B$ as well. The notation $\varphi. I[k]$ denotes the $k$-th element of the set $I$ of the function $\varphi(x)$. Then, for example, for $x \in (t_j^{k-1}, t_j^k] = (f_j.I[k-1], f_j.I[k])$, we have
\[
f_j(x) = f_j.B[k]+ f_j.U[k](x-f_j.I[k]).
\]

Note that $\varphi. I[k] < \varphi. I[k+1]$, $k = 1, 2, \ldots, |\varphi. I| - 1$ and $k_j = |f_j.I|$. In each step $j$, $j = 1, 2, \ldots, n$, of the subsequent algorithm, temporary piecewise linear functions $\Psi_j^k$ and $\Phi_j^k$ are constructed. These functions are used to define functions $F_j(t)$, $j = 1, 2, \ldots, n$. The functions $F_j(t)$ are piecewise linear as well. For $t \in \mathbb{R}$, their values are equal to the values of the functions $F_j(t)$ in the DPA.

Let $\varphi. I[0] = 0$ and $\varphi. I[|\varphi. I| + 1] = A$. The points $t \in \varphi. I$ and the other end points of the intervals with the piecewise linear functions considered in this article will be called break points. To construct a function in the GrA means to compute their sets $I$, $U$ and $B$. Then the GrA is as follows. At each stage $j = 1, \ldots, n$, we compute the temporary functions $\Psi_j^k(t)$ and $\Phi_j^k(t)$ which are used to compute $F_j(t)$. The key features of the algorithm consist in the computation of $\Phi_j^k(t)$, modifying a piecewise linear function $F_{j-1}(t)$ by changing linear fragments.

**Graphical algorithm**

1. Let $F_0(t) = 0$, i.e., $F_0.I := \{A\}$, $F_0.U := \{0\}$, $F_0.B := \{0\}$;

2. FOR $j := 1$ TO $n$ DO

   2.1. FOR $k := 1$ TO $k_j$ DO

       2.1.1. Construct the temporary function

       \[
       \Psi_j^k(t) = f_j.B[k]+ f_j.U[k] \cdot f_j.I[k-1] + f_j.U[k] \cdot t + F_{j-1}(t)
       \]

       according to Procedure 2.1.1.;

       2.1.2. Construct the temporary function

       \[
       \Phi_j^k(t) = \max_{x \in (f_j.I[k-1], f_j.I[k]) \cap [0, A-t]} \{\Psi_j^k(t+x) - f_j.U[k] \cdot t\}
       \]

       according to Procedure 2.1.2.;

       2.1.3. IF $k = 1$ THEN $F_j(t) := \Phi_j^k(t)$ ELSE $F_j(t) := \max\{F_j(t), \Phi_j^k(t)\}$. 

2.2. Modify the sets $I, U, B$ of the function $F_j(t)$ according to Procedure 2.2.

3. The optimal objective function value is equal to $F_n(0)$. 

The above algorithm uses Procedures 2.1.1. and 2.1.2. described below. In Procedure 2.1.1., we shift the function $F_{j-1}(t)$ up by the value $f_j.B[k] - f_j.U[k] \cdot f_j.I[k-1]$ and increase all slopes in its diagram by $f_j.U[k]$. If all values $t \in F_{j-1}.I$ are integer, then all values from the set $F_{j-1}.B$ are integer as well. It is obvious that Procedure 2.1.1. can be performed in $O(|F_{j-1}.I|)$ time.

**Procedure 2.1.1.**

Given are $k$ and $j$;

1. $\Psi^k_j.I = \emptyset$, $\Psi^k_j.U = \emptyset$ and $\Psi^k_j.B = \emptyset$.
2. **FOR** $i := 1$ TO $|F_{j-1}.I|$ **DO**
   1. add the value $F_{j-1}.I[i]$ to the set $\Psi^k_j.I$;
   2. add the value $f_j.B[k] - f_j.U[k] \cdot f_j.I[k-1] + f_j.U[k] \cdot F_{j-1}.I[i] + F_{j-1}.B[i]$ to the set $\Psi^k_j.B$;
   3. add the value $f_j.U[k] + F_{j-1}.U[i]$ to the set $\Psi^k_j.U$;

Before describing Procedure 2.1.2., we present Procedure FindMax in which the maximum function $\varphi(t)$ of two linear fragments $\varphi_1(t)$ and $\varphi_2(t)$ is constructed.

**Procedure FindMax**

1. Given are the functions $\varphi_1(t) = b_1 + u_1 \cdot t$ and $\varphi_2(t) = b_2 + u_2 \cdot t$ and an interval $(t', t'\prime \prime)$. Let $u_1 \leq u_2$;
2. **IF** $t'' - t' \leq 1$ **THEN** RETURN $\varphi(t) = \max\{\varphi_1(t''), \varphi_2(t'')\} + 0 \cdot t$ defined on the interval $(t', t''\prime)$;
3. Find the intersection point $t^*$ of $\varphi_1(t)$ and $\varphi_2(t)$;
4. **IF** $t^*$ does not exist OR $t^* \notin (t', t''\prime)$ **THEN**
   1. **IF** $b_1 + u_1 \cdot t' > b_2 + u_2 \cdot t'$ **THEN** RETURN $\varphi(t) = \varphi_1(t)$ defined on the interval $(t', t''\prime)$;
   2. ELSE RETURN $\varphi(t) = \varphi_2(t)$ defined on the interval $(t', t''\prime)$;
5. **ELSE**
   1. **IF** $t^* \in Z$ **THEN**
      1. $\varphi(t) := \varphi_1(t)$ on the interval $(t', t^*)$;
      2. $\varphi(t) := \varphi_2(t)$ on the interval $(t^*, t''\prime)$;
      3. RETURN $\varphi(t)$;
   2. ELSE IF $t^* \notin Z$ **THEN**
Figure 1: Procedure FindMax. Cutting of a non-integer point

\[
\varphi(t) := \varphi_1(t) \text{ on the interval } (t', [t^*]); \\
\varphi(t) := b_2 + u_2 \cdot [t^*] + 0 \cdot t \text{ on the interval } ([t^*] - 1, [t^*]); \\
\varphi(t) := \varphi_2(t) \text{ on the interval } ([t^*], t''); \\
\text{RETURN } \varphi(t);
\]

The case when \( t^* \notin \mathbb{Z} \) is presented in Fig. 1. So, if both points \( t' \) and \( t'' \) are integer, then \( \varphi.I \) contains only integer break points \( t \). The running time of Procedure FindMax is constant.

In the subsequent Procedure 2.1.2., we do the following. When we shift \( s' \) to the right, we shift the interval \( I' = [t_{left}, t_{right}] \) of the length \( f_j.I[k] - f_j.I[k-1] \). We have to use the values \( \Psi_{kj}(x) \) for \( x \in \mathbb{T}' \) to calculate \( \Phi_{kj}(t) \) at the point \( t = s' \). Since \( \Psi_{kj}(x) \) is piecewise linear, it is only necessary to consider the values \( \Psi_{kj}(x) \) at the break points belonging to \( T' \) and at the end points of the interval \( T' \).

So, if we shift \( s' \) to the right by a small value \( x \in [0, \varepsilon] \) such that all the break points remains the same, then the value \( \Phi_{kj}(t) \) will be changed according to the value \( \varphi_{max}(x) \).

Procedure 2.1.2.

2.1.2.1. Given are \( k, j \) and \( \Psi_{kj}(t) \);

2.1.2.2. \( \Phi_{kj}.I := \emptyset, \Phi_{kj}.U := \emptyset \) and \( \Phi_{kj}.B := \emptyset \);

2.1.2.3. \( s' := 0, t_{left} := s' + f_j.I[k-1], t_{right} := \min\{s' + f_j.I[k], A\} \);

2.1.2.4. Let \( T' = \{\Psi_{kj}.I[v], \Psi_{kj}.I[v+1], \ldots, \Psi_{kj}.I[w]\} \) be the maximal subset of \( \Psi_{kj}.I \), where 
\[
t_{left} < \Psi_{kj}.I[v] < \ldots < \Psi_{kj}.I[w] < t_{right},
\]
Let \( T := \{t_{left}\} \cup T' \cup \{t_{right}\} \);
2.1.2.5. WHILE $s' \leq A$ DO

2.1.2.6. IF $T' = \emptyset$ THEN let

$$w + 1 = \arg\max_{i=1,2,...,|\Psi^k_j.I|} \{ \Psi^k_j.I[i] | \Psi^k_j.I[i] > t_{right} \}$$

and $v = \arg\min_{i=1,2,...,|\Psi^k_j.I|} \{ \Psi^k_j.I[i] | \Psi^k_j.I[i] > t_{left} \}$;

2.1.2.7. IF $w + 1$ is not defined THEN let $w + 1 = |\Psi^k_j.I|$;

2.1.2.8. IF $v$ is not defined THEN let $v = |\Psi^k_j.I|$;

2.1.2.9. IF $t_{left} < A$ THEN $\varepsilon_{left} := \Psi^k_j.I[v] - t_{left}$ ELSE $\varepsilon_{left} := A - s'$;

2.1.2.10. IF $t_{right} < A$ THEN $\varepsilon_{right} := \Psi^k_j.I[w+1] - t_{right}$ ELSE $\varepsilon_{right} := +\infty$;

2.1.2.11. $\varepsilon := \min \{ \varepsilon_{left}, \varepsilon_{right} \}$;

2.1.2.12. IF $t_{left} < A$ THEN

$$b_{left} := \Psi^k_j.B[v] + \Psi^k_j.U[v] \cdot (t_{left} - \Psi^k_j.I[v]) - f_j.U[k] \cdot s'$$

ELSE $b_{left} := 0$;

2.1.2.13. IF $t_{right} < A$ THEN

$$b_{right} := \Psi^k_j.B[w+1] + \Psi^k_j.U[w+1] \cdot (t_{right} - \Psi^k_j.I[w]) - f_j.U[k] \cdot s'$$

ELSE $b_{right} := 0$;

2.1.2.14. IF $T' = \emptyset$ THEN $b_{inner} := 0$ ELSE

$$b_{inner} := \max_{s=v,v+1,...,w} \{ \Psi^k_j.B[s] + \Psi^k_j.U[s] \cdot (\Psi^k_j.I[s] - \Psi^k_j.I[s-1]) - f_j.U[k] \cdot s' \}$$

2.1.2.15. Denote function

$$\varphi_{left}(x) := b_{left} - (f_j.U[k] - \Psi^k_j.U[v]) \cdot x.$$ 

IF $t_{left} = A$ THEN $\varphi_{left}(x) := 0$;

2.1.2.16. Denote function

$$\varphi_{right}(x) := b_{right} - (f_j.U[k] - \Psi^k_j.U[w+1]) \cdot x.$$ 

IF $t_{right} = A$ THEN $\varphi_{right}(x) := 0$;

2.1.2.17. Denote function

$$\varphi_{inner}(x) := b_{inner} - f_j.U[k] \cdot x.$$ 

IF $T' = \emptyset$ THEN $\varphi_{inner}(x) := 0$;

2.1.2.18. Construct the piecewise linear function

$$\varphi_{max}(x) := \max_{x \in [0,\varepsilon]} \{ \varphi_{left}(x), \varphi_{right}(x), \varphi_{inner}(x) \}$$

according to Procedure $FindMax$;
2.1.2.19. add the values from $\varphi_{\text{max}}.I$ increased by $s'$ to the set $\Phi_j^k.I$;
2.1.2.20 add the values from $\varphi_{\text{max}}.B$ to the set $\Phi_j^k.B$;
2.1.2.21. add the values from $\varphi_{\text{max}}.U$ to the set $\Phi_j^k.U$;
2.1.2.22. IF $\varepsilon = \varepsilon_{\text{left}}$ THEN exclude $\Psi_j^k.I[v]$ from the set $T$ and $v := v + 1$;
2.1.2.23. IF $\varepsilon = \varepsilon_{\text{right}}$ THEN include $\Psi_j^k.I[w + 1]$ to the set $T$ and $w := w + 1$;
2.1.2.24. $s' := s' + \varepsilon$.
2.1.2.25. $t_{\text{left}} := s' + f_j.I[k - 1], t_{\text{right}} := \min\{s' + f_j.I[k], A\}$, recompute $T'$ (for details, see the proof of Lemma 2);
2.1.2.26. Modify the function $\Phi_j^k$ according to Procedure 2.2. (described below).

Next, we present Procedure 2.2. used in step [2.1.26] of Procedure 2.1.2. In Procedure 2.2., we combine two adjoining linear fragments that are in the same line. That means that, if we have two adjacent linear fragments which are described by the values (slopes) $F_j.U[k], F_j.U[k + 1]$ and $F_j.B[k], F_j.B[k + 1]$, where $F_j.U[k] \cdot (F_j.U[k] - F_j.U[k - 1]) + F_j.B[k] = F_j.B[k + 1]$, (i.e., these fragments are on the same line), then, to reduce the number of intervals $|F_j.I|$ and thus the running time of the algorithm, we can join these two intervals into one interval.

Procedure 2.2.

Given is $F_j(t)$;

FOR $k := 1$ TO $|F_j.I| - 1$ DO


Delete the $k$th elements from $F_j.B, F_j.U$ and $F_j.I$;

Lemma 2. Procedure 2.1.2. has a running time of $O(|F_{j-1}.I|)$.

Proof. Step [2.1.2.14] and the re-computation of $T'$ in step [2.1.2.25] have to be performed with the use of a simple data structure. Let $\{q_1, q_2, \ldots, q_r\}$ be a maximal subset of $T'$ having the following properties:

$q_1 < q_2 < \ldots < q_r$;

there is no $q \in T'$ such that $q_i \leq q < q_{i+1}$ and

$\Psi_j^k.B[q] + \Psi_j^k.U[q] \cdot (\Psi_j^k.I[q] - \Psi_j^k.I[q - 1]) \geq \Psi_j^k.B[q_{i+1}] + \Psi_j^k.U[q_{i+1}] \cdot (\Psi_j^k.I[q_{i+1}] - \Psi_j^k.I[q_{i+1} - 1])$,

$i = 1, \ldots, r - 1$. 
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We can keep track of the set \( \{ q_1, q_2, \ldots, q_r \} \) by storing its elements in increasing order in a Queue Stack, i.e., a list with the property that elements at the beginning can only be deleted while at the end, elements can be deleted and added. This data structure can easily be implemented such that each deletion and each addition requires a constant time. So, steps [2.1.2.14] and [2.1.2.25] can be performed in constant time.

Each of the steps [2.1.2.6]–[2.1.2.25] can be performed in constant time. The loop [2.1.2.5] can be performed in \( O(\Psi^k J) \) time, where \( |\Psi^k J| = |F_{j-1}(t) J| \), since each time a break point from \( |\Psi^k J| \) is added or deleted. So, the lemma is true.

We remind that in the DPA, the functional equations [4] are considered. In fact, in Procedure 2.1.1., we construct the function
\[
b^k_j = u^k_j t^{k-1} + u^k_j \cdot (t + x) + F_{j-1}(t + x)
\]
and in Procedure 2.1.2., we construct the function
\[
\Phi^k_j(t) = \max_{x \in (t^{j-1}, t^j] \cap [0, A-t]} \{ b^k_j - u^k_j t^{k-1} + u^k_j \cdot (x + t) - u^k_j \cdot t + F_{j-1}(t + x) \}.
\]

Unlike the DPA, to construct \( \Phi^k_j(t) \) in the GrA, we do not consider all integer points \( x \in (t^{j-1}, t^j] \cap [0, A-t] \), but only the break points from the interval, since only they influence the values of \( \Phi^k_j(t) \) (and in addition \( t_{left}, t_{right} \)). Step [2.1.3] can be performed according to Procedure FindMax as well, i.e., to construct the function \( F_j(t) := \max \{ F_j(t), \Phi^k_j(t) \} \), their linear fragments have to be compared in each interval, organized by their break points. It is easy to see that we do the same operations with the integer points \( t \) as in the DPA. So, the values \( F_j(t) \), \( t \in Z \), are the same for the GrA and the DPA, and we can state the following:

**Lemma 3.** The values \( F_j(t) \), \( j = 1, 2, \ldots, n \), at the points \( t \in [0, A] \cap Z \) are equal to the values of the functions \( F_j(t) \) considered in the DPA.

**Lemma 4.** All functions \( F_j(t) \), \( j = 1, 2, \ldots, n \), are piecewise linear on the interval \( [0, A] \) with integer break points.

**Proof.** For \( F_0(t) \), the lemma is true. In Procedure 2.1.1., all break points from the set \( \Psi_1 J \) are integer as well (see the comments after Procedure 2.1.1.). Since all points from \( f_1 J \) are integer, we have \( \varepsilon \in Z \) and as a consequence, \( s' \in Z \). According to the Procedure FindMax, all points \( \varphi_{max} J \) considered in Procedure 2.1.2. are integer. So, all break points from \( \Phi_j I \), \( i = 1, 2, \ldots, k_j \), are integer as well. Thus, the break points of the function \( F_1(t) := \max \{ F_1(t), \Phi^k_1(t) \} \) are integer, if we use Procedure FindMax to compute the function \( \max \{ F_1(t), \Phi^k_1(t) \} \).

Analogously, we can prove that all break points of \( F_2(t) \) are integer, etc.

It is obvious that all functions \( F_j(t) \), \( j = 1, 2, \ldots, n \), constructed in the GrA are piecewise linear. Thus, the lemma is true.
Theorem 1. The GrA finds an optimal solution of the problem in 

\[ O \left( \sum k_j \min \left\{ A, \max_{j=1,2,...,n} |F_j.B| \right\} \right) \]

\[ \text{time.} \]

Proof. Analogously to the proof of Lemma 4, after each step [2.1.3] of the GrA, the function \( F_j(t) \), \( j = 1, 2, \ldots, n \), has only integer break points from the interval \([0, A]\). Each function \( \Phi^i_j.I \), \( j = 1, 2, \ldots, n, i = 1, 2, \ldots, k_j \), has only integer break points from \([0, A]\) as well. So, to perform step [2.1.3], we need to perform Procedure FindMax on no more than \( A + 1 \) intervals. Thus, the running time of step [2.1.3] is \( O(A) \). According to Lemmas 1 and 2, the running time of steps [2.1.1] and [2.1.2] is \( O(F_j.I) \), where \( F_j.I \leq A \). The running time of step [2.2.] is \( O(F_j.I) \) as well.

Analogously to Section 2, it is easy to show that \( F_j(t) \), \( j = 1, 2, \ldots, n \), is a non-increasing function in \( t \). Thus,

\[ F_j.B[k] \geq F_j.B[k+1], \ j = 1, 2, \ldots, n, \ k = 1, 2, \ldots, |F_j.I| - 1. \]

Then, according to Procedure 2.2., there are no more than \( 2 \cdot |F_j.B| \) different values in the set \( F_j.I \).

Thus, the running time of the GrA is

\[ O \left( \sum k_j \min \left\{ A, \max_{j=1,2,...,n} |F_j.B| \right\} \right) \]

In fact, the running time is less than \( O(\sum k_j \min\{A,F^*\}) \), where \( F^* \) is the optimal objective function value, since \( \max_{j=1,2,...,n} |F_j.B| \leq F^* \).

4. Example

Next, we will illustrate the idea of the GrA using the numerical example presented in Fig. 2. A full description of all calculations can be found in [25]. Here, we only present a short sketch. In this instance, we consider four projects with the profit functions \( f_j(t) \), \( j = 1, 2, 3, 4 \) (see Table 1).

### Table 1: Functions \( f_j(t) \)

<table>
<thead>
<tr>
<th>( f_1.I )</th>
<th>( f_2.I )</th>
<th>( f_3.I )</th>
<th>( f_4.I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{3, 10, 13, 25}</td>
<td>{5, 25}</td>
<td>{2, 4, 6, 25}</td>
<td>{3, 4, 25}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( f_1.U )</th>
<th>( f_2.U )</th>
<th>( f_3.U )</th>
<th>( f_4.U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0, 1, \frac{1}{2}, 0}</td>
<td>{\frac{3}{2}, 0}</td>
<td>{0, 2, \frac{1}{2}, 0}</td>
<td>{0, 0, 0}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( f_1.B )</th>
<th>( f_2.B )</th>
<th>( f_3.B )</th>
<th>( f_4.I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0, 0, 7, 8}</td>
<td>{0, 2}</td>
<td>{0, 0, 4, 5}</td>
<td>{0, 1, 4}</td>
</tr>
</tbody>
</table>
Figure 2: Functions $f_j(t)$

$t_{right} = 3$, and thus, in step [2.1.2.11], we have $\varepsilon = \min\{25 - 0, 25 - 3\} = 22$.
In steps [2.1.2.12.-14], we obtain $b_{left} = 0$, $b_{right} = 0$ and $b_{inner} = 0$ and in steps [2.1.2.15.-17], we have $\varphi_{left}(x) = 0$, $\varphi_{right}(x) = 0$, $\varphi_{inner}(x) = 0$ and, as a consequence, $\varphi_{max}(x) = 0$. In step [2.1.2.24], we get $s' = s' + 22 = 22$.

So, we have $\Phi_1^1(s) = \varphi_{max}(x) = 0$ for $x = [0, 22]$ (from the previous to the current value of $s'$).

Next, consider $s' = 0$. After steps [2.1.2.22.-25] in the previous iteration, we have $T' = \{25\}$, $t_{left} = 22$ and $t_{right} = 25$. These values are used in this iteration.
In step [2.1.2.11], we have $\varepsilon = 25 - 22 = 3$. Then we get $b_{left} = 0$, $b_{right} = 0$ and $b_{inner} = 0$. Moreover, $\varphi_{left}(x) = 0$, $\varphi_{right}(x) = 0$ and $\varphi_{inner}(x) = 0$. Thus, $\varphi_{max}(x) = 0$. We get $s' = 22 + 3 = 25$.

So, we have $\Phi_1^2(x) = \varphi_{max}(x) = 0$ for $x = [22, 25]$ as well and as a consequence, $\Phi_1^2(x) = 0$, $\Phi_1^2.U = \{0\}$ and $\Phi_1^2.B = \{\}$. Observe that instead of approximately 25 states $t$ in the DPA, here we considered only two states $s'$.

Next, we present the detailed computations for the functions $\Phi_2^1, \Phi_3^1$ and $\Phi_4^1$.

**STEP** $j = 1$, $k = 2$. We have $\Psi_1^2(x) = x - 3$, $\Psi_1^2.I = \{25\}$, $\Psi_1^2.U = \{1\}$ and $\Psi_1^2.B = \{-3\}$.
First, consider $s' = 0$. We get $T' = \emptyset$, $t_{left} = 3$, $t_{right} = 10$ and $\varepsilon = \min\{25 - 3, 25 - 10\} = 15$. Moreover, $b_{left} = 0$, $b_{right} = 7$ and $b_{inner} = 0$. Then $\varphi_{left}(x) = 0 + (1 - 1)x$, $\varphi_{right}(x) = 7 + (1 - 1)x$ and $\varphi_{inner}(x) = 0$. Thus, $\varphi_{max}(x) = 7$. We get $s' = s' + 15 = 15$;

Next, consider $s' = 15$. We have $T' = \{25\}$, $t_{left} = 15 + 3 = 18$, $t_{right} = 15 + 10 = 25$ and $\varepsilon = 25 - 18 = 7$. Moreover, $b_{left} = -3 + 1 \cdot 18 - 1 \cdot 15 = 0$, $b_{right} = 0$
and $b_{\text{inner}} = -3 + 1 \cdot (25 - 0) - 1 \cdot 15 = 7$. We get $\varphi_{\text{left}}(x) = 0 + (1 - 1)x$, $\varphi_{\text{right}}(x) = 0$ and $\varphi_{\text{inner}}(x) = 7 - x$. Thus, we obtain $\varphi_{\text{max}}(x) = 7 - x$. We get $s' = s' + 7 = 22$.

Finally, consider $s' = 22$. We have $T' = 0$, $t_{\text{left}} = 25$, $t_{\text{right}} = 22 + 10 = 32$ and $\varepsilon = A - s' = 25 - 22 = 3$. Moreover, $\varphi_{\text{left}}(x) = \varphi_{\text{right}}(x) = \varphi_{\text{inner}}(x) = 0$. Then $\varphi_{\text{max}}(x) = 0$. We get $s' = s' + 3 = 25$.

We have $\Phi_1^1.I = \{15, 22, 25\}$, $\Phi_1^1.U = \{0, -1, 0\}$ and $\Phi_1^1.B = \{7, 7, 0\}$.

**STEP** $j = 1$, $k = 3$. We have $\Psi_j^k(x) = x + 3\frac{2}{3}$, $\Psi_j^k.I = \{25\}$, $\Psi_j^k.U = \{\frac{1}{3}\}$ and $\Psi_j^k.B = \{3\frac{2}{3}\}$. This step is performed analogously. We have to consider $s' = 0, 12, 15$.

We obtain $\Phi_2^1.I = \{12, 15, 25\}$, $\Phi_2^1.U = \{0, -\frac{1}{3}, 0\}$ and $\Phi_2^1.B = \{8, 7, 0\}$.

**STEP** $j = 1$, $k = 4$. We have $\Psi_j^k(x) = 8$, $\Psi_j^k.I = \{25\}$, $\Psi_j^k.U = \{0\}$ and $\Psi_j^k.B = \{8\}$. This step is performed analogously. We have to consider $s' = 0, 12$.

We obtain $\Phi_3^1.I = \{12, 25\}$, $\Phi_3^1.U = \{0, 0\}$ and $\Phi_3^1.B = \{8, 0\}$.

So, after **STEP** $j = 1$, we have $F_1(t) = \max\{\Phi_1^1, \Phi_2^1, \Phi_3^1, \Phi_4^1\}$, $F_1.I = \{12, 15, 22, 25\}$, $F_1.U = \{0, -\frac{1}{3}, 1, 0\}$ and $F_1.B = \{8, 8, 7, 0\}$, see Fig. 3. In fact, the function $F_1(t)$ is obtained only from the two functions $\Phi_1$ and $\Phi_2$, where $\Phi_1$ is the maximum function on the interval $[0, 15]$ and $\Phi_2$ is the maximum function on the interval $[15, 25]$.

Next, we only present the states considered and the functions calculated in the steps $j = 2, 3, 4$. As mentioned before, the full description of all calculations can be found in [25].

**STEP** $j = 2$, $k = 1$. The states considered are $s' = 0, 7, 10, 12, 15, 17, 20, 22$.

We have $\Phi_2^1.I = \{7, 10, 15, 20, 25\}$, $\Phi_2^1.U = \{0, -\frac{1}{3}, -\frac{2}{5}, -1, -\frac{7}{8}\}$ and $\Phi_2^1.B = \{10, 10, 9, 7, 2\}$, see Fig. 3.2.

**STEP** $j = 2$, $k = 2$. Since $f_2.U[2] = 0$, this step can be done in an easier way. It is only necessary to shift the diagram of the function $F_1(t)$ to the left by the value 5 and up by the value 2. So, we have $\Phi_2^1.I = \{12 - 5, 15 - 5, 22 - 5, 25 - 5\}$, $\Phi_2^1.U = \{0, -\frac{1}{3}, -1, 0\}$ and $\Phi_2^1.B = \{8 + 5, 2, 7 + 2, 0 + 2\}$.

In Fig. 3.3, the maximum function is presented. In fact, we have $F_2(t) = \Phi_2^1(t)$, i.e., $F_2.I = \{7, 10, 15, 20, 25\}$, $F_2.U = \{0, -\frac{1}{3}, -\frac{2}{5}, -1, -\frac{7}{8}\}$ and $F_2.B = \{10, 10, 9, 7, 2\}$.

**STEP** $j = 3$, $k = 1$. Since $f_3.U[1] = 0$, this step can be done in an easier way. To obtain the function $\Phi_3^1(t)$, it is only necessary to shift the diagram of the function $F_2(t)$ to the left by the value 0 and up by the value 0.

**STEP** $j = 3$, $k = 2$. The states considered are $s' = 0, 3, 5, 6, 8, 11, 13, 16, 18, 21, 23$.

We have $\Phi_2^2.I = \{7 - 4, 10 - 4, 15 - 4, 20 - 4, 25 - 4, 23, 25\}$, $\Phi_2^2.U = \{0, -\frac{1}{3}, -\frac{2}{5}, -1, -\frac{7}{8}, -2, 0\}$ and $\Phi_2^2.B = \{14, 14, 13, 11, 6, 4, 0\}$.

**STEP** $j = 3$, $k = 3$. The states considered are $s' = 0, 1, 3, 4, 6, 9, 11, 14, 16, 19, 21$.

We have $\Phi_3^3.I = \{1, 4, 9, 11, 15\frac{2}{5}, 19, 21, 25\}$, $\Phi_3^3.U = \{0, -\frac{1}{3}, -\frac{6}{5}, -\frac{7}{8}, -\frac{1}{2}, -1, -\frac{7}{8}, -2, 0\}$.
Figure 3: Calculations in the example
−\frac{2}{7}, −\frac{1}{7}, 0\} and \(\Phi_3^3, B = \{15, 14, 12, 11, 6\frac{1}{7}, 5, 0\}\). In this example, we do not cut the point \(15\frac{2}{7}\) as it is presented in Fig. 1. So, here we have two non-integer break points.

STEP \(j = 3, k = 4\). Since \(f_3, U[4] = 0\), this step can be done in an easier way. To obtain the function \(\Phi_4^3(t)\), it is only necessary to shift the diagram of the function \(F_2(t)\) to the left by the value 6 and up by the value 5. The functions \(\Phi_1^3(t)\) and \(\Phi_2^3(t)\) are presented in Fig. 3.4, and the functions \(\Phi_3^3(t)\) and \(\Phi_4^3(t)\) are shown in Fig. 3.5. In Fig. 3.6, the maximum function

\[F_3(t) = \max\{\Phi_1^3(t), \Phi_2^3(t), \Phi_3^3(t), \Phi_4^3(t)\}\]

is presented. So, we have \(F_3, I = \{1, 4, 9, 11, 15\frac{2}{3}, 21, 22\frac{1}{3}, 25\}\), \(F_3, U = \{0, −\frac{1}{3}, −\frac{2}{3}, −1, −\frac{4}{3}, −\frac{5}{3}, −\frac{6}{3}\}\) and \(F_3, B = \{15, 14, 12, 11, 6\frac{1}{7}, 4, 1\}\).

STEPS \(j = 4, k = 1, 2, 3\) are performed in an easy way, i.e., to obtain the functions \(\Phi_1^4(t), \Phi_2^4(t)\) and \(\Phi_3^4(t)\), we have to shift the diagram of the function \(F_3(t)\) to the left by the value 0, 3, 4 and up by the value 0, 1, 4, respectively. In Fig. 4, the maximum function \(F_4(t)\) is presented.

To find an optimal solution at the point \(s = 0\), we can do backtracking. We have \(x_4 = 4\) and \(f_4(x_4) = 4\), \(x_3 = 6\) and \(f_3(x_3) = 5\), \(x_2 = 5\) and \(f_2(x_2) = 2\) as well as \(x_1 = 10\) and \(f_1(x_1) = 7\). So, the optimal objective function value is \(F^*(0) = 18\).

In the GrA, we considered the following number of states \(s'\): \(2+3+3+2 = 10\) (for \(j = 1\)), \(8 + 4 = 12\) (for \(j = 2\), where 4 states were considered for \(k = 2\)), \(5 + 10 + 11 + 5 = 31\) (for \(j = 3\), where 5 states were considered for \(k = 1\) and \(k = 4\)), \(7 + 7 + 7 = 21\) (for \(j = 4\), i.e., during the shift of the diagram). So, in total we considered \(10 + 12 + 31 + 21 = 74\) states \(s'\). In the DPA, approximately \(25(3 + 2 + 4 + 3) = 300\) states will be considered. If we scale our instance to a large number \(M\) (i.e., we multiply all input data by \(M\)), the running time of the DPA increases by the factor \(M\), but the running time of the GrA remains the same. Of course, for each state in the GrA, we need more calculations than in the DPA. However, this number is constant and the GrA has a better running time.
5. An FPTAS based on the GrA

In this section, a fully polynomial-time approximation scheme (FPTAS) is derived based on the GrA presented in Section 3.

First, we recall some relevant definitions. For the optimization problem of minimizing a function $F(\pi)$, a polynomial-time algorithm that finds a feasible solution $\pi'$ such that $F(\pi')$ is at most $\rho \geq 1$ times less than the optimal value $F(\pi^*)$ is called a $\rho$-approximation algorithm; the value of $\rho$ is called a worst-case ratio bound. If a problem admits a $\rho$-approximation algorithm, it is said to be approximable within a factor $\rho$. A family of $\rho$-approximation algorithms is called an FPTAS, if $\rho = 1 + \varepsilon$ for any $\varepsilon > 0$ and the running time is polynomial with respect to both the length of the problem input and $1/\varepsilon$.

Let $LB = \max_{j=1,\ldots,n} f_j(A)$ be a lower bound and $UB = n \cdot LB$ be an upper bound on the optimal objective function value.

The idea of the FPTAS is as follows. Let $\delta = \frac{\varepsilon LB}{n}$. To reduce the time complexity of the GrA, we have to diminish the number of columns $|F_j.B|$ considered, which corresponds to the number of different objective function values $b \in F_j.B, b \leq UB$. If we do not consider the original values $b \in F_j.B$ but the values $\bar{b}$ which are rounded up or down to the nearest multiple of $\delta$ values $b$, there are no more than $\frac{UB}{\delta} = \frac{n^2}{\varepsilon}$ different values $\bar{b}$. Then we will be able to approximate the function $F_j(t)$ into a similar function with no more than $2n^2/\varepsilon$ break points (see Fig. 5). Furthermore, for such a modified table representing a function $\bar{F}_j(t)$, we will have

$$|F_j(t) - \bar{F}_j(t)| < \delta \leq \frac{\varepsilon F(\pi^*)}{n}.$$  

If we do the rounding and modification after each step [2.2], the cumulative error will be no more than $n\delta \leq \varepsilon F(\pi^*)$, and the total running time of the $n$ runs of the step [2.2] will be

$$O\left(\frac{n^2 \sum k_j}{\varepsilon}\right),$$

i.e., an FPTAS is obtained.

In [28], a technique was proposed to improve the complexity of an approximation algorithm for optimization problems. This technique can be described as follows. Let there exist an FPTAS for a problem with a running time bounded by a polynomial $P(L, \frac{1}{\varepsilon}, \frac{UB}{LB})$, where $L$ is the input length of the problem instance and $UB, LB$ are known upper and lower bounds, respectively. Let the value $\frac{UB}{LB}$ be not bounded by a constant. Then this technique enables us to find in $P(L, \log \log \frac{UB}{LB})$ time values $UB_0$ and $LB_0$ such that

$$LB_0 \leq F^* \leq UB_0 < 3LB_0,$$

i.e., $\frac{UB_0}{LB_0}$ is bounded by the constant 3. By using such values $UB_0$ and $LB_0$, the running time of the FPTAS will be reduced to $P(L, \frac{1}{\varepsilon})$, where $P$ is the same.
Figure 5: Substitution of columns and modification of $F_l(t)$

polynomial. So, by using this technique, we can improve the FPTAS to have a running time of

$$O \left( \frac{n \cdot \sum k_j}{\varepsilon} \left( 1 + \log \log n \right) \right),$$

Finally, we only note that an FPTAS based on a GrA was presented in [29] for some single machine scheduling problems.

6. Concluding Remarks

In this paper, we used a graphical approach to improve a known pseudo-polynomial algorithm for a project investment problem and to derive an FPTAS with the best known running time.

The practical usefulness of the graphical approach is not limited to such a project investment problem or similar warehousing and lot sizing problems. The graphical approach can be applied to problems, for which a pseudo-polynomial algorithm exists and Boolean variables are used in the sense that yes/no decisions have to be made. This is the case for many applications of capital budgeting in science and engineering. However, e.g., for the knapsack problem, the graphical algorithm mostly reduces substantially the number of states to be considered but the time complexity of the algorithm remains pseudo-polynomial [26]. On the other side, e.g., for the single machine scheduling problem of maximizing total tardiness, such a graphical algorithm improved the complexity from $O(n \sum p_j)$ to $O(n^2)$ [30]. It seems to be challenging for future research to study other well-known combinatorial optimization problems with this approach to know exactly its performance for different problems and to deduce more general properties.
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