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Low lying spectral gaps induced by slowly varying magnetic fields

May 3, 2016

Horia D. Cornean1, Bernard Helffer2, and Radu Purice3

Abstract

Consider a periodic Schrödinger operator in two dimensions, perturbed by a weak magnetic
field whose intensity slowly varies around a positive mean. We show in great generality that
the bottom of the spectrum of the corresponding magnetic Schrödinger operator develops
spectral islands separated by gaps, reminding of a Landau-level structure.

First, we construct an effective magnetic matrix which accurately describes the low lying
spectrum of the full operator. The construction of this effective magnetic matrix does not
require a gap in the spectrum of the non-magnetic operator, only that the first and the second
Bloch eigenvalues never cross. The crossing case is more difficult and it will be considered
elsewhere.

Secondly, we perform a detailed spectral analysis of the effective matrix using a gauge-
covariant magnetic pseudo-differential calculus adapted for slowly varying magnetic fields.

1 Introduction

In this paper we analyze the gap structure appearing at the bottom of the spectrum of a two
dimensional periodic Hamiltonian, which is perturbed by a magnetic field that is neither constant,
nor vanishing at infinity, but which is supposed to have ’weak variation’, in a sense made precise
in Eq.(1.5) below. Our main purpose is to show the appearance of a structure of narrow spectral
islands separated by open spectral gaps. We shall also investigate how the size of these spectral
objects varies with the smallness and the weak variation of the magnetic field.

We therefore hope to contribute to the mathematical understanding of the so called Peierls
substitution at weak magnetic fields [35]; this problem has been mathematically analyzed by
various authors (Buslaev [6], Bellissard [3, 4], Nenciu [31, 32], Helffer-Sjöstrand [18, 38], Panati-
Spohn-Teufel [34], Freund-Teufel [13], de Nittis-Lein [11], Cornean-Iftimie-Purice [24, 8]) in order
to investigate the validity domain of various models developed by physicists like Kohn [27] and
Luttinger [28]. An exhaustive discussion on the physical background of this problem can be found
in [32].

1.1 Preliminaries

On the configuration space X := R2 we consider a lattice Γ ⊂ X generated by two linearly
independent vectors {e1, e2} ⊂ X , and we also consider a smooth, Γ-periodic potential V : X → R .
The dual lattice of Γ is defined as

Γ∗ := {γ∗ ∈ X ∗ | 〈γ∗, γ〉/(2π) ∈ Z , ∀γ ∈ Γ} .

Let us fix an elementary cell :

E :=
{
y =

2∑
j=1

tjej ∈ R2 | −1/2 ≤ tj < 1/2 , ∀j ∈ {1, 2}
}
.
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We consider the quotient group X/Γ that is canonically isomorphic to the 2-dimensional torus T.
The dual basis {e∗1, e∗2} ⊂ X ∗ is defined by 〈e∗j , ek〉 = (2π)δjk , and we have Γ∗ = ⊕2

j=1Ze∗j . We
define T∗ := X ∗/Γ∗ and E∗ by

E∗ :=
{
θ =

2∑
j=1

tje
∗
j ∈ R2 | −1/2 ≤ tj < 1/2 , ∀j ∈ {1, 2}

}
.

Consider the differential operator −∆ +V , which is essentially self-adjoint on the Schwartz set
S (X ). Denote by H0 its self-adjoint extension in H := L2(X ). The map(

VΓϕ
)
(θ, x) := |E|−1/2

∑
γ∈Γ

e−i<θ,x−γ>ϕ(x− γ) , ∀ (θ, x) ∈ X × E∗, ∀ϕ ∈ S (X ) , (1.1)

(where |E| is the Lebesgue measure of the elementary cell E) induces a unitary operator VΓ from
L2(X ) onto L2

(
E∗;L

2(T)
)
. Its inverse V −1

Γ is given by:

(V −1
Γ ψ)(x) = |E∗|−

1
2

∫
E∗

ei<θ,x>ψ(θ, x) dθ . (1.2)

We know from the Bloch-Floquet theory (see for example [37]) the following:

1. We have a fibered structure:

Ĥ0 := VΓH
0V −1

Γ =

∫ ⊕
E∗

Ĥ0(θ)dθ, Ĥ0(θ) :=
(
− i∇− θ

)2
+ V in L2(T) . (1.3)

2. The map E∗ 3 θ 7→ Ĥ0(θ) has an extension to X ∗ given by

Ĥ0(θ + γ∗) = ei<γ
∗,·>Ĥ0(θ)e−i<γ

∗,·>,

and it is analytic in the norm resolvent topology.
3. There exists a family of continuous functions E∗ 3 θ 7→ λj(θ) ∈ R with periodic continuous
extensions to X ∗ ⊃ E∗, indexed by j ∈ N such that λj(θ) ≤ λj+1(θ) for every j ∈ N and θ ∈ E∗,
and

σ
(
Ĥ0(θ)

)
=
⋃
j∈N
{λj(θ)}.

4. There exists an orthonormal family of measurable eigenfunctions E∗ 3 θ 7→ φ̂j(θ, ·) ∈ L2(T),

j ∈ N, such that ‖φ̂j(θ, ·)‖L2(T) = 1 and Ĥ0(θ)φ̂j(θ, ·) = λj(θ)φ̂j(θ, ·) .

Remark 1.1. It was proved in [26] that λ0(θ) is always simple in a neighborhood of θ = 0 and
has a nondegenerate global minimum on E∗ at θ = 0, minimum which we may take equal to zero
(up to a shift in energy). For the convenience of the reader, we include a short proof of these facts
in Appendix A.

We shall also need one of the following two conditions.

Hypothesis 1.2. Either sup(λ0) < inf(λ1), i.e. a non-crossing condition with a gap,

or

Hypothesis 1.3. The eigenvalue λ0(θ) remains simple for all θ ∈ T∗, but sup(λ0) ≥ inf(λ1), i.e.
a non-crossing condition with range overlapping and no gap.

Because H0 has a real symbol, we have Ĥ0(θ) = Ĥ0(−θ) . Also, since λ0(·) is simple, it must
be an even function

λ0(θ) = λ0(−θ) . (1.4)
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1.2 The main result

Now let us consider the magnetic field perturbation, which is a 2-parameter family of magnetic
fields

Bε,κ(x) := εB0 + κεB(εx) , (1.5)

indexed by (ε, κ) ∈ [0, 1]× [0, 1] .
Here B0 > 0 is constant, while B : X → R is smooth and bounded together with all its derivatives.
Let us choose some smooth vector potentials A0 : X → X and A : X → X such that:

B0 = ∂1A
0
2 − ∂2A

0
1 , B = ∂1A2 − ∂2A1 , (1.6)

and
Aε,κ(x) := εA0(x) + κA(εx) , Bε,κ = ∂1A

ε,κ
2 − ∂2A

ε,κ
1 . (1.7)

The vector potential A0 is always in the transverse gauge, i.e.

A0(x) = (B0/2)
(
− x2, x1

)
. (1.8)

We consider the following magnetic Schrödinger operator, essentially self-adjoint on S (X ):

Hε,κ := (−i∂x1
−Aε,κ1 )2 + (−i∂x2

−Aε,κ2 )2 + V . (1.9)

When κ = ε = 0 we recover the periodic Schrödinger Hamiltonian without magnetic field H0.

Our main goal is to prove that for ε and κ small enough, the bottom of the spectrum of Hε,κ

develops gaps of width of order ε separated by spectral islands (non-empty but not necessarily
connected) whose width is slightly smaller than ε, see below for the precise statement.

Theorem 1.4. Consider either Hypothesis 1.2 or Hypothesis 1.3. Fix an integer N > 1. Then
there exist some constants C0, C1, C2 > 0 , and ε0, κ0 ∈ (0, 1) , such that for any κ ∈ (0, κ0] and
ε ∈ (0, ε0] there exist a0 < b0 < a1 < · · · < aN < bN with a0 = inf{σ(Hε,κ)} so that:

σ(Hε,κ) ∩ [a0, bN ] ⊂
N⋃
k=0

[ak, bk] , dim
(
RanE[ak,bk](H

ε,κ)
)

= +∞ ,

bk − ak ≤ C0 κε+ C1 ε
4/3 , 0 ≤ k ≤ N , and ak+1 − bk ≥

1

C2
ε , 0 ≤ k ≤ N − 1 . (1.10)

Moreover, given any compact set K ⊂ R, there exists C > 0 , such that, for (κ, ε) ∈ [0, 1]× [0, 1] ,
we have (here distH means Hausdorff distance):

distH
(
σ(Hε,κ) ∩K,σ(Hε,0) ∩K

)
≤ C
√
κε . (1.11)

Remark 1.5. Exactly one of the two non-crossing conditions described in Hypothesis 1.2 and 1.3
is generically satisfied when the potential V does not have any special symmetries. The crossing
case will be considered elsewhere.

Remark 1.6. A natural conjecture is that the spectrum is close (say modulo o(ε)) to the union
of the spectra of the Schrödinger operators with a constant magnetic field εB0 + εκβ with β in
the range of B. This leads us to the conjecture that the best C0 in (1.10) could be the variation
of B, i.e. supB − inf B. Anyhow, from (1.10) we see that a condition for the appearance of gaps
is κ < 1/(C0C2).

Remark 1.7. Most of this paper is dedicated to the proof of (1.10). The estimate (1.11) is a
direct consequence of the results of [9], but we included it here in order to make a comparison
with previous results obtained for constant magnetic fields (i.e. κ = 0), where the values of the
ak’s and bk’s from (1.10) are found with much better accuracy, see Theorem 2.2.
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1.3 The plan of the paper

Some properties of the bottom of the spectrum of the non-magnetic periodic operator can be found
in Appendix A. The magnetic quantization is summarized in Appendix B. Given a magnetic field
B of class BC∞(X ) (i.e. bounded together with all its derivatives) and a choice of a vector
potential A for it (i.e. such that curlA = B), one can define a twisted pseudo-differential calculus
(see [29]), that generalizes the standard Weyl calculus and associates with any symbol F ∈ Smρ (Ξ)
the following operator in H (for all u ∈ S (X ) and x ∈ X ):(

OpA(F )u
)
(x) := (2π)−2

∫
X

∫
X∗

ei〈ξ,x−y〉e−i
∫
[x,y]

A F

(
x+ y

2
, ξ

)
u(y) dξ dy , (1.12)

where
∫

[x,y]
A is the integral over the oriented segment [x, y| of the 1-form associated with A.

For F (x, ξ) = ξ2 + V (x) , OpA(F ) is the usual Schrödinger operator in (1.9).

For the convenience of the reader, we now list the main ideas appearing in the proof.

Step 1: Construction of an effective magnetic matrix, see Subsections 3.1 and 3.2.
Because λ0(θ) is always assumed to be isolated, one can associate with it an orthonormal projection
π0 which commutes with H0. Note that π0 might not be a spectral projection for H0, unless there
is a gap between the first band and the rest. But in both cases, the range of π0 has a basis consisting
of exponentially localized Wannier functions [7, 32, 12]. When ε and κ are small enough, we can
construct an orthogonal system of exponentially localized almost Wannier functions starting from
the unperturbed Wannier basis, and show that the corresponding orthogonal projection πε,κ0 is
almost invariant for Hε,κ. Note that in the case with a gap, πε,κ0 can be constructed to be a
true spectral projection for Hε,κ. Next, using a Feshbach-type argument, we prove that the low
lying spectrum of Hε,κ is at a Hausdorff distance of order ε2 from the spectrum of the reduced
operator πε,κ0 Hε,κπε,κ0 .

In the basis of magnetic almost Wannier functions, the reduced operator πε,κ0 Hε,κπε,κ0 defines
an effective magnetic matrix acting on `2(Γ). Hence if this magnetic matrix has spectral gaps of
order ε, the same holds true for the bottom of the spectrum of Hε,κ.

Step 2: Replacing the magnetic matrix with a magnetic pseudodifferential operator
with periodic symbol, see Subsection 3.3. Adapting the methods of [18, 8] in the case of a
constant magnetic field εB0, i.e. for κ = 0, one can define a periodic magnetic Bloch band function
λε which is a perturbation of order ε of λ0. Considering this magnetic Bloch band function as
a periodic symbol, we may define its magnetic quantization (see Subsection B.2) in the magnetic

field Bε,κ, denoted by OpA
ε,κ

(λε). It turns out that the spectrum of OpA
ε,κ

(λε) is located at a
Hausdorff distance of order κε from the spectrum of the effective operator πε,κ0 Hε,κπε,κ0 . Hence if

OpA
ε,κ

(λε) has gaps of order ε (provided that κ is smaller than some constant independent of ε),
the same is true for the bottom of the spectrum of Hε,κ.

Step 3: Spectral analysis of OpA
ε,κ

(λε), see Section 4. Here we compare the spectrum of

OpA
ε,κ

(λε) with the spectrum of a Landau-type quadratic symbol defined using the Hessian of λε

near its simple, isolated minimum; this is achieved by proving that the magnetic quantization of
an explicitly defined symbol is in fact a quasi-resolvent for the magnetic quantization of λε (see
Subsection 4.3). The main technical result is Proposition 4.5.

An important technical component of the proof of Proposition 4.5 is the expansion of a magnetic
Moyal calculus for symbols with weak spatial variation (see Appendix B.5.2), that replaces the
Moyal calculus for a constant field as appearing in [5, 19]. Some often used notations and definitions
are recalled in Appendix B.1.
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2 Previous results

When κ = 0 and under the gap-Hypothesis 1.2, some sharper spectral results were proved by
B. Helffer and J. Sjöstrand in [18]. They showed that in this case the width of the spectral islands
is of order O(ε∞).

For the convenience of the reader, we recall the precise statement. Let λ0(θ1, θ2) denote the
isolated eigenvalue and let B0 = 1 . Then if ε is small enough, Hε,0 has an isolated spectral
island Iε near the range of λ0 . Moreover, Iε coincides with the spectrum of an one-dimensional
ε-pseudo-differential operator, whose symbol λε admits an asymptotic expansion in ε and whose
principal symbol is λ0 (see formula (6.13) in [18]). By ε-pseudo-differential operator, acting in
L2(R), we mean the following object:

(
Opwε (λε)u

)
(x) := (2πε)−1

∫
R

∫
R
ei〈ξ,x−y〉/ε λε

(x+ y

2
, ξ
)
u(y) dξ dy , u ∈ S (R) . (2.1)

Note that the operator Opwε (λε) can also be considered as the usual Weyl quantification of the
symbol (x, ξ) 7→ λε(x, εξ). It is important to note that we have quantified the symbol into an
operator on L2(R). The spectral analysis of a Hamiltonian of the form Opwε (λ) in (1D) (that
is standard for λ(x, ξ) = x2 + ξ2) has been extended to general Hamiltonians in [16] (see also
[17]). Near the minimum of λ0 one can perform a semi-classical analysis of the bottom of the
spectrum under the hypothesis that the minimum is non degenerate, assumption which is satisfied
in our case (see Appendix A). One can also perform a semi-classical analysis near each energy
E ∈ λ0(R2) such that ∇λ0 6= 0 on λ−1

0 (E) (under an assumption that the connected components
of λ−1

0 (E) are compact) and prove a Bohr-Sommerfeld formula for the eigenvalues of one-well
microlocal problems. Each time this implies as a byproduct the existence of gaps, the spectrum
at the bottom being contained, due to the tunneling effect, inside the union of exponentially
small (as ε → 0) intervals centered at a point asymptotically close to the value computed by the
Bohr-Sommerfeld rule. This is indeed what is done in great detail in [17] and [19] under specific
conditions on the potential and for the square lattice, which imply that λ0(θ) is close in a suitable
sense to t (cos θ1 + cos θ2)), where t is a tunneling factor. See Section 9 in [17]. In our context,
one of the main results in [18] is the following.

Theorem 2.1. Under Hypothesis 1.2, given a positive integer N > 1 there exist ε0 > 0 and C > 0,
such that for ε ∈ (0, ε0] there exist a0 < b0 < ... < aN < bN such that a0 = inf{σ(Hε,0)} and:

σ(Hε,0) ∩ [a0, bN ] ⊂
N⋃
k=0

[ak, bk] ,

bk − ak = O(ε∞), 0 ≤ k ≤ N, and ak+1 − bk ≥ ε/C, 0 ≤ k ≤ N − 1 .

Moreover,
dim

(
RanE[ak,bk](H

ε,0)
)

= +∞ .

One can actually have the same description with N = N(ε) in an interval [−∞, E] under the
following conditions that are always satisfied for |E − inf λ0| small enough:

• λ−1
0 ((−∞, E]) = ∪γ∗∈Γ∗τγ∗W0(E) .

• W0(E) is connected and contains θ = 0 which is the unique critical point of λ0 in W0(E) .

• τγ∗W0(E) ∩ τγ̃∗W0(E) = ∅ if γ∗ 6= γ̃∗ .

The proof in Section 2 in [17] gives also in each interval [ak, bk] an orthonormal basis φγ∗

(indexed by Γ∗) of the image of E[ak,bk](H
ε,0) of functions φγ∗ being localized near γ∗. Here we

have identified this image with the image of E[ak,bk](Opε(λε)) in L2(R). Finally these results imply
the following statement.
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Theorem 2.2. Under Hypothesis 1.2 and the above assumptions, for any L ∈ N∗, there exist
ε0 > 0 and C > 0, such that for ε ∈ (0, ε0] there exist N(ε) and a0 < b0 < ... < aN < bN such that
a0 = inf{σ(Hε,0)} and:

σ(Hε,0) ∩ (−∞, E) ⊂
N⋃
k=0

[ak, bk] ,

|bk − ak| ≤ C εL for 0 ≤ k ≤ N(ε) , and ak+1 − bk ≥ ε/C for 0 ≤ k ≤ N(ε)− 1 .

Moreover ak is determined by a Bohr-Sommerfeld rule

ak = f((2k + 1)ε, ε) ,

where t 7→ f(t, ε) has a complete expansion in powers of ε, f(0, 0) = inf λ0 , and ∂tf(0, 0) 6= 0 (see
[16] or [17]).

Remark 2.3. We conjecture that Theorem 2.2 still holds with bands of size exp(−Sε ) for some
S > 0 . What is missing are some ”microlocal” decay estimates which are only established in
particular cases in [17] for Harper’s like models. We conjecture that if in addition E < inf λ1,
Theorem 2.2 is true even under the weaker Hypothesis 1.3.

Remark 2.4. The case of purely magnetic Schrödinger operators when the magnetic field has a
global non-degenerate minimum has been treated in [15, 36].

3 The effective band Hamiltonian

3.1 The magnetic almost Wannier functions

We recall some results from [32, 18, 7, 8]. Under both Hypothesis 1.2 and 1.3, using the analyticity
of the application X ∗ 3 θ → Ĥ0(θ) in the norm resolvent sense and the contour integral formula
for the spectral projection, it is well known (see for example Lemma 1.1 in [18]) that one can

choose its first L2-normalized eigenfunction as an analytic function X ∗ 3 θ → φ̂0(θ, ·) ∈ L2(T)
such that

φ̂0(θ + γ∗, x) = ei<γ
∗,x>φ̂0(θ, x)

and
Ĥ0(θ) φ̂0(θ, ·) = λ0(θ) φ̂0(θ, ·) . (3.1)

Then the principal Wannier function φ0 is defined (see (1.2)) by:

φ0(x) =
[
V −1

Γ φ̂0

]
(x) = |E∗|−

1
2

∫
E∗

ei<θ,x>φ̂0(θ, x) dθ . (3.2)

φ0 has rapid decay. In fact, using the analyticity property of θ 7→ φ̂0(θ, ·) and deforming the
contour of integration in (3.2) (cf (1.8) and (1.9) in [18]), we get the existence of C > 0 and for
any α ∈ N2 of Cα > 0 such that

|∂αxφ0(x)| ≤ Cα exp(−|x|/C) , ∀x ∈ R2 .

We shall also consider the associated orthogonal projections

π̂0(θ) := |φ̂0(θ, ·) >< φ̂0(θ, ·)| , π0 := V −1
Γ

(∫ ⊕
E∗

π̂0(θ)dθ

)
VΓ . (3.3)

Then the family generated by φ0 by translation with γ over the lattice Γ:

φγ := τ−γφ0

is an orthonormal basis for the subspace π0H .

6



Remark 3.1. We note that under Hypothesis 1.2, π0 is the spectral projection attached to the first
simple band. This is no longer true under Hypothesis 1.3 where we might have inf(λ1) < sup(λ0) .

We now start the construction of some magnetic almost Wannier functions. In order to obtain
the best properties for these functions adapted to the specific structure of the magnetic field (see
(1.5)) we shall proceed in two steps. First we consider the constant magnetic field εB0, and then
we add the second perturbation κεB(εx).

Definition 3.2.

1. For any γ ∈ Γ and with A0 defined in (1.8) we introduce:

◦
φεγ(x) := Λε(x, γ)φ0(x− γ) , Λε(x, y) := exp

{
−i ε

∫
[x,y]

A0

}
.

2. π̃ε0 will denote the orthogonal projection on the closed linear span of {
◦
φεγ}γ∈Γ .

3. Gεαβ := 〈
◦
φεα,

◦
φεβ〉H denotes the infinite Gramian matrix, indexed by Γ× Γ .

Due to the exponential decay of φ0, we obtain (see Lemma 3.15 in [8]):

Proposition 3.3. There exists ε0 > 0 such that, for any ε ∈ [0, ε0], the matrix Gε defines a
positive bounded operator on `2(Γ). Moreover, for any m ∈ N, there exists Cm > 0 such that

sup
(α,β)∈Γ×Γ

< α− β >m
∣∣Gεαβ − 1l

∣∣ ≤ Cm ε . (3.4)

Actually, by (4.5) in [18], we have even exponential decay but this is not needed in this paper.
From (3.4) and the construction of the Wannier functions through the magnetic translations (cf
Lemmas 3.1 and 3.2 in [7])), we obtain the following result:

Proposition 3.4. For ε ∈ [0, ε0] , Fε :=
(
Gε
)−1/2

has the following properties:

1. Fε ∈ L(`2(Γ)) ∩ L(`∞(Γ)) .

2. For any m ∈ N, there exists Cm > 0 such that

sup
(α,β)∈Γ×Γ

< α− β >m
∣∣Fεαβ − 1l

∣∣ ≤ Cm ε , ∀ε ∈ [0, ε0] . (3.5)

3. There exists a rapidly decaying function Fε : Γ → C such that for any pair (α, β) ∈ Γ × Γ
we have:

Fεα,β = Λε(β, α) Fε(β − α) .

Thus for all ε ∈ [0, ε0] we can define the following orthonormal basis of π̃ε0H :

φεγ :=
∑
α∈Γ

Fεαγ
◦
φεα ,∀γ ∈ Γ . (3.6)

Remark 3.5. Note that the operators {Λε(·, γ)τ−γ}γ∈Γ, appearing in Definition 3.2 (1), are the
magnetic translations considered in [32] and in Section 2 (p. 147) of [18]. As proved there, these
operators satisfy the following composition relation:[

Λε(·, α)τ−α
][

Λε(·, β)τ−β
]

= Λε(β, α)
[
Λε(·, α+ β)τ−α−β

]
, ∀(α, β) ∈ Γ× Γ .

Remark 3.6. One can verify [18, 7] that for any γ ∈ Γ, Λε(·, γ)τ−γ commute with Hε,0 and with
the magnetic momenta

(
− i∂j − εA0

j (x)
)
.
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Using the second point of Theorem 1.10 from [7] one shows that the second point of our
Proposition 3.4 implies the next two statements.

Proposition 3.7. With ψε0 in S (R2) defined by

ψε0(x) =
∑
α∈Γ

Fε(α) Ωε(0, α, x)φ0(x− α) , (3.7)

we have
φεγ = Λε(·, γ)(τ−γψ

ε
0) , ∀γ ∈ Γ .

Corollary 3.8. There exists ε0 > 0 and, for any m ∈ N , α ∈ N2, there exists Cm,α > 0 s. t.

< x >m |[∂αx (ψε0 − φ0)](x)| ≤ Cm,α ε ,

for any ε ∈ [0, ε0] and any x ∈ R .

We are now ready to consider the case with κ 6= 0 .

Definition 3.9. The magnetic almost Wannier functions associated with Bε,κ in (1.5) are defined
as:

◦
φε,κγ := Λε,κ(·, γ)

(
τ−γψ

ε
0

)
,

where Λε,κ is given by (B.7) with Aε,κ as defined in (1.7).

If we choose some smooth vector potential A(y) such that curlA = B (we recall that Bε,κ :=
εB0 + κεB(εx)) and introduce

Aε(x) := A(εx) and Λ̃ε,κ(x, y) := exp

{
−iκ

∫
[x,y]

Aε

}
,

then we have the equality
◦
φε,κγ = Λ̃ε,κ(·, γ)φεγ .

The following statement is proved in Lemma 3.1 of [7]. It is based on the rapid decay of the
Wannier functions and the polynomial growth of the derivatives of Ωε,κ(α, β, x) (see (B.9)).

Proposition 3.10. There exists ε0 > 0 such that, for any (ε, κ) ∈ [0, ε0] × [0, 1], the Gramian

matrix
(
Gε,καβ

)
(α,β)∈Γ2

defined by

Gε,καβ := 〈
◦
φε,κα ,

◦
φε,κβ 〉H

has the form:
Gε,καβ = δαβ + Λ̃ε,κ(α, β)Xε,κ(α, β),

where, for all m ∈ N , there exists Cm > 0 such that

|Xε,κ(α, β)| ≤ Cm κε < α− β >−m, ∀(α, β) ∈ Γ2 .

Definition 3.11. If ε ∈ [0, ε0] and κ ∈ [0, 1] we define:

1. φ̃ε,κγ :=
∑
α∈Γ

Fε,καγ
◦
φε,κα with Fε,κ :=

[
Gε,κ

]−1/2
,

2. π̃ε,κ0 to be the orthogonal projection on the closed linear span of {
◦
φε,κγ }γ∈Γ .
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3.2 The almost invariant magnetic subspace

We shall prove (see Proposition 3.12 below) that the orthogonal projection π̃ε,κ0 is almost invariant
(modulo an error of order ε) for the Hamiltonian Hε,κ.

Proposition 3.12. There exist ε0 > 0 and C > 0 such that, for any (ε, κ) ∈ [0, ε0] × [0, 1] , the
range of π̃ε,κ0 belongs to the domain of Hε,κ and∥∥[Hε,κ, π̃ε,κ0

]∥∥
L(H)

≤ C ε .

Proof. All the Wannier-type functions introduced in Subsection 3.1 belong to S (X ) and are in the
domain of the respective Hamiltonians. We follow the ideas of Subsection 3.1 in [8] and compare
the orthogonal projection π̃ε,κ0 with π0. Let us denote by pε,κ (resp. p) the distribution symbol of
the orthogonal projection π̃ε,κ0 (resp. π0) for the corresponding quantizations, i.e.

π̃ε,κ0 := Opε,κ
(
pε,κ

)
, π0 := Op

(
p
)
. (3.8)

We have
π̃ε,κ0 =

∑
γ∈Γ

|φ̃ε,κγ >< φ̃ε,κγ | , π0 =
∑
γ∈Γ

|φγ >< φγ | . (3.9)

For any γ ∈ Γ, both projections |φ̃ε,κγ >< φ̃ε,κγ | and |φγ >< φγ | are magnetic pseudodifferential
operators with associated symbols pε,κγ and pγ of class S (Ξ). We conclude then that the symbols

pε,κ =
∑
γ∈Γ

pε,κγ , p =
∑
γ∈Γ

pγ , (3.10)

where the series converge for the weak distribution topology, are in fact of class S−∞(Ξ) (see
Definition B.1 in Appendix B.1). Then[

Hε,κ, π̃ε,κ0

]
= Opε,κ

(
h ]ε,κ pε,κ − pε,κ ]ε,κh

)
, (3.11)

and Proposition B.14 in Appendix B.4 shows that

h ]ε,κpε,κ = h ] pε,κ + κε rε,κ(h, pε,κ) ,

with rε,κ(h, pε,κ) ∈ S−∞(Ξ) uniformly in (ε, κ) ∈ [0, ε0]× [0, 1] and similarly for pε,κ ]ε,κh .
By construction, we have the commutation relation[

H0, π0

]
= 0 ,

so that
h ] p− p ] h = 0 .

Hence:[
Hε,κ, π̃ε,κ0

]
= Opε,κ

(
h ] (pε,κ − p)− (pε,κ − p) ] h

)
+ κεOpε,κ

(
rε,κ(h, pε,κ)− rε,κ(pε,κ, h)

)
.

Finally let us compare the two regularizing symbols pε,κ and p . We notice that for any func-
tion ψ ∈ S (X ) having L2-norm equal to one, its associated 1-dimensional orthogonal projection
|ψ >< ψ| has the integral kernel Kψ(x, y) := ψ(x)ψ(y) and thus (see (B.14)) its magnetic symbol
pAψ is given by:

pAψ (x, ξ) = (2π)−1/2

∫
X
e−i<ξ,z>ψ

(
x+

z

2

)
ψ
(
x− z

2

)
ΛA
(
x− z

2
, x+

z

2

)
dz .

Let us consider the difference pε,κγ − pγ for some γ ∈ Γ and compute
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pε,κγ (x, ξ)− pγ(x, ξ) = (2π)−1/2

∫
X
e−i<ξ,z>×

×
[
Λε,κ

(
x− z

2
, x+

z

2

)
φ̃ε,κγ

(
x+

z

2

)
φ̃ε,κγ

(
x− z

2

)
−φγ

(
x+

z

2

)
φγ
(
x− z

2

)]
dz .

In order to estimate the above difference we compare both terms with a third symbol qε,κγ associated

with
◦
φε,κγ (see Definition 3.9):

qε,κγ (x, ξ) := (2π)−1/2

∫
X
e−i<ξ,z>Λε,κ

(
x− z

2
, x+

z

2

) ◦
φε,κγ

(
x+

z

2

) ◦
φε,κγ

(
x− z

2

)
dz

and estimate the difference

pε,κγ (x, ξ) − qε,κγ (x, ξ)

= (2π)−1/2
∑

(α,β)∈Γ×Γ

Λ̃ε,κ(γ, α)Xε,κ(γ, α)Λ̃ε,κ(β, γ)Xε,κ(γ, β) sε,κα,β(x, ξ) ,

with

sε,κα,β(x, ξ) :=

∫
X
e−i<ξ,z>Λε,κ

(
x− z

2
, x+

z

2

) ◦
φε,κα

(
x+

z

2

) ◦
φε,κβ

(
x− z

2

)
dz .

Let us consider the above integrals after using the Stokes Theorem as in (B.8):

sε,κα,β(x, ξ) = Λε,κ(β, α)
∫
X e
−i<ξ,z> Ωε,κ

(
x− z

2 , α, β
)
Ωε,κ

(
x− z

2 , x+ z
2 , α

)
×

×ψε0
(
x+ z

2 − α
)
ψε0
(
x− z

2 − β
)
dz .

Having in mind the estimate (B.9) we conclude that all the functions sε,κα,β are symbols of class

S−∞(Ξ), uniformly for (ε, κ) ∈ [0, ε0]× [0, 1] and that, for any seminorm ν defining the topology of
S−∞(Ξ), there exist exponents (a(ν), b(ν)) ∈ N2 and, for any pair (N,M) ∈ N2, a constant CN,M
such that

ν
(
sε,κα,β

)
≤ CN,M |β − α|a(ν)

∫
X
|z|b(ν)|x− z

2
− β|−N |x+

z

2
− α|−M dz .

Thus, choosing M and N large enough, we finally obtain that there exist Cν > 0 and p(ν) ∈ N
such that:

ν
(
sε,κα,β

)
≤ Cν |β − α|p(ν), ∀(ε, κ) ∈ [0, ε0]× [0, 1] , ∀(α, β) ∈ Γ2 .

In order to control the convergence of the series in γ ∈ Γ in the definition of pε,κ, we need to
consider some weights of the form ρn,γ(x) :=< x− γ >n for (n, γ) ∈ N× Γ and notice that there
exist Cν,N,M,n > 0 and p(ν, n) ∈ N such that:

ν
(
ρn,γs

ε,κ
α,β

)
≤ Cν,N,M,n |α− γ|p(ν,n)|β − γ|p(ν,n), ∀(ε, κ) ∈ [0, ε0]× [0, 1] , ∀(α, β, γ) ∈ Γ3 .

From Proposition 3.10 we now conclude that pε,κγ − qε,κγ are symbols of class S−∞(Ξ) uniformly
for (ε, κ) ∈ [0, ε0] × [0, 1] and for any seminorm ν defining the topology of this space we can find

C(ν, n,N) and Ĉ(ν, n,N) such that:

ν
(
ρn,γ(pε,κγ − qε,κγ )

)
≤ C(ν, n,N)κε

∑
(α,β)∈Γ×Γ

< α− γ >−N< β − γ >−N≤ Ĉ(ν, n,N)κε , ∀γ ∈ Γ .

Finally, if we define qε,κ :=
∑
γ∈Γ

qε,κγ and consider the weights ρn,γ with n ∈ N large enough, we

easily conclude that the series defining pε,κ − qε,κ converges in the weak distribution topology to
a limit that is a symbol in S−∞(Ξ) having the defining seminorms of order κε .
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We still have to estimate the difference qε,κ − p in S−∞(Ξ). We have, with ψεγ := τ−γψ
ε
0 ,

qε,κγ (x, ξ)− pγ(x, ξ) = (2π)−1/2
∫
X e
−i<ξ,z>Λε,κ

(
x− z

2 , x+ z
2

) ◦
φε,κγ

(
x+ z

2

)◦
φε,κγ

(
x− z

2

)
dz

−(2π)−1/2
∫
X e
−i<ξ,z>φγ

(
x+ z

2

)
φγ
(
x− z

2

)
dz

= (2π)−1/2
∫
X e
−i<ξ,z>Ωε,κ

(
x− z

2 , x+ z
2 , γ
)
ψεγ
(
x+ z

2

)
ψεγ
(
x− z

2

)
dz

−(2π)−1/2
∫
X e
−i<ξ,z>φγ

(
x+ z

2

)
φγ
(
x− z

2

)
dz .

Hence

qε,κγ (x, ξ)− pγ(x, ξ)

= (2π)−1/2
∫
X e
−i<ξ,z> [Ωε,κ(x− z

2 , x+ z
2 , γ
)
− 1

]
ψεγ
(
x+ z

2

)
ψεγ
(
x− z

2

)
dz

+(2π)−1/2
∫
X e
−i<ξ,z>

[
ψεγ
(
x+ z

2

)
ψεγ
(
x− z

2

)
− φγ

(
x+ z

2

)
φγ
(
x− z

2

)]
dz .

Let us first consider the second integrand and use (3.7) and (3.5) in order to get the estimate

< x >n |ψε0
(
x+

z

2

)
ψε0
(
x− z

2

)
− φ0

(
x+

z

2

)
φ0

(
x− z

2

)
| ≤ Cn ε .

Using once again (B.9) and the above estimate, arguments very similar to the above ones allow
us to prove that qε,κ − p is in S−∞(Ξ) uniformly for (ε, κ) ∈ [0, ε0] × [0, 1] and for any seminorm
ν defining the topology of S−∞(Ξ) there is a constant C(ν) such that:

ν
(
qε,κ − p

)
≤ C(ν) ε . (3.12)

Summarizing we have proved that pε,κ − p is in S−∞(Ξ) uniformly for (ε, κ) ∈ [0, ε0] × [0, 1]
and that, for any seminorm ν defining the topology of S−∞(Ξ), there exists C(ν) such that:

ν
(
pε,κ − p

)
≤ C(ν) ε . (3.13)

In order to finish the proof we still have to control the operator norms of
Opε,κ

(
h ] (pε,κ − p)

)
and Opε,κ

(
(pε,κ − p) ] h

)
. But the above results and the usual theorem

on Moyal compositions of Hörmander type symbols imply that h ] (pε,κ − p) and (pε,κ − p) ] h are
symbols of type S−∞(Ξ) uniformly for (ε, κ) ∈ [0, ε0]× [0, 1] and all their seminorms (defining the
topology of S−∞(Ξ)) are of order ε. Finally, by Theorem 3.1 and Remark 3.2 in [22] we know that
the operator norm is bounded by some symbol seminorm and thus will be of order ε .

Definition 3.13. We call quasi-band magnetic Hamiltonian, the operator π̃ε,κ0 Hε,κπ̃ε,κ0 and quasi-

band magnetic matrix, its expression in the orthonormal basis {φ̃ε,κγ }γ∈Γ.

In order to apply a Feshbach type argument we need to control the invertibility on the orthog-
onal complement of π̃ε,κ0 H. Let us introduce

π̃ε,κ⊥ := 1l − π̃ε,κ0 , m1 := inf
θ∈T∗

λ1(θ) , (3.14)

where λ1 is the second Bloch eigenvalue. Define:

Kε,κ := Hε,κ + m1 π̃
ε,κ
0 . (3.15)

We have:

Proposition 3.14. There exist ε0 and C > 0 such that, for ε ∈ [0, ε0] ,

Kε,κ ≥ m1 − Cε > 0 .
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Proof. Using (3.13), the conclusion just above it and the notation introduced in the proof of
Proposition 3.12 we can write

Kε,κ = Opε,κ
(
h+m1p

ε,κ
)

= Opε,κ
(
h+m1p

)
+ εRε,κ ,

with ‖Rε,κ‖L(H) bounded uniformly in (ε, κ) ∈ [0, ε0]× [0, 1] .
By Corollary 1.6 in [10] we have∣∣inf σ

(
Opε,κ

(
h+m1p

))
− inf σ

(
Op
(
h+m1p

))∣∣ ≤ C ε .

Since Op(h) commutes with Op(p), we have

inf σ
(
Op
(
h+m1p

))
= inf σ

(
H0 +m1π0

)
= m1 ,

and we are done.

An immediate consequence is the existence of ε0 > 0 such that, if ε ∈ [0, ε0] and <z ≤ 2
3m1,

the operator Kε,κ − z is invertible on H with a uniformly bounded inverse Rε,κz in L(H) .

Proposition 3.15. There exists ε0 > 0 such that for ε ∈ [0, ε0], the Hausdorff distance between
the spectra of Hε,κ and π̃ε,κ0 Hε,κπ̃ε,κ0 , both restricted to the interval [0, m1

2 ] , is of order ε2.

Proof.
Step 1.
We first establish the invertibility of π̃ε,κ⊥

(
Hε,κ − z

)
π̃ε,κ⊥ on the range of π̃ε,κ⊥ . We have

π̃ε,κ⊥
(
Kε,κ − z

)
π̃ε,κ⊥ = π̃ε,κ⊥

(
Hε,κ − z

)
π̃ε,κ⊥ .

We also observe that:

(π̃ε,κ⊥ Rε,κz π̃ε,κ⊥ )
(
π̃ε,κ⊥

(
Kε,κ − z

)
π̃ε,κ⊥

)
= π̃ε,κ⊥

(
1l−Rε,κz [Hε,κ, π̃ε,κ0 ]

)
π̃ε,κ⊥ .

A similar formula holds for
(
π̃ε,κ⊥

(
Kε,κ − z

)
π̃ε,κ⊥

)
(π̃ε,κ⊥ Rε,κz π̃ε,κ⊥ ) .

Using Proposition 3.12 we conclude that π̃ε,κ⊥
(
Hε,κ − z

)
π̃ε,κ⊥ is invertible in the subspace π̃ε,κ⊥ H

and its inverse Rε,κz,⊥ verifies the estimate∥∥∥Rε,κz,⊥ − π̃ε,κ⊥ Rε,κz π̃ε,κ⊥

∥∥∥
L(π̃ε,κ⊥ H)

≤ C ε .

Step 2.
The Feshbach inversion formula implies that if <z ≤ m1

2 , the operator Hε,κ − z is invertible in H
if and only if the operator

T ε,κ(z) := π̃ε,κ0 Hε,κπ̃ε,κ0 − zπ̃ε,κ0 − (π̃ε,κ0 Hε,κ π̃ε,κ⊥ ) Rε,κz,⊥ (π̃ε,κ⊥ Hε,κ π̃ε,κ0 ) (3.16)

is invertible in π̃ε,κ0 H . Since π̃ε,κ0 Hε,κπ̃ε,κ⊥ = π̃ε,κ0 [π̃ε,κ0 , Hε,κ] π̃ε,κ⊥ and using once again Proposi-
tion 3.12, we get that the last term in (3.16) has a norm which is bounded by C ′ε2, with C ′

denoting a generic constant, uniformly in z ∈ [0,m1/2] .
First, we assume that z ∈ [0,m1/2] \ σ(π̃ε,κ0 Hε,κπ̃ε,κ0 ) . A Neumann series argument implies

that if the distance between z and σ(π̃ε,κ0 Hε,κπ̃ε,κ0 ) is larger than C ′ε2, then T ε,κ(z) is invertible,
hence z is also in the resolvent set of Hε,κ .

Secondly, we assume that z ∈ [0,m1/2] \ σ(Hε,κ) and moreover, the distance between z and
σ(Hε,κ) is larger than C ′ε2. From the Feshbach formula we get that T ε,κ(z)−1 exists and

T ε,κ(z)−1 = π̃ε,κ0 (Hε,κ − z)−1π̃ε,κ0 , ||T ε,κ(z)−1|| < C ′−1ε−2.

Then (3.16) implies

π̃ε,κ0 Hε,κπ̃ε,κ0 − zπ̃ε,κ0 = T ε,κ(z) + (π̃ε,κ0 Hε,κ π̃ε,κ⊥ ) Rε,κz,⊥ (π̃ε,κ⊥ Hε,κ π̃ε,κ0 ) ,

and a Neumann series argument shows that z also belongs to the resolvent set of the quasi-band
Hamiltonian.

Thus we have shown that, the Hausdorff distance between the two spectra restricted to the
interval [0,m1/2] must be of order ε2.
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3.3 The magnetic quasi-Bloch function λε

In this subsection, we study the spectrum of the operator π̃ε,κ0 Hε,κ π̃ε,κ0 acting in π̃ε,κ0 H by looking

at its associated magnetic matrix (see also Definition 3.11) in the basis (φ̃ε,κα )α∈Γ :〈
φ̃ε,κα , Hε,κφ̃ε,κβ

〉
H

=
∑

(α̃,β̃)∈Γ×Γ

Fε,κα̃α F
ε,κ

β̃β

〈
Λ̃ε,κ(·, α̃)φεα̃ , H

ε,κΛ̃ε,κ(·, β̃)φε
β̃

〉
H

=
∑

(α̃,β̃)∈Γ×Γ

Fε,κα̃α F
ε,κ

β̃β

〈
φεα̃ , Λ̃ε,κ(·, α̃)−1

(
(−i∇− εA0(·)− κA(ε·))2 + V

)
Λ̃ε,κ(·, β̃)φε

β̃

〉
H
.

Introducing

aε(x, γ)j =
∑
k

(x− γ)k

∫ 1

0

εBjk
(
εγ + sε(x− γ)

)
s ds for j = 1, 2 ,

and using the intertwining formula (B.16), we find:

(−i∇− εA0(x)− κA(εx))Λ̃ε,κ(x, β̃) = Λ̃ε,κ(x, β̃)
{

(−i∇− εA0(x)) + κaε(x, β̃)
}
, (3.17)

and

(−i∇− εA0(x)− κA(εx))2Λ̃ε,κ(x, β̃) = Λ̃ε,κ(x, β̃)
{

(−i∇− εA0(x)) + κaε(x, β̃)
}2

. (3.18)

Let us notice that
|aε(x, γ)| ≤ Cε < x− γ > . (3.19)

By the Stokes Formula we have

Λ̃ε,κ(x, α̃)−1Λ̃ε,κ(x, β̃) = Λ̃ε,κ(α̃, β̃) Ωκ,ε(α̃, x, β̃) , (3.20)

and we know that
|Ωκ,ε(α̃, x, β̃)− 1l| ≤ κε |x− α̃| |x− β̃| .

Moreover, using Remark 3.6, one easily proves the following estimates (remember the notation
Hε = Hε,0): ∣∣∣〈(Ωκ,ε(α̃, ·, β̃)− 1l

)
φεα̃ , H

εφε
β̃

〉
H

∣∣∣ ≤ Cmκε < α̃− β̃ >−m, ∀m ∈ N . (3.21)

Lemma 3.16. For any m ∈ N , there exists Cm such that if ψ equals either
(
Ωκ,ε(α̃, ·, β̃)− 1l

)
φεα̃

or ψ = φεα̃ , we have:∣∣∣〈ψ , [((−i∇− εA0) + κaε(·, β̃)
)2

+ V
]
φε
β̃

〉
H
−
〈
ψ , Hεφε

β̃

〉
H

∣∣∣ ≤ Cm κε < α̃− β̃ >−m .

Proof.
The difference of the two scalar products is equal to

κ2
〈
ψ , aε(·, β̃)2φεβ

〉
H

+κ
〈
ψ , (−i∇− εA0) · aε(·, β̃)φε

β̃

〉
H

+κ
〈
ψ , aε(·, β̃) · (−i∇− εA0(x))φε

β̃

〉
H
.

Remark 3.6, the estimate (3.19) and some arguments similar to those leading to (3.21) finish the
proof.

Proposition 3.17. For any m ∈ N, there exists Cm such that, ∀ (α, β) ∈ Γ× Γ ,∣∣∣〈φ̃ε,κα , Hε,κφ̃ε,κβ

〉
H
− Λ̃ε,κ(α, β)

〈
φεα , H

εφεβ
〉
H

∣∣∣ ≤ Cm κε < α− β >−m .
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Proof. Putting together all the previous estimates and using Proposition 3.10 we obtain:∣∣∣〈φ̃ε,κα , Hε,κφ̃ε,κβ

〉
H
− Λ̃ε,κ(α, β)

〈
φεα , H

ε φεβ

〉
H

∣∣∣
≤
∣∣∣〈Hε

(
Ωκ,ε(α, x, β)− 1l

)
φεα , φ

ε
β

〉
H

∣∣∣
+C(m1,m2,m3)κε

( ∑
(α̃,β̃)∈(Γ\{α})×(Γ\{β})

< α− α̃ >−m1< β − β̃ >−m2< α̃− β̃ >−m3

)
,

for any triple (m1,m2,m3) ∈ N3 and the Proposition follows from (3.21).

Remarks 3.6 and 3.5 imply:〈
φεα , H

εφεβ
〉
H =

〈
ψε0 , (Λε(·, α))−1τα−βΛε(·, β)Hεψε0

〉
H

= Λε(α, β)
〈
ψε0 , Λε(·, β − α)τ−(β−α)H

εψε0
〉
H .

Definition 3.18. We define hε ∈ `2(Γ) by:

hε(γ) := 〈ψε0 , Λε(x, γ)τ−γH
εψε0〉H =

〈
φε0 , H

εφεγ
〉
H for γ ∈ Γ , (3.22)

and the magnetic quasi Bloch function λε as its discrete Fourier transform:

λε : T∗ → R, λε(θ) :=
∑
γ∈Γ

hε(γ)e−i<θ,γ> . (3.23)

The conclusion of this subsection is contained in:

Proposition 3.19. There exists ε0 > 0 such that, for ε ∈ [0, ε0] and κ ∈ [0, 1] , the Hausdorff
distance between the spectra of the magnetic quasi-band Hamiltonian π̃ε,κ0 Hε,κπ̃ε,κ0 and Opε,κ(λε)
is of order κε .

Proof. Proposition 3.17 and a Schur type estimate imply that the spectrum of our magnetic quasi-
band Hamiltonian is at a Hausdorff distance of order κε from the spectrum of the matrix with
elements

Eε,κ(α, β) := Λ̃ε,κ(α, β)Λε(α, β) hε(α− β) = Λε,κ(α, β) hε(α− β) (3.24)

acting on `2(Γ).
We may extend the function λε from (3.23) as a Γ∗-periodic function defined on all X ∗ and

thus as a symbol defined on Ξ, constant with respect to the variables in X . Using the natural
unitary isomorphism L2(X )→ `2(Γ)⊗L2(E) we may compute the integral kernel of Opε,κ(λε) as
in [10] and obtain

Λε,κ(α+ x, β + x) hε(α− β) δ(x− x′), ∀x , x′ ∈ E , ∀α , β ∈ Γ .

Following [10], it turns out that one can perform an (ε, κ)-dependent unitary gauge transform in
`2(Γ) ⊗ L2(E) such that after conjugating Opε,κ(λε) with it, the rotated operator will be (up to
an error of order κε in the norm topology) given by an operator whose integral kernel is given by
Eε,κ(α, β) δ(x − x′) . This operator is nothing but Eε,κ ⊗ 1l , and it is isospectral with the matrix
Eε,κ .

4 The magnetic quantization of the magnetic Bloch func-
tion.

4.1 Study of the magnetic Bloch function λε.

Let us recall from (1.4) and (A.1) that λ0 ∈ C∞(T∗;R) is even and has a non-degenerate absolute
minimum in 0 ∈ T∗ . Thus in a neighborhood of 0 ∈ T∗ we have the Taylor expansion

λ0(θ) =
∑

1≤j,k≤2

ajkθjθk + O(|θ|4) , ajk :=
(
∂2
jkλ0

)
(0) . (4.1)
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Proposition 4.1. For λε defined in (3.23), there exists ε0 > 0 such that

λε(θ) = λ0(θ) + ερε(θ) ,

with ρε ∈ BC∞(T∗) uniformly in ε ∈ [0, ε0] and such that ρε − ρ0 = O(ε) .

Proof. From the definition of λε in Definition 3.18 we have

λε(θ) =
∑
γ∈Γ

〈ψε0 , Λε(·, γ)τ−γH
εψε0〉H e

−i<θ,γ> .

Due to Corollary 3.8, there exists f ε ∈ S (X ) such that ψε0 = φ0 + εf ε , and for any m ∈ N there
exists Cm > 0 such that, for any ε ∈ [0, ε0] ,

sup
x∈X

< x >m |f ε(x)| ≤ Cm .

With A0(x) = (1/2)
(
−B0x2, B0x1

)
, we have

Hε = (−i∇x − εA0(x))2 + V = H0 + 2iεA0 · ∇x + ε2(A0)2 .

Thus

〈ψε0 , Λε(·, γ)τ−γH
εψε0〉H

=
〈
τγΛε(γ, ·)ψε0 , H0ψε0

〉
H +

〈
τγΛε(γ, ·)ψε0 ,

(
2iεA0 · ∇x + ε2(A0)2

)
ψε0
〉
H

=
〈
τγΛε(γ, ·)φ0 , H

0φ0

〉
H + Cmε < γ >−m

=
〈
τγφ0 , H

0φ0

〉
H + C ′m ε < γ >−m .

In the last two estimates we have used the rapid decay of the functions ψε0 and φ0 and the fact
that with our choice of gauge

|Λε(γ, x)− 1| ≤ ε |γ| |x| .

Hence
λε(θ) =

∑
γ∈Γ

〈
τγφ0 , H

0φ0

〉
H e
−i<θ,γ> +O( ε) = λ0(θ) +O( ε) ,

in Cm(T∗) for any m .
Moreover, for any m ∈ N , one can differentiate m-times the Fourier series of λε(θ), term by
term, because of the exponential decay of its Fourier coefficients. Then the Fourier series of the

derivative has an asymptotic expansion in ε which starts with λ
(m)
0 (θ), just as in the case with

m = 0. In other words, differentiation in θ commutes with taking the asymptotic expansion in
powers of ε.

Considering the function λε as a Γ∗-periodic function on X ∗, a consequence of Proposition
4.1 is that the modified Bloch eigenvalue λε ∈ C∞(X ∗) will also have an isolated non-degenerate
minimum at some point θε ∈ X ∗ close to 0 ∈ X ∗. More precisely, if we denote by a the 2 × 2
positive definite matrix (ajk)1≤j,k≤2 introduced in (4.1) and by a−1 its inverse, we have

θεj = ε θ̂j + O(ε2) ,

with
θ̂j := −

∑
1≤k≤2

(
a−1

)
jk

(
∂kρ0

)
(0) .

Then we can write the Taylor expansion at θε

λε(θ) = λε(θε) +
∑

1≤j,k≤2

(
∂j∂kλ

ε
)
(θε)(θj − θεj)(θk − θεk)

+
∑

1≤j,k,`≤2

(
∂j∂k∂`λ

ε
)
(θε)(θj − θεj)(θk − θεk)(θ` − θε`) + O(|θ − θε|4) .

(4.2)
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Using the evenness of λ0 we get:

λε(θ)− λε(θε) =
∑

1≤j,k≤2

aεjk(θj − θεj)(θk − θεk) + εO(|θ − θε|3) + O(|θ − θε|4) , (4.3)

where
λε(θε) = ερ0(0) +O(ε2) ,

and

aεjk = ajk + ε
(
∂j∂kρ

0
)
(0) + O(ε2) .

Hence, after a shift of energy and a change of variable θ 7→ (θ − θε), the new λε has the same
structure as λ0 except that we have lost the symmetry (1.4).
There exists ε0 > 0 such that, for ε ∈ [0, ε0] , we can choose a local coordinate system on a
neighborhood of θε ∈ X ∗ that diagonalizes the symmetric positive definite matrix aε and we
denote by 0 < mε

1 ≤ mε
2 its eigenvalues. We denote by 0 < m1 ≤ m2 the two eigenvalues of the

matrix ajk and notice that

mε
j = mj + εµj + O(ε2) for j = 1, 2 ,

with µj explicitly computable in terms of the matrix ajk and
(
∂j∂kρ

0
)
(0) .

4.2 Spectral analysis of the model operator

4.2.1 Quadratic approximation

In studying the bottom of the spectrum of the operator Opε,κ(λε) we shall start with the quadratic
term given by the Hessian close to the minimum (see (4.2)). We introduce

mε :=
√
mε

1m
ε
2 = m+ ε µ∗(ε) , (4.4)

where m :=
√
m1m2 is the square root of the determinant of the matrix ajk and µ∗(ε) is uniformly

bounded for ε ∈ [0, ε0]. Our goal is to obtain spectral information concerning the Hamiltonian
Opε,κ(λε) starting from the spectral information about Opε,κ(hmε) with

hmε(ξ) := mε
1ξ

2
1 + mε

2ξ
2
2 , (4.5)

defining an elliptic symbol of class S2
1(Ξ)◦ (i.e. that does not depend on the configuration space

variable, see (B.33) in Appendix B.5.1).

4.2.2 A perturbation result

Now we compare the bottom of the spectrum of the magnetic Hamiltonians Opε,κ(hmε) with the
one of the constant field magnetic Landau operator Opε,0(hmε).

First, we have to perform a dilation. Starting from the initial model (with the magnetic field in
(1.5)), we make the change of variable y =

√
εx and factorize an ε. This leads to a scaled Landau

operator with magnetic field B0 + κB(
√
εx) . Then, using also (4.4), we can prove the following

statement:

Proposition 4.2. For any compact set M in R, there exist εK > 0 , C > 0 and κK ∈ (0, 1] , such
that for any (ε, κ) ∈ [0, εK ]× [0, κK ] , the spectrum of the operator Opε,κ(hmε) in εM is contained
in bands of width Cκε centered at {(2n+ 1) εmεB0}n∈N .

The above result follows from the following slightly more general proposition.
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Proposition 4.3. Assume that B(x) = B0 + b(x) where B0 > 0 and b ∈ BC1(X ) and consider

Lb :=
(
− i∂1 − a1(x)

)2
+
(
− i∂2 −B0x1 − a2(x)

)2
,

where a(x) = a(x, 0) with

a(x, x′) = (a1(x, x′), a2(x, x′)) =

(∫ 1

0

ds s b(x′ + s(x− x′))
)(
− x2 + x′2, x1 − x′1

)
.

With β := ||b||C1(X ), for any N ∈ N , there exist C > 0 and β0 > 0 such that, for any 0 ≤ β ≤ β0 ,
we have:

σ(Lb) ∩ [0, 2(N + 1)B0] ⊂
N⋃
j=0

[
(2j + 1)B0 − Cβ, (2j + 1)B0 + Cβ

]
. (4.6)

Proof. Define φb(x, x
′) to be the magnetic flux generated by the magnetic field b through the

triangle with vertices at 0, x and x′. Let Â0(x) = (0, B0x1). We have the following variant
of (3.18), for the composition of Lb and the multiplication operator by eiφb(·,x

′), with x′ ∈ X
arbitrary:

Lb e
iφb(x,x

′) = eiφb(x,x
′)
(
L0 + a2(x, x′)− 2a(x, x′) · (−i∇x − Â0(x)) + i∇xa(x, x′)

)
, (4.7)

Let z 6∈ σ(L0). Denote by K0(x, x′; z) the integral kernel of (L0 − z)−1. Let Sb(z) be the
operator whose integral kernel is given by

Sb(x, x
′; z) := eiφb(x,x

′)K0(x, x′; z) .

Using (4.7) and the fact that φb(x, x) = 0 , one can prove that:

[(Lb − z)Sb(·, x′; z)](x) = δ(x− x′) + Tb(x, x
′; z) , (4.8)

where the kernel Tb(x, x
′; z) generates an operator Tb such that, for any compact set K in the

resolvent set of L0 , there exists CK > 0 s. t.

sup
z∈K
||Tb(z)|| ≤ CKβ .

From (4.8) it follows that there exists β0 > 0, such that if β ∈ [0, β0] then K is in the resolvent
set of Lb and we have:

(Lb − z)−1 = Sb(z)(1 + Tb(z))
−1 .

In particular, there exists CK > 0 s. t.

sup
z∈K
‖(Lb − z)−1 − Sb(z)‖ ≤ CKβ . (4.9)

By a Riesz integral on a contour Γj encircling the eigenvalue (2j + 1)B0 of L0 , we can define the
band operator

Lb,j :=
i

2π

∫
Γj

z (Lb − z)−1 dz

living in the range of the projector Pj,b = i
2π

∫
Γj

(Lb − z)−1dz .

From (4.9) we get: (
Lb,j − (2j + 1)B0

)
Pj,b = O(β) , (4.10)

which shows that the spectrum of Lb in [0, 2(N + 1)B0] is contained in intervals of width of order
β centered around the Landau levels (2j + 1)B0 .
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Remark 4.4. Let us introduce rε,κ(z), resp. rε(z), in S−2
1 (Ξ) such that

(Opε,κ(hmε)− z)
−1

=: Opε,κ
(
rε(z)

)
, (Opε(hmε)− z)

−1
=: Opε

(
rε(z)

)
(4.11)

for z in the resolvent set of Opε,κ(hmε), resp. Opε(hmε) .
Coming back to Proposition 4.2, after a scaling, the estimate (4.9) combined with (4.11) leads, for
j ∈ N, to the existence of Cj such that

sup
|z−(2j+1)εmε B0|=εmε B0

‖Opε,κ
(
rε,κ(z)− rε(z)

)
‖ ≤ Cj κε−1 . (4.12)

4.3 The resolvent of Opε,κ(λε)

Using the results of Section 3, we need for finishing the proof of Theorem 1.4 a spectral analysis of
Opε,κ(λε). In the rest of this section we use definitions, notation and results from the Appendix B
dedicated to the magnetic Moyal calculus.

Cut-off functions near the minimum. We introduce a cut-off around θ = 0 . We choose an
even function χ in C∞0 (R) with 0 ≤ χ ≤ 1 , with support in (−2,+2) and such that χ(t) = 1 on
[−1,+1] . We note that the following relation holds on [0,+∞)

(1− t)
(
χ(t)− 1

)
≥ 0 . (4.13)

For δ > 0 we define
g1/δ(ξ) := χ

(
hmε(δ

−1ξ)
)
, ξ ∈ X ∗ , (4.14)

where hmε is defined in (4.5).
Thus 0 ≤ g1/δ ≤ 1 for any δ > 0 and

g1/δ(ξ) =

{
1 if |ξ|2 ≤ (2m2)−1δ2 ,
0 if |ξ|2 ≥ m−1

1 δ2 .
(4.15)

We choose δ0 such that

D(0,

√
2m−1

1 δ0) ⊂ E
◦

∗ , (4.16)

where D(0, ρ) denotes the disk centered at 0 of radius ρ and E
◦

∗ denotes the interior of E∗ .

For any δ ∈ (0, δ0] , g1/δ C
∞
0 (E∗) and we shall consider it as an element of C∞0 (X ∗) by extending

it by 0. We introduce

g̃1/δ(ξ) :=
∑
γ∈Γ∗

g1/δ(ξ − γ) , (4.17)

the Γ∗-periodic continuation of g1/δ to X ∗. The multiplication with these functions defines
bounded linear maps in L2(T∗) or in L2(X ∗) with operator norm bounded uniformly for δ ↘ 0 .
For any δ ∈ (0, δ0] we introduce:

δ◦ :=
√
m1/2m2 δ , (4.18)

so we have
g1/δ◦ = g1/δ g1/δ◦ .
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Behavior near the minimum. We use now the expansion of λε near its minimum (4.3) and
the coordinates that diagonalize the Hessian (see the discussion after (4.3)) in order to get

λε(ξ) =
(
mε

1ξ
2
1 +mε

2ξ
2
2

)
+ εO(|ξ|3) + O(|ξ|4) . (4.19)

In order to localize near the minimum ξ = 0 , we use the cut-off function g1/δ and write

λε = λε◦ + λ̃ε .

with
λε◦ := g1/δ λ

ε and λ̃ε := (1− g1/δ)λ
ε .

We introduce a second scaling:

ε = δµ , for some µ ∈ (2, 4) . (4.20)

Due to (4.19) and the inequality µ + 3 > 4 , we can find a bounded family {fδ}δ∈(0,δ0] in
C∞0 (X ∗) such that

λε◦(ξ) = g1/δ(ξ)hmε(ξ) + δ4 fδ(ξ) . (4.21)

The shifted operator outside the minima.
For the region outside the minima, we need the operator Opε,κ

(
λε + (δ◦)2g̃1/δ◦

)
with δ◦ as in

(4.18) and g̃1/δ◦ as in (4.17). The inequality (4.13) implies that there exists C > 0 such that

λε(ξ) + (δ◦)2 g̃1/δ◦(ξ) ≥ C (δ◦)2 = C
m1

2m2
δ2 .

Hence there exists C ′ > 0 such that for any δ ∈ (0, δ0)

Op0
(
λε + (δ◦)2 g̃1/δ◦

)
≥ C ′ δ2 1l . (4.22)

As the magnetic field is slowly variable and the symbol λε+ (δ◦)2g̃1/δ◦ is Γ∗-periodic in S0
0(Ξ),

by Corollary 1.6 in [10] there exists ε0 > 0 and for (ε, κ, δ) ∈ [0, ε0]× [0, 1]× (0, δ0] , some constant
C ′(ε, δ) > 0 such that:

Opε,κ
(
λε + (δ◦)2 g̃1/δ◦

)
≥
(
C ′ δ2 − C ′(ε, δ) ε

)
1l . (4.23)

The proof of Corollary 1.6 in [10] gives a control of C ′(ε, δ) by:

C ′(ε, δ) ≤ C1

[
max
|α|≤2

∥∥∥F−T∗(∂αξ λε)∥∥∥`1(Γ)
+ (δ◦)2 max

|α|≤2

∥∥∥F−T∗[∂αξ (g1/δ◦
)]∥∥∥

`1(Γ)

]
.

The differentiation of g1/δ◦ with respect to ξ produces |α| ≤ 2 negative powers of δ. Denote by
g ≡ g1. Then we change the integration variable ξ 7→ δ◦ξ under the Fourier transform (this gives
us an extra factor of (δ◦)2) and we obtain:

C ′(ε, δ) ≤ C2

[
1 + max

|α|≤2
(δ◦)2

∑
γ∈Γ

∣∣∣∣∫
T∗
ei〈δ

◦γ,ξ〉(∂αξ g)dξ

∣∣∣∣ ].
We notice that ∂αg ∈ C∞0 (X ∗) has its support strictly included in the dual elementary cell, so that
the above series is just a Riemann sum for the integral representing the norm

∥∥F−X∗∂αg∥∥L1(X )
.

Hence:

C ′(ε, δ) ≤ C3

[
1 + max

|α|≤2

∥∥F−X∗(∂αξ g)∥∥L1(X )

]
.

Thus we have shown the existence of C4 > 0 such that C ′(ε, δ) ≤ C4 , uniformly in ε. Hence any
z ∈ (−∞, C ′δ2−C4ε) is in the resolvent set of

(
Opε,κ

(
λε+(δ◦)2 g̃1/δ◦

))
and we denote by rδ,ε,κ(z)

its magnetic symbol.
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Due to the choice of ε made in (4.20), it follows that C ′δ2 − C4ε is of order ε2/µ , i.e. much
larger than ε as ε → 0 . Since we are interested in inverting our operators for z in an interval of
the form [0, cε] for some c > 0, we conclude that the distance between z and the bottom of the
spectrum of Opε,κ

(
λε + (δ◦)2 g̃1/δ◦

)
is of order δ2 = ε2/µ. Thus given any C ′ > 0, there exists ε0

and C > 0 such that for every ε < ε0 and κ < 1 we have

sup
z∈[0,C′ε]

‖rδ,ε,κ(z)‖Bε,κ ≤ C ε−2/µ = Cδ−2 . (4.24)

Definition of the quasi-inverse. Let us fix µ ∈ (2, 4) and some compact set K ⊂ C such that:

K ⊂ C \ {(2n+ 1)mB0}n∈N . (4.25)

We deduce from Proposition 4.2 that there exist εK > 0 and κK ∈ [0, 1] such that for (ε, κ) ∈
[0, εK ]× [0, κK ] and for a ∈ K , the point εa ∈ C belongs to the resolvent set of Opε,κ(hmε) . We
denote by rε,κ(εa) the magnetic symbol of the resolvent of Opε,κ(hmε)− εa , i.e.(

Opε,κ(hmε)− εa
)−1

:= Opε,κ(rε,κ(εa)) . (4.26)

For a ∈ K we want to define the following symbol in S ′(X ∗) as the sum of the series on the right
hand side:

r̃λ(εa) :=
∑
γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ rε,κ(εa)
)

+
(
1− g̃1/δ

)
]ε,κ rδ,ε,κ(εa) , δ = ε1/µ. (4.27)

Then the proof of Theorem 1.4 will be a consequence of the following key result:

Proposition 4.5. Let µ = 3 in (4.27). For any compact set K satisfying (4.25), there exist
C > 0, κ0 ∈ (0, 1] and ε0 > 0 such that for (κ, ε, a) ∈ [0, κ0]× (0, ε0]×K, we have

‖Opε,κ(r̃λ(εa))‖ ≤ Cε−1 ,

and (
λε − εa

)
]ε,κ r̃λ(εa) = 1 + rδ,a, with ‖Opε,κ(rδ,a)‖ ≤ C ε1/3 . (4.28)

For N > 0 , there exist C, ε0 and κ0 such that the spectrum of Opε,κ(λε) in [0, (2N + 2)mB0ε]
consists of spectral islands centered at (2n + 1)mB0ε , 0 ≤ n ≤ N , with a width bounded by
C (εκ+ ε4/3) .

4.4 Proof of Proposition 4.5

For the time being, we allow µ to belong to the interval (2, 4) and we will explicitly mention when
we make the particular choice µ = 3. We begin with proving the convergence of the first series
in (4.27) by analyzing the properties of the symbol rε,κ(εa). Then assuming that (4.28) is true
and using the properties of rε,κ(εa) we will show how this implies the second part of Proposition
4.5, namely the localization of the spectral islands (see Subsection 4.4.3). In the last part of this
section we shall prove (4.28).

4.4.1 Properties of rε,κ(εa).

From its definition in (4.26) and from Proposition 6.5 in [23] we know that rε,κ(εa) defines a
symbol of class S−2

1 (Ξ). Moreover, from Proposition 4.2 we have:

‖Opε,κ(rε,κ(εa))‖ ≤ C(K) ε−1. (4.29)

In order to study the convergence of the series in (4.27) we need a more involved expression
for rε,κ(εa) obtained by using the resolvent equation with respect to some point far from the
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spectrum. All the operators Opε,κ(hmε) (indexed by (ε, κ) ∈ [0, ε0]× [0, κ0]) are non-negative due
to the diamagnetic inequality, hence the point z = −1 belongs to their resolvent sets and:∥∥∥(Opε,κ(hmε) + 1l

)−1
∥∥∥ ≤ 1 .

We denote by rε,κ1 the magnetic symbols of these resolvents, so(
Opε,κ(hmε) + 1l

)−1
= Opε,κ(rε,κ1 ) .

We shall consider all these symbols as slowly varying symbols on Ξ (see Appendix B.5.2).

Lemma 4.6. The family {rε,κ1 }(ε,κ)∈[0,ε0]×[0,κ0] is bounded in S−2
1 (Ξ) and the family

{rε,κ1 }(ε,κ)∈[0,ε0]×[0,κ0] is bounded in S−2
1 (Ξ)• (see Definition B.19).

Proof. We have rε,κ1 =
(
hmε + 1

)−
ε,κ

with hmε ∈ S2
1(Ξ)◦. A straightforward verification using the

arguments in the proof of Proposition 6.7 in [23] gives the first conclusion; then Proposition B.23
allows to obtain the second one.

Lemma 4.7. For any N ∈ N∗ , there exist two bounded families {φN [rε,κ1 ]}(ε,κ)∈[0,ε0]×[0,κ0] in

S−2
1 (Ξ)• and {ψN [rε,κ1 ]}(ε,κ)∈[0,ε0]×[0,κ0] in S−2N

1 (Ξ)• , such that

rε,κ(εa) = φN [rε,κ1 ] + rε,κ(εa) ]ε,κ ψN [rε,κ1 ] = φN [rε,κ1 ] + ψN [rε,κ1 ] ]ε,κ rε,κ(εa) .

Proof. From the resolvent equation we deduce that, for any N ∈ N∗ ,

rε,κ(εa) =
∑

1≤n≤N

(1 + εa)n−1
[
rε,κ1

] ]ε,κ n
+ (1 + εa)Nrε,κ(εa) ]ε,κ

[
rε,κ1

] ]ε,κN
=

∑
1≤n≤N

(1 + εa)n−1
[
rε,κ1

] ]ε,κ n
+ (1 + εa)N

[
rε,κ1

] ]ε,κN
]ε,κ rε,κ(εa) . (4.30)

Proposition 4.8. For any N ∈ N∗ , there exist two bounded families {φN [rε,κ1 ]}(ε,κ)∈[0,ε0]×[0,κ0]

in S−2
1 (Ξ)• and {ψN [rε,κ1 ]}(ε,κ)∈[0,ε0]×[0,κ0] in S−2N

1 (Ξ)•, such that

g1/δ ]
ε,κ rε,κ(εa) = g1/δ ]

ε,κ φN [rε,κ1 ] + g1/δ ]
ε,κ rε,κ(εa) ]ε,κ ψN [rε,κ1 ] .

Proof. We use Lemma 4.6, noticing that the constants appearing in these formulas are all uniformly
bounded for (ε, κ) ∈ [0, ε0]× [0, κ0] and Proposition B.21.

For the first term in the formula given by Proposition 4.8 we can use Proposition B.26 for any
δ ∈ (0, δ0] but we have to control the behavior when δ ↘ 0 .

Proposition 4.9. If f• ∈ S−m1 (Ξ)
•

for some m > 0 there exists a bounded family {F ε}ε∈[0,ε0] ⊂
S−∞(Ξ) such that for any ε ∈ [0, ε0] and δ ∈ (0, δ0] satisfying (4.20) we have the relation

g1/δ ]
ε,κ f ε = F ε(ε,δ−1) ,

and if we use the notation from Remark B.20 (i.e. f ε = f̃ ε(ε,1)) the map

S−m1 (Ξ) 3 f̃ ε 7→ F ε ∈ S−∞(Ξ)

is continuous.
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Proof. For any ϕ ∈ S−m1 (Ξ) with m > 0 let us proceed as in the proof of Proposition B.26 after a
change of variables (η, z) 7→ (δ−1η, δz):(
g1/δ ]

ε,κ ϕ(ε,1)

)
(x, ξ)

= π−4
∫

Ξ×Ξ

e−2iσ(Y,Z)ωBε,κ(x, y, z)g
(
δ−1ξ − δ−1η

)
ϕ
(
εx− εz, ξ − ζ

)
dY dZ

= π−4
∫

Ξ×Ξ

e−2iσ(Y,Z)ωBε,κ(x, y, δ−1z)g
(
δ−1ξ − η

)
ϕ
(
εx− εδ−1z, ξ − ζ

)
dY dZ

= π−4
∫

Ξ×Ξ

e−2iσ(Y,Z)ei εΦκ(εx,y,δ−1z)g
(
δ−1ξ − η

)
ϕ
(
εx− εδ−1z, ξ − ζ

)
×

×
(

1 + i κε2Ψε(εx, y, δ−1z)
∫ 1

0
Θε,κ
τ (εx, y, δ−1z)dτ

)
dY dZ .

Let us note that due to (4.20) τ := εδ−1 = δµ−1 is bounded for δ ∈ (0, δ0] and we can write

εΦκ(x, y, δ−1z) = εδ−1
∑
j,k

yjzk (B0 + κB(x)) = τΦκ(x, y, z) ,

and

ε2Ψε(x, y, δ−1z)

= −8ε2δ−2
∑
j,k

yjzk
∑
`=1,2

[
δy`R1

(
∂`Bjk

)
(x, εy, εδ−1z) + z`R2

(
∂`Bjk

)
(x, εy, εδ−1z)

]
= −8 τ2

∑
j,k

yjzk
∑
`=1,2

[
δy`R1

(
∂`Bjk

)
(x, δµy, τz) + z`R2

(
∂`Bjk

)
(x, δµy, τz)

]
.

These equalities imply that

(x, y, z) 7→ εΦκ(x, y, δ−1z), (x, y, z) 7→ κε2Ψε(x, y, δ−1z) and (x, y, z) 7→ Θε,κ
t (εx, y, δ−1z)

define three families of functions on X 3 indexed by (κ, δ, τ, t) ∈ [0, κ0]× (0, δ0]× [0, ε
1−1/µ
0 ]× [0, 1]

that are bounded in BC∞
(
X ;C∞pol(X × X )

)
. In conclusion we can apply Proposition B.9 with

µ1 = µ2 = µ4 = 1 and µ3 = τ .

We can now rephrase Proposition 4.8 as

Proposition 4.10. For any N ∈ N∗, under Hypothesis (4.20), there exist two bounded families
{gε,κN }(ε,κ)∈[0,ε0]×[0,κ0] in S−∞(Ξ) and {ψN [rε,κ1 ]}(ε,κ)∈[0,ε0]×[0,κ0] in S−2N

1 (Ξ)• , such that

g1/δ ]
ε,κ rε,κ(εa) =

(
gε,κN

)
(ε,δ−1)

+ g1/δ ]
ε,κ rε,κ(εa) ]ε,κ ψN [rε,κ1 ]

=
(
gε,κN

)
(ε,δ−1)

+ ψN [rε,κ1 ] ]ε,κ rε,κ(εa) ]ε,κ g1/δ .
(4.31)

4.4.2 The first term of the quasi-inverse in (4.27).

Using Proposition 4.10 we conclude that in order to study the convergence of the series∑
γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ rε,κ(εa)
)
,

we may according to (4.31) separately study the convergence of the following two series∑
γ∗∈Γ∗

τγ∗
((
gε,κN

)
(ε,δ−1)

)
, (4.32)

∑
γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ rε,κ(εa) ]ε,κ ψN [rε,κ1 ]
)
, (4.33)

that are both of the form discussed in Lemma B.32 and Proposition B.33, but we stil have to
control the behavior when δ ↘ 0 .
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The series (4.32). Let us consider for some ϕ ∈ S−∞(Ξ), the series

Φε,δ :=
∑
γ∗∈Γ∗

τγ∗
(
ϕ(ε,δ−1)

)
,

and the operator Opε,κ
(
Φε,δ

)
that are well defined as shown in Lemma B.32 and Proposition B.33.

Proposition 4.11. There exist positive constants C, ε0 and δ0 such that∥∥Opε,κ
(
Φε,δ

)∥∥
L(H)

≤ C ,

for any (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, 1] verifying (4.20). Moreover the application

S−∞(Ξ) 3 ϕ 7→ Φε,δ ∈
(
S0

0(Ξ), ‖ · ‖Bε,κ
)

is continuous uniformly for (ε, δ, κ) ∈ [0, ε0]× [0, δ0]× [0, κ0] verifying (4.20).

Proof. All we have to do is to control the behavior of the norm on the right hand side of (B.49)
when δ ↘ 0 . We note that εδ−2 = δµ−2 ≤ δµ−2

0 with µ − 2 > 0 and due to (4.20) we can use
Proposition B.26 with τ = δ−1, in order to obtain that, for any α∗ ∈ Γ∗ ,∥∥∥ϕ̃ε(ε,δ−1) ]

ε,κ
(
τα∗ ϕ̃

ε
(ε,δ−1)

)∥∥∥
Bε,κ

≤
∥∥∥(ϕ̃ε \ε (τα∗)ϕ̃ε)(ε,δ−1)

)∥∥∥
Bε,κ

+ (εδ−1/2)
∑̀
≤2

(∥∥∥(∂x` ϕ̃ε \ε (τα∗∂ξ` ϕ̃ε))(ε,δ−1)

∥∥∥
Bε,κ

+
∥∥∥(∂ξ` ϕ̃ε \ε (τα∗∂x` ϕ̃ε))(ε,δ−1)

∥∥∥
Bε,κ

)
+ (εδ−1)2

∥∥∥Rε,κ,δ−1

(
ϕ̃ε,
(
τα∗ ϕ̃

ε
)

(ε,δ−1)

∥∥∥
Bε,κ

.

We use Proposition B.8 and obtain that, for any p > 2 there exists Cp > 0 such that:

< α∗ >N
∥∥∥ϕ̃ε(ε,δ−1) ]

ε,κ
(
τα∗ ϕ̃

ε
(ε,δ−1)

)∥∥∥
Bε,κ

≤ Cp < α∗ >N
[
ν−p,0(0,p)

(
ϕ̃ε \ε

(
τα∗ ϕ̃

ε
))

+ (εδ−1/2)
∑
`=1,2

(
ν−p,0(0,p)

(
∂x` ϕ̃

ε \ε
(
τα∗∂ξ` ϕ̃

ε
))

+ ν−p,0(0,p)

(
∂ξ` ϕ̃

ε \ε
(
τα∗∂x` ϕ̃

ε
)))

+ (εδ−1)2ν−p,0(0,p)

(
Rε,κ,δ−1

(
ϕ̃ε,
(
τα∗ ϕ̃

ε
))]

.

The four terms appearing above can now be dealt with by similar arguments to those in the
proof of Proposition B.33 by using Proposition B.9 and choosing N > 2 in order to control the
convergence of the series indexed by α∗ ∈ Γ∗ appearing in the Cotlar-Stein criterion.

The series (4.33). Let us consider now some f• ∈ S−m1 (Ξ)
•

for some m > 0 , the associated

family of symbols {f̃ ε}ε∈[0,ε0] given by Remark B.20 and the series

Ψε,κ,δ :=
∑
γ∗∈Γ∗

τγ∗
(
gδ−1 ]ε,κ rε,κ(εa) ]ε,κ f ε

)
,

with its associated operator Opε,κ
(
Ψε,κ,δ

)
obtained by using Lemma B.32 and Proposition B.33

after noticing that the magnetic composition property (Theorem 2.2 in [22]) gives:

gδ−1 ]ε,κ rε,κ(εa)]ε,κf ε ∈ S−∞(Ξ) ,

for any (ε, κ, δ) ∈ [0, ε0]× [0, κ0]× (0, δ0] .
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Proposition 4.12. There exist positive constants C, ε0, δ0 and κ0 such that∥∥Opε,κ
(
Ψε,κ,δ

)∥∥
L(H)

≤ Cε−1,

for any (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, κ0] verifying (4.20). Moreover the application

S−m1 (Ξ) 3 f ε 7→ εΨε,κ,δ ∈
(
S0

0(Ξ), ‖ · ‖Bε,κ
)

is continuous uniformly for (ε, δ, κ) ∈ [0, ε0]× [0, δ0]× [0, κ0] verifying (4.20).

Proof. The main ingredient is to note that(
gδ−1 ]ε,κ rε,κ(εa) ]ε,κ f ε

)
]ε,κ τα∗

(
gδ−1 ]ε,κ rε,κ(εa) ]ε,κ f ε

)
=
(
f ε ]ε,κ rε,κ(εa)

)
]ε,κ

(
gδ−1 ]ε,κ τα∗(gδ−1)

)
]ε,κ τα∗

(
rε,κ(εa)]ε,κf ε

)
,

and (
gδ−1 ]ε,κ rε,κ(εa)]ε,κf ε

)
]ε,κ τα∗

(
gδ−1 ]ε,κ rε,κ(εa) ]ε,κ f ε

)
=
(
gδ−1 ]ε,κ rε,κ(εa)

)
]ε,κ

(
f̃ ε(ε,1) ]

ε,κ τα∗(f̃ ε(ε,1))
)
]ε,κ τα∗

(
rε,κ(εa)]ε,κgδ−1

)
.

Then we fix some m > N+2 > 4 and we repeat the arguments in the proof of Proposition 4.11 .

4.4.3 Locating the spectral islands

In this subsection we fix µ = 3 and assume moreover (4.28), in order to prove the second claim of
Proposition 4.5 concerning the location and size of the spectral islands.

At the operator level, (4.28) can be rewritten as(
Opε,κ(λε)− εa

)
Opε,κ(r̃λ(εa)) = 1l + Opε,κ(rδ,a) , ‖Opε,κ(rδ,a)‖ ≤ C ε1/3 . (4.34)

Let us choose a ∈ C on the positively oriented circle |a− (2n+ 1)mB0| = mB0 centered at some
Landau level (2n+ 1)mB0 such that the distance between a and all the Landau levels is bounded
from below by mB0 and take z = εa. The estimate (4.34) implies that∥∥∥∥(Opε,κ(λε)− z

)−1
∥∥∥∥ ≤ C ε−1 .

By iterating we get:(
Opε,κ(λε)− z

)−1

= Opε,κ(r̃λ(z))−
(
Opε,κ(λε)− z

)−1

Opε,κ(rδ,a) . (4.35)

In order to identify the band operator corresponding to the spectrum near (2n + 1)mεB0 we
compute the Riesz integral:

hn :=
i

2π

∫
|z−(2n+1)mεB0|=mεB0

(
z− (2n+ 1)mεB0

)(
Opε,κ(λε)− z

)−1

dz .

We want to show that
‖hn‖ ≤ C(εκ+ ε4/3) .

Inserting (4.35) in the Riesz integral we obtain two contributions. The second contribution con-
taining the term Opε,κ(rδ,a) is easy, and leads to something of order ε4/3. We still need to estimate
the term

i

2π

∫
|z−(2n+1)mεB0|=mεB0

(
z− (2n+ 1)mεB0

)
Opε,κ(r̃λ(z)) dz .
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Since mε −m = O(ε), replacing m with mε in the expression of hn produces an error of order ε2,
hence the relevant object becomes:

h′n :=
i

2π

∫
|z−(2n+1)mεεB0|=mεεB0

(
z− (2n+ 1)mεεB0

)
Opε,κ(r̃λ(z)) dz .

From the expression of r̃λ(z) in (4.27) we see that the second term is analytic inside the circle
of integration, thus only ∑

γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ rε,κ(z)
)

will contribute to h′n. Let us introduce the shorthand notation Eεn := (2n + 1)mεB0 and notice
that h′n = Opε,κ(hn) with hn :=

∑
γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ gn
)
, where

gn :=
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
rε,κ(z) dz . (4.36)

This is a slowly varying symbol of class S−2
1 (Ξ)• (see Definition B.19) having an operator norm

of order ε. Using the expansion in (4.30) we notice that the first sum of N terms is a polynomial
in z and thus vanishes when integrated along the circle |z− Eεn| = mεεB0 and we get:

gn =
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
(1 + z)Nrε,κ(z) ]ε,κ

[
rε,κ1

] ]ε,κN
dz ,

and

h′n =
∑
γ∗∈Γ∗

τγ∗
(
g1/δ ]

ε,κ g̃n ]
ε,κ
[
rε,κ1

] ]ε,κN)
,

where

g̃n :=
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
(1 + z)Nrε,κ(z) dz .

The arguments in the above subsection may be applied in order to conclude that h′n ∈ S0
0(Ξ) and

a-priori:
‖Opε,κ(h′n)‖ ≤ Cε ,

but this is not enough in order to conclude the existence of gaps.
Let us also consider rε(εa) ∈ S−2

1 (Ξ) such that

(Opε(hmε)− εa)
−1

= Opε
(
rε(εa)

)
.

For a on the circle |a−E1
n| = mεB0, the above inverse is well defined and its symbol also. Let us

notice that
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
rε(z) dz = 0 ,

and
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
(1 + z)Nrε(z) dz = 0 ,

both integrands being analytic inside the circle |z− Eεn| = mεεB0 . Hence we can write:

g̃n =
i

2π

∫
|z−Eεn|=mεεB0

(
z− Eεn

)
(1 + z)N

(
rε,κ(z)− rε(z)

)
dz .

Using now the estimate (4.12), Proposition 4.9 and Proposition 4.11 we obtain:

‖Opε,κ(h′n)‖ ≤ C κε−1ε2 = C κε .

which concludes the proof of the size of the spectral islands. From now on we concentrate on
proving (4.28).
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4.4.4 Estimating the product
(
λε − εa

)
]ε,κ r̃λ(εa).

Here we no longer fix µ = 3 . Instead, we again allow µ to vary in the interval (2, 4) and actually
prove that this is the maximal interval for which the operator defined in (4.27) is a quasi-resolvent.

Given the periodic lattice Γ∗ ⊂ X ∗ and the function g1/δ defined in (4.14), for δ ∈ (0, δ0] , there
exists a function χ̃ ∈ C∞0 (X ∗) such that:

1. 0 ≤ χ̃ ≤ 1 ,

2. χ̃ g1/δ = g1/δ , for any δ ∈ (0, δ0] ,

3.
∑

γ∗∈Γ∗

τγ∗ χ̃ = 1 .

For any γ∗ ∈ Γ∗ let us introduce

λ̃ε,κγ∗ :=
(
λε − εa

)
]ε,κ τγ∗ χ̃ . (4.37)

Proposition 4.13. The families {λ̃ε,κγ∗ }(ε,κ)∈[0,ε0]×[0,1] are bounded in S−∞(Ξ)• .

Proof. We notice that λε − εa ∈ S−∞(Ξ)◦ for any ε ∈ [0, ε0] and χ̃ also, so that we can use
Proposition B.21.

We have the following properties:

1. λ̃ε,κγ∗ = τγ∗ λ̃
ε
0 ,

2.
(
λε − εa

)
=
∑

γ∗∈Γ∗

λ̃ε,κγ∗ ,

the convergence following from Lemma B.32 and Proposition B.33 .

We shall use the following decomposition:(
λε − εa

)
]ε,κ r̃λ(εa) =

∑
γ∗∈Γ∗

λ̃ε,κγ∗ ]
ε,κ

∑
α∗∈Γ∗

τα∗
(
g1/δ ]

ε,κ rε,κ(εa)
)

+
∑
γ∗∈Γ∗

λ̃ε,κγ∗ ]
ε,κ

(
1− g̃1/δ

)
]ε,κrδ,ε,κ(εa) . (4.38)

The main contribution to the series (4.38). In this paragraph we shall consider the term in
the second line of (4.38) with γ∗ = α∗ = 0 :

λ̃ε0 ]
ε,κ
(
g1/δ ]

ε,κ rε,κ(εa)
)

=
(
λε − εa

)
]ε,κ

(
χ̃ ]ε,κ g1/δ

)
]ε,κ rε,κ(εa) . (4.39)

Lemma 4.14. Given ε0 > 0 and δ0 > 0 satisfying (4.16), for any (ε, δ, κ) ∈ (0, ε0]× (0, δ0]× [0, 1]
satisfying (4.20), the following relation holds

χ̃ ]ε,κ g1/δ = ϕε,δ,κ(ε,δ−1) ,

where the family of symbols{
ϕε,δ,κ | (ε, δ, κ) ∈ (0, ε0]× (0, δ0]× [0, 1], ε = δµ

}
is bounded in S−∞(Ξ).

Proof. We use the arguments in the proof of Proposition B.26 (formula (B.46)) and Proposi-
tion B.9. A change of variables in the definition of(

χ̃ ]ε,κ g1/δ

)
(x, ξ) =

∫
Ξ×Ξ

dY dZ
[
e−2iσ(Y,Z)ei εΦκ(εx,y,z)χ̃(ξ − η)g(δ−1(ξ − ζ))×

×
(

1 + i κε2Ψε(εx, y, z)
∫ 1

0
Θε,κ
τ (εx, y, z)dτ

)] (4.40)
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allows to write (
χ̃ ]ε,κ g1/δ

)
(x, ξ) = ϕε,δ,κ(εx, δ−1ξ) ,

where

ϕε,δ,κ(x, ξ) :=

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)χ̃δ(ξ − η)g(ξ − ζ)ei εΦκ(x,δ−1y,δ−1z)×

×
(

1 + i κε2Ψε(x, δ−1y, δ−1z)

∫ 1

0

Θε,κ
τ (x, δ−1y, δ−1z)dτ

)
.

We notice first that {χ̃δ}δ∈(0,δ0] is a bounded subset of S−∞(Ξ)◦ and that the symbol ϕε,δ,κ is

defined by an oscillatory integral of the form L1,1
(1,1,1,1)

(
χ̃δ, g

)
(see Proposition B.9 for this notation)

with the integral kernel

L(x, y, z) := ei εΦκ(x,δ−1y,δ−1z)

(
1 + i κε2Ψε(x, δ−1y, δ−1z)

∫ 1

0

Θε,κ
τ (x, δ−1y, δ−1z)dτ

)
. (4.41)

We notice that

1. εΦκ(x, δ−1y, δ−1z) = εδ−2
(
B0 + κB(x)

)
(y2z3 − y3z2) = εδ−2Φκ(x, y, z) ,

and by (4.20) εδ−2 = δµ−2 ≤ δµ−2
0 goes to 0 when δ ↘ 0 .

2. κε2Ψε(x, δ−1y, δ−1z) = κε2δ−3Ψ1(x, εδ−1y, εδ−1z) ,
and by (4.20) we have ε2δ−3 = δ2µ−3 ≤ δ2µ−3

0 and εδ−1 = δµ−1 ≤ δµ−1
0 and both go to 0

when δ ↘ 0 .

3. Θε,κ
τ (x, δ−1y, δ−1z) = exp

{
iτκε2Ψε(x, δ−1y, δ−1z)

}
= exp

{
iτκε2δ−3Ψ1(x, εδ−1y, εδ−1z)

}
.

We conclude that for (τ, κ) ∈ [0, 1] × [0, 1] and (ε, δ) ∈ [0, ε0] × (0, δ0] verifying (4.20), the corre-
sponding family of integral kernels L defined in (4.41) is bounded in BC∞

(
X ;C∞pol(X × X )

)
and

we can apply Corollary B.11 in order to finish the proof.

Lemma 4.15. Given ε0 > 0 and δ0 > 0 satisfying (4.16), there exists C > 0 such that, for any
(ε, δ, κ) ∈ (0, ε0]× (0, δ0]× [0, 1] satisfying (4.20), we have

χ̃ ]ε,κ g1/δ = g1/δ + xε,δ,κ(ε,δ−1) ,

where the family
{xε,δ,κ | (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, 1] , ε = δµ}

is a bounded subset in S−∞(Ξ) and satisfies

‖xε,δ,κ(ε,δ−1)‖Bε,κ ≤ C δ
2(µ−1) .

Proof. Let us come back to the formula (4.40) in the proof of Lemma 4.14 and notice that∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(εx,y,z)χ̃(ξ − η)g(δ−1(ξ − ζ)) =
(
χ̃ \ε gδ−1

)
(x, ξ) ,

so that
χ̃ ]ε,κ g1/δ = χ̃ \ε gδ−1 + ψε,δ,κ(ε,δ−1) ,

with

ψε,δ,κ(x, ξ)

:= κε2
∫ 1

0
dτ

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(x,y,z)Ψε(x, y, z)Θε,κ
τ (x, y, z)χ̃(δξ − η)g(ξ − δ−1ζ) ,
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being similar with the symbols {ϕε,δ,κ} in Lemma 4.14 .
By the same arguments as in the previous proof we have:

ψε,δ,κ(x, ξ) = δ2(µ−1)κ(εδ−µ)2

∫ 1

0

dτ

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)χ̃(δξ − η)g(ξ − ζ)×

× ei εδ
−1Φκ(x,y,z)iΨ̃δ(x, εδ

−1y, εz) exp i
{
τκε2δ−2Ψ̃δ(x, εδ

−1y, εz)
}

with

Ψ̃δ(x, y, z) := 8
∑

1≤j,k≤2

yjzk
∑

1≤`≤2

[
y`R1

(
∂`Bjk

)
(x, εy, εz) + δz`R2

(
∂`Bjk

)
(x, εy, εz)

]
.

Moreover the family

{ψ̃ε,δ,κ := δ2(1−µ)ψε,δ,κ | (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, 1], ε = δµ}

is a bounded subset in S−∞(Ξ) .

We now use Proposition B.31 with N = 2 in order to obtain that(
χ̃ \ε gδ−1

)
(x, ξ) = χ̃(ξ)gδ−1(ξ) + ε

(
B0 + κB(εx)

) ∑
j=1,2

(
∂ξj χ̃

)
(ξ)
(
∂ξ⊥j gδ−1

)
(ξ)

+ ε2
(
B0 + κB(εx)

)2 ∑
|α|=2

M ε,κ
2

(
∂αξ χ̃, ∂

α
ξ⊥gδ−1

)
(x, ξ)

= gδ−1(ξ) + ε2δ−2
(
B0 + κB(εx)

)2 ∑
|α|=2

M ε,κ
2

(
∂αξ χ̃, (∂

α
ξ⊥g)δ−1

)
(x, ξ) , (4.42)

because gδ−1 = 0 on the support of ∇ξχ̃ .
Taking into account formula (B.47) in the proof of Proposition B.31 we see that

ε2δ−2
(
B0 + κBε

)2 ∑
|α|=2

M ε,κ
2

(
∂αξ χ̃, (∂

α
ξ⊥g)δ−1

)
= δ2(µ−1)θε,δ,κ(ε,δ−1) , (4.43)

for some family {θε,δ,κ | (ε, δ , κ) ∈ [0, ε0]× (0, δ0]× [0, 1], ε = δµ} that is bounded in S−∞(Ξ) .

We define xε,δ,κ := δ2(µ−1)
(
ψ̃ε,δ,κ + θε,δ,κ

)
and the above results imply the conclusion of the

lemma by using Proposition B.8 and the continuity criterion for the magnetic pseudodifferential
calculus (Theorem 3.1 in [22]).

Thus we can write our main contribution term in (4.39) as:(
λε − εa

)
]ε,κ

(
χ̃ ]ε,κ g1/δ

)
]ε,κ rε,κ(εa)

=
(
λε − εa

)
]ε,κ g1/δ ]

ε,κ rε,κ(εa) +
(
λε − εa

)
]ε,κ xε,δ,κ(ε,δ−1) ]

ε,κrε,κ(εa)
(4.44)

and notice that∥∥∥(λε − εa) ]ε,κ xε,δ,κ(ε,δ−1) ]
ε,κrε,κ(εa)

∥∥∥
Bε,κ
≤ Cδ2(µ−1)ε−1 ‖λε − εa‖Bε,κ ‖εr

ε,κ(εa)‖Bε,κ

≤ Cδµ−2. (4.45)

Proposition 4.16. Given ε0 > 0 and δ0 > 0 satisfying (4.16), there exist C > 0 such that for
any (ε, δ, κ) ∈ (0, ε0]× (0, δ0]× [0, 1] satisfying (4.20) we have:(

λε − εa
)
]ε,κ g1/δ ]

ε,κ rε,κ(a) = g1/δ + δµ−2zε,δ,κ ,

with zε,δ,κ ∈ S−∞(Ξ) and ‖zε,δ,κ‖Bε,κ ≤ C .

28



Proof. We repeat the arguments in the proof of Lemma 4.15 and write that(
λε − εa

)
]ε,κ g1/δ =

(
λε − εa

)
\ε g1/δ + δ2(µ−1)ψε,δ,κ(ε,δ−1) , (4.46)

where the subset {ψε,δ,κ | (ε, δ, κ) ∈ [0, ε0] × (0, δ0] × [0, 1], ε = δµ} ⊂ S−∞(Ξ) is bounded in
S−∞(Ξ).

For the first term in (4.46) we use Proposition B.31 with N = 2 and write that[(
λε − εa

)
\ε g1/δ

]
(x, ξ)

=
(
λε − εa

)
(ξ) g1/δ(ξ) + ε

(
B0 + κB(εx)

) ∑
j=1,2

(
∂ξjλ

ε
)
(ξ)
(
∂ξ⊥j gδ−1

)
(ξ)

+ε2
(
B0 + κB(εx)

)2 ∑
|α|=2

M ε,κ
2

(
∂αξ λ

ε, ∂αξ⊥gδ−1

)
(x, ξ) .

For the first term in (4.47) we use (4.21) and notice that δ4ε−1 = δ4−µ with 4−µ > 0 by (4.20)
and thus

δ4fε,δ(δ−1) ]
ε,κ rε,κ(a) = (δ4ε−1)

[
fε,δ(δ−1) ]

ε,κ
(
εrε,κ(a)

)]
,

where
{
fε,δ(δ−1) | (ε, δ) ∈ [0, ε0]× (0, δ0], ε = δµ

}
is a bounded set in S−∞(Ξ)◦.

Thus
‖δ4fε,δ(δ−1) ]

ε,κ rε,κ(a)‖Bε,κ ≤ (δ4ε−1)
∥∥∥fε,δ(δ−1)

∥∥∥
Bε,κ
‖εrε,κ(a)‖Bε,κ ≤ C δ .

The analysis of the second term is more difficult and makes use of the special form of the
cut-off function g in (4.14). We denote by ∇ξ⊥j := (−∂ξ2 , ∂ξ1) the orthogonal gradient operator.

The support of all derivatives of g1/δ◦ is contained in the support of g1/δ◦ , thus:(
∂ξjλ

ε
)
(ξ)
(
∂ξ⊥j g1/δ◦

)
(ξ) =

(
∂ξj (λ

ε g1/δ)
)
(ξ)
(
∂ξ⊥j g1/δ◦

)
(ξ) .

Moreover, if we denote by χ′ the derivative of χ having support in the annulus 1 ≤ |t| ≤ 2 , then
due to the choice (4.14) we have the following equality:(
∇ξ(λε g1/δ)

)
(ξ) ·

(
∇ξ⊥g1/δ◦

)
(ξ)

= 4mε
1m

ε
2 (δ◦)−1λε(ξ)χ′

(
hmε((δ

◦)−1ξ)
)(
− ξ1ξ2 + ξ2ξ1

)
+ δ3

∑2
j=1 f

j,ε,δ(δ−1ξ)

= δ3
∑2
j=1 f

j,ε,δ(δ−1ξ) .

In conclusion, the second term in (4.47) is of the form εδ3F ε,δ,κ(1,δ−1) for a bounded family of

symbols in S−∞(Ξ) {
F ε,δ,κ | (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, 1] , ε = δµ

}
and we have the estimate:

εδ3‖F ε,δ,κ(1,δ−1) ]
ε,κ rε,κ(a)‖Bε,κ ≤ δ3

∥∥∥F ε,δ,κ(1,δ−1)

∥∥∥
Bε,κ
‖εrε,κ(a)‖Bε,κ ≤ C δ

3 .

For the term in the last line of (4.47) the same procedure as in the previous proof (see (4.43))
allows us to conclude that it defines a bounded magnetic pseudodifferential operator that is small
in norm of order δµ−2.

This allows us to conclude, using also (4.21), that there exists a constant C > 0 such that the
following relation is true:(

λε − εa
)
]ε,κ g1/δ ]

ε,κ rε,κ(a) =
[
g1/δ

(
hmε − εa

)]
]ε,κ rε,κ(a) + δµ−2xε,δ,κ ,

with xε,δ,κ ∈ S−∞(Ξ) and
‖xε,δ,κ‖Bε,κ ≤ C ,

for all (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, κ0] s. t. ε = δµ .
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A similar procedure allows us to transform g1/δ

(
hmε − εa

)
into g1/δ]

ε,κ
(
hmε − εa

)
and use the

equality (
hmε − εa

)
]ε,κrε,κ(a) = 1 .

This time the formula similar to (4.47) will contain factors of the form ξj
(
∂ξ⊥j gδ−1

)
(ξ) that are

still symbols of class S−∞(Ξ) . Finally we conclude the existence of C > 0 such that:[
g1/δ

(
hmε − εa

)]
]ε,κrε,κ(a) = g1/δ ]

ε,κ
(
λε − εa

)
]ε,κ rε,κ(a) + δµ−2zε,δ,κ

= g1/δ + δµ−2zε,δ,κ ,

with
zε,δ,κ ∈ S−∞(Ξ) and ‖zε,δ,κ‖Bε,κ ≤ C ,

for all (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, κ0] s.t. ε = δµ.

The series in (4.38) continued. We shall rewrite the expression in the last line of (4.38) as:∑
γ∗∈Γ∗

λ̃ε,κγ∗ ]
ε,κ

(
1− g̃1/δ

)
]ε,κrδ,ε,κ(εa)

=
(
λε − εa

)
]ε,κ

(
1− g̃1/δ

)
]ε,κrδ,ε,κ(εa)

=
(
1− g̃1/δ

)
−
[
λε, g̃1/δ

]
ε,κ
]ε,κrδ,ε,κ(εa) − (δ◦)2

(
1− g̃1/δ

)
]ε,κ g̃1/δ◦ ]

ε,κ rδ,ε,κ(εa)

= 1−
∑

γ∗∈Γ∗

τγ∗
(
g1/δ

)
−
[
λε, g̃1/δ

]
ε,κ
]ε,κrδ,ε,κ(εa)− (δ◦)2

(
1− g̃1/δ

)
]ε,κ g̃1/δ◦ ]

ε,κ rδ,ε,κ(εa) ,

where
[f, g]ε,κ := f ]ε,κ g − g]ε,κf .

We start with the second term on the right hand side of the second line of (4.47).

Lemma 4.17. There exist positive constants C, ε0 , κ0 and δ0 such that, for (ε, κ, δ) ∈ [0, ε0] ×
[0, κ0]× (0, δ0] verifying (4.20) ,∥∥∥∥[λε, g̃1/δ

]
ε,κ
]ε,κrδ,ε,κ(εa)

∥∥∥∥
Bε,κ

≤ C
(
δ + δ2(µ−2)

)
.

Proof. We note that both symbols λε and g̃1/δ are of class S0
0(Ξ)

◦
and thus we can apply Proposi-

tion B.29 in order to obtain the existence of positive ε0 and κ0 such that, for (ε, κ) ∈ [0, ε0]×[0, κ0] ,[
λε, g̃1/δ

]
ε,κ

(x, ξ)

= −4iεBκ(εx)
[(
∂ξ1λ

ε
)
(ξ)
(
∂ξ2 g̃1/δ

)
(ξ)−

(
∂ξ2λ

ε
)
(ξ)
(
∂ξ1 g̃1/δ

)
(ξ)
]

+ ε2R̃ε,κ(λε, g̃1/δ)(ε,1) ,

where {R̃ε,κ

(
λε, g̃1/δ

)
}ε∈[0,ε0],κ∈[0,κ0] is a bounded family in S−∞(Ξ) .

For the first two terms we apply once again (4.47) and obtain(
∂ξ1λ

ε
)
(ξ)
(
∂ξ2 g̃1/δ

)
−
(
∂ξ2λ

ε
)(
∂ξ1 g̃1/δ

)
= δ3 fε,δ1/δ ,

where
{
fε,δ | (ε, δ) ∈ [0, ε0]× (0, δ0], ε = δµ

}
is a bounded subset in C∞0 (X ∗) .

For the third term we have

R̃ε,κ

(
λε, g̃1/δ

)
(x, ξ) = −B

2
κ(x)

π2

∑
|α|=2

(α!)−1

∫
X∗×X∗

ei(η∧ζ)
∫ 1

0

s dsTε,κ,δ(X, sη, ζ)d2η d2ζ

+ κ

∫
Ξ×Ξ

e−2iσ(Y,Z)

(∫ 1

0

Θε,κ
τ (x, y, z)dτ

)
Rε,κ,δ(X,Y, Z) dY dZ ,
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where

Tε,κ,δ(X, sη, ζ) :=
(
∂αξ λ

ε
)
(ξ − sε1/2bκ(x)η)

(
∂αξ⊥ g̃1/δ

)
(ξ − ε1/2bκ(x)ζ) ,

and

Rε,κ,δ(X,Y, Z) :=
∑
j,k,`

(
R1

(
∂`Bjk

)
(x, εy, εz)

(
∂ξkλ

ε
)
(ξ − η)

(
∂2
ξjξ`

g̃1/δ

)
(ξ − ζ)

+ R2

(
∂`Bjk

)
(x, εy, εz)

(
∂2
ξkξ`

λε
)
(ξ − η)

(
∂ξj g̃1/δ

)
(ξ − ζ)

)
=
∑
j,k,`

(
R1

(
∂`Bjk

)
(x, εδ−1y, εz)

(
∂ξkλ

ε
)
(ξ − η)

(
∂2
ξjξ`

g̃
)
(δ−1ξ − ζ)

+R2

(
∂`Bjk

)
(x, εδ−1y, εz)

(
∂2
ξkξ`

λε
)
(ξ − η)

(
∂ξj g̃

)
(δ−1ξ − ζ)

)
,

with R1(·) and R2(·) defined by (B.40) and (B.41).
Taking into account (4.20) and using Proposition B.9 we obtain:[

λε, g̃1/δ

]
ε,κ

= δ3 fε,δ1/δ + ε2 δ−2 R̃′ε,κ,δ(λ
ε, g̃)(ε,δ−1)

where, for some ε0 > 0 and κ0 > 0 small enough, the following families{
R̃′ε,κ,δ

(
λε, g̃

)
| (ε, κ, δ) ∈ [0, ε0]× [0, κ0]× (0, δ0], εδµ = 1

}
⊂ S−∞(Ξ)

and {
fε,δ | (ε, δ) ∈ [0, ε0]× (0, δ0], ε = δµ

}
⊂ C∞0 (X ∗)

are bounded.

For the third term in the right hand side of (4.47) we proceed similarly using Proposition B.30
and obtain

Lemma 4.18. There exist ε0 > 0, κ0 > 0, δ0 > 0 and C > 0 such that:∥∥(δ◦)2
(
1− g̃1/δ

)
]ε,κ g̃1/δ◦ ]

ε,κ rδ,ε,κ(εa)
∥∥
Bε,κ
≤ C δ2(µ−2) ,

for all (ε, κ, δ) ∈ [0, ε0]× [0, κ0]× (0, δ0] verifying (4.20).

The rest of the double series in the first term of (4.38). We still have to study the following
double series:∑

γ∗∈Γ∗

λ̃ε,κγ∗ ]
ε,κ

∑
α∗∈Γ∗\{γ∗}

τα∗
(
g1/δ ]

ε,κ rε,κ(a)
)

=
(
λε − εa

)
]ε,κ

∑
γ∗∈Γ∗

τγ∗ χ̃]
ε,κ

∑
α∗∈Γ∗\{γ∗}

τα∗
(
g1/δ ]

ε,κ rε,κ(a)
)

=
(
λε − εa

)
]ε,κ

[ ∑
γ∗∈Γ∗

τγ∗

( ∑
α∗∈Γ∗\{0}

(
χ̃ ]ε,κ τα∗(g1/δ)

)
]ε,κ τα∗(r

ε,κ(a))

)]
.

(4.47)

For the symbol χ̃ ]ε,κ τα∗(g1/δ) we proceed as in the proof of Proposition 4.15 noticing that for
α∗ 6= 0 the supports of χ̃ and τα∗(g1/δ) are disjoint and we can use Proposition B.30 in order to
obtain the following statement.

Lemma 4.19. Given ε0 > 0 and δ0 > 0 satisfying (4.16), for any N , there exists CN > 0 such
that, for any α∗ ∈ Γ∗ ,

< α∗ >N χ̃ ]ε,κ τα∗(g1/δ) = xε,δ,κ(ε,δ−1) ,

where the family
{xε,δ,κ | (ε, δ, κ) ∈ [0, ε0]× (0, δ0]× [0, 1] , ε = δµ} ,

is bounded in S−∞(Ξ) and

‖xε,δ,κ(ε,δ−1)‖Bε,κ ≤ CN δ
2(µ−1) .
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Thus for any N ∈ N and for any α∗ 6= 0 ,∥∥(χ̃ ]ε,κ τα∗(g1/δ)
)
]ε,κ τα∗(r

ε,κ(a))
∥∥
Bε,κ
≤ CN < α∗ >−N δµ−2 .

We now use once again the formulas in (4.30) and proceed similarly with the proofs of Propo-
sitions 4.11 and 4.12 in order to obtain the following final result.

Proposition 4.20. There exist ε0 > 0, κ0 > 0, δ0 > 0 and C > 0 such that:∥∥∥∥∥∥
∑
γ∗∈Γ∗

λ̃ε,κγ∗ ]
ε,κ

∑
α∗∈Γ∗\{γ∗}

τα∗
(
g1/δ ]

ε,κ rε,κ(a)
)∥∥∥∥∥∥
Bε,κ

≤ C δµ−2 .

for all (ε, κ, δ) ∈ [0, ε0]× [0, κ0]× (0, δ0] verifying (4.20).

Appendices

A Study of λ0(θ)

Being isolated from the rest of the spectrum, the first Bloch eigenvalue λ0 is analytic [25, 37]. In
order to prove the statement in Remark 1.1 (see also [26]) it is enough to prove the following

Lemma A.1. There exists C > 0 such that

λ0(θ)− λ0(0) ≥ C |θ|2 , ∀θ ∈ E∗. (A.1)

Proof. Up to a Perron-Frobenius type argument [37], the first L2-normalized eigenfunction of the
elliptic operator −∆+V on the compact manifold T is non-degenerate and can be chosen positive;
let us denote it by u0. We also have 0 < min(u0) ≤ u0(x) ≤ max(u0). For u ∈ C∞(T), if we
denote by u = u0v we can write (−i∇− θ)u = −i[u0(∇− iθ)v + v∇u0] . This implies

|(−i∇− θ)u|2 = u2
0 |(∇− iθ)v|2 + |∇u0|2 |v|2 + u0(∇|v|2) · ∇u0 .

Integrating on T leads to∫
T
|(−i∇− θ)u|2 dx =

∫
T
u2

0 |(∇− iθ)v|2 dx+

∫
T
|∇u0|2 |v|2 dx−

∫
T
|v|2 div(u0∇u0) dx

and ∫
T
|(−i∇− θ)u|2 dx+

∫
T
(V − λ0(0)) |u|2 dx =

∫
T
u2

0 |(∇− iθ)v|2 dx .

If u = uθ is an eigenfunction of (−i∇− θ)2 + V associated with λ(θ), we get, with vθ = uθ/u0 ,

λ(θ)− λ(0) =

∫
T u

2
0 |(∇− iθ)vθ|2 dx∫
T |vθ|2 u

2
0 dx

≥ min(u0)2

max(u0)2
inf

v∈C∞(T)

∫
T(|(∇− iθ)v|2)dx∫

T v
2 dx

.

On the right hand side we recognize the variational characterization of the ground state energy of
the free Laplacian on the torus, which equals |θ|2 and it is achieved for a constant v. Hence (A.1)

holds, with C = min(u0)2

max(u0)2 .

B The magnetic Moyal calculus with slowly varying sym-
bols

This appendix is devoted to a brief reminder of the main definitions, notation and results con-
cerning the magnetic pseudodifferential calculus [22, 9, 10] and to prove some special properties
in the case of slowly varying symbols and magnetic fields (see Subsection B.5).
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B.1 Hörmander classes of symbols

Let us recall the notation X := R2 and let us denote by X ∗ the dual of X (the momentum space)
with 〈·, ·〉 : X ∗ ×X → R denoting the duality map. Let Ξ := X ×X ∗ be the phase space with the
canonical symplectic form

σ(X,Y ) := 〈ξ, y〉 − 〈η, x〉 , (B.1)

for X := (x, ξ) ∈ Ξ and Y := (y, η) ∈ Ξ∗.
We consider the spaces BC(V) of bounded continuous functions on any finite dimensional real
vector space V with the ‖ · ‖∞ norm. We shall denote by C∞(V) the space of smooth functions
on V and by C∞pol(V) (resp. by BC∞(V)) its subspace of smooth functions that are polynomially
bounded together with all their derivatives, (resp. smooth and bounded together with all their
derivatives), endowed with the usual locally convex topologies. We denote by τv the translation
with v ∈ V. For any v ∈ V we write < v >:=

√
1 + |v|2 . S (V) denotes the space of Schwartz

functions on V endowed with the Fréchet topology defined by the following family {νm,n}(m,n)∈N2

of seminorms:
S (V) 3 φ 7→ νn,m(φ) := sup

v∈V
< v >n

∑
|α|≤m

∣∣(∂αφ)(v)
∣∣ .

We will use the following class of Hörmander type symbols.

Definition B.1. For any s ∈ R and any ρ ∈ [0, 1], we denote by

Ssρ(Ξ) := {F ∈ C∞(Ξ) | νs,ρn,m(F ) < +∞ ,∀(n,m) ∈ N× N} ,

where
νs,ρn,m(f) := sup

(x,ξ)∈Ξ

∑
|α|≤n

∑
|β|≤m

∣∣∣〈ξ〉−s+ρm(∂αx ∂βξ f)(x, ξ)∣∣∣ ,
and

S∞ρ (Ξ) :=
⋃
s∈R

Ssρ(Ξ) and S−∞(Ξ) :=
⋂
s∈R

Ssρ(Ξ) .

Definition B.2. A symbol F in Ssρ(Ξ) is called elliptic if there exist two positive constants R and
C such that

|F (x, ξ)| ≥ C 〈ξ〉s ,

for any (x, ξ) ∈ Ξ with |ξ| ≥ R .

Definition B.3. For h ∈ Sm1 (Ξ) the Weyl quantization associates the operator Opw(h) defined,
for u ∈ S (X ), by(

Opw(h)u
)
(x) := (2π)−2

∫
X

∫
X∗

ei〈ξ,x−y〉 h
(x+ y

2
, ξ
)
u(y) dξ dy . (B.2)

This operator is continuous on S (X ) and has a natural extension by duality to S ′(X ). More-
over it is just the special case ε = 1 of the operator in (2.1) (but in dimension 2).

B.2 Magnetic pseudodifferential calculus

We consider a vector potential A with components of class C∞pol(X ) , such that the magnetic field
B = curlA belongs to BC∞(X ). We recall from [22] that the functional calculus (see (1.12))

u 7→
(
OpA(F )u

)
(x) := (2π)−2

∫
X

∫
X∗

ei〈ξ,x−y〉e−i
∫
[x,y]

A F

(
x+ y

2
, ξ

)
u(y) dξ dy , (B.3)

generalizes the usual Weyl calculus and extends to the Hörmander classes of symbols. Moreover
the usual composition of symbols theorem is still valid (Theorem 2.2 in [22]). In fact for our special
classes of Hörmander symbols (Smρ (Ξ) ≡ Smρ,0(Ξ)) the result concerning the composition of symbols
is a corollary of Proposition B.9.
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We recall (see for example Proposition 3.4 in [29]) that two vector potentials that are gauge
equivalent define two unitarily equivalent functional calculi and that (Proposition 3.5 in [29]) the
application OpA extends to a linear and topological isomorphism between S ′(Ξ) and L

(
S (X ); S ′(X )

)
(considered with the strong topologies).

In the same spirit as the Calderon-Vaillancourt theorem for classical pseudo-differential oper-
ators, Theorem 3.1 in [22] states that any symbol F ∈ S0

0(Ξ) defines a bounded operator OpA(F )
in L2(X ) with an upper bound of the operator norm by some symbol seminorm of F . We denote
by ‖F‖B the operator norm of OpA(F ) in L(L2(X )) :

‖F‖B := ||OpA(F )||L(L2(X )) . (B.4)

This norm only depends on the magnetic field B and not on the choice of the vector potential
(different choices being unitary equivalent).

We also recall from [29] that the operator composition of the operators OpA(F ) and OpA(G)
induces a twisted Moyal product, also called magnetic Moyal product, such that

OpA(F )OpA(G) = OpA(F ]B G) .

This product depends only on the magnetic field B and is given by the following oscillating integral:(
F ]B G

)
(X) := π−4

∫
Ξ

dY

∫
Ξ

dZ e−2iσ(Y,Z)e−i
∫
T (x,y,z)

BF (X − Y )G(X − Z) (B.5)

= π−4

∫
Ξ

dY

∫
Ξ

dZ e−2iσ(X−Y,X−Z)e−i
∫
T̃ (x,y,z)

BF (Y )G(Z) ,

where T (x, y, z) denotes the triangle in X of vertices x− y− z , x+ y− z , x− y+ z and T̃ (x, y, z)
the triangle in X of vertices x− y + z , y − z + x , z − x+ y .

For any symbol F we denote by F−B its inverse with respect to the magnetic Moyal product,
if it exists. It is shown in Subsection 2.1 of [30] that, for any m > 0 and for a > 0 large enough
(depending on m) the symbol sm(x, ξ) :=< ξ >m +a, has an inverse for the magnetic Moyal

product. We shall use the shorthand notation sB−m instead of
(
sm
)−
B

and extend it to any m ∈ R
(thus for m > 0 we have sBm ≡ sm).
The following results have been established in [23] (Propositions 6.2 and 6.3):

Proposition B.4.

1. If F ∈ S0
ρ(Ξ) is invertible for the magnetic Moyal product, then the inverse F−B also belongs

to S0
ρ(Ξ) .

2. For m < 0, if f ∈ Smρ (Ξ) is such that 1 + f is invertible for the magnetic Moyal product,

then (1 + f)−B − 1 ∈ Smρ (Ξ) .

3. Let m > 0 and ρ ∈ [0, 1] . If G ∈ Smρ (Ξ) is invertible for the magnetic Moyal product, with

OpA
(
sm ]

BG−B
)
∈ L

(
L2(X )

)
, then G−B ∈ S−mρ (Ξ) .

We recall from [23] that one can associate with X ∈ Ξ, a linear symbol by:

lX(Y ) := σ(X,Y ) , ∀Y ∈ Ξ ,

and, for ε ≥ 0, an operator adεX on S ′(Ξ)

adεX [ψ] := lX ]
ε ψ − ψ ]ε lX , ∀ψ ∈ S ′(Ξ) . (B.6)

Proposition B.5. Let us consider a lattice Γ∗ ⊂ X ∗. If f and g are Γ∗-periodic symbols, then
their magnetic Moyal product is also Γ∗-periodic.

The proof is evident by (B.5).

34



Remark B.6. By Theorem 4.1 in [22], for any real elliptic symbol h ∈ Sm1 (Ξ)Γ (with m > 0)
and for any A in C∞pol(X ,R2), the operator OpA(h) has a closure HA in L2(X ) that is self-adjoint
on a domain HmA (a magnetic Sobolev space) and lower semibounded. Thus we can define its
resolvent (HA − z)−1 for any z /∈ σ(HA) and Theorem 6.5 in [23] states that it exists a symbol
rBz (h) ∈ S−m1 (Ξ) such that

(HA − z)−1 = OpA(rBz (h)) .

Remark B.7. For symbols of class S0
ρ(Ξ) with ρ ∈ [0, 1], we have seen that the associated

magnetic pseudodifferential operator is bounded in H and is self-adjoint if and only if its symbol
is real. In that case we can also define its resolvent and the results in [23], cited above, show that
it is also defined by a symbol of class S0

ρ(Ξ) .

Using the notation

ΛA(x, y) := e−i
∫
[x,y]

A , (B.7)

we notice that

ΛA(x, z)ΛA(z, y)ΛA(y, x) = exp

{
−i
∫
<x,y,z>

B

}
:= ΩB(x, y, z) , (B.8)

and there exists C > 0 such that, for any magnetic field B of class BC∞(X ) ,∣∣ΩB(x, y, z)− 1
∣∣ ≤ C ‖B‖∞|(y − x) ∧ (z − x)| . (B.9)

The above integral of the 2-form B = dA is taken on the positively oriented triangle < x , y , z > .
As we are working in a two-dimensional framework, we use the following notation for the vector

product of two vectors u and v in R2 :

u ∧ v := u1v2 − u2v1 . (B.10)

and the −π/2 rotation of v:
v⊥ :=

(
v2,−v1

)
. (B.11)

We can make the connection with the ‘twisted integral kernels’ formalism in [33], where for any
integral kernel K ∈ S ′(X × X ) one associates a twisted integral kernel

KA(x, y) := ΛA(x, y)K(x, y) . (B.12)

For any integral kernel K ∈ S ′(X × X ) we denote by Int K its corresponding linear operator
from S (X ) into S ′(X ):(

(Int K)u
)
(φ) =

∫
X×X

K(x, y)φ(x)u(y) dxdy , ∀φ ∈ S(X ) .

Let us recall that there exists a linear bijection W : S ′(Ξ)→ S ′(X × X ) defined by(
WF

)
(x, y) := (2π)−2

∫
X∗

ei<ξ,x−y>F
(x+ y

2
, ξ
)
dξ , (B.13)

such that
Opw(F ) = Int(WF ) .

In the magnetic calculus, we have the equality

OpA(F ) = Int(ΛAWF ) . (B.14)

As our main operator H0 is a differential operator, we shall have to use instead of formula
(B.12) the following commutation relation (valid for any z ∈ X )

ΛA(x, z)−1
(
− i∂xj

)
ΛA(x, z) = Aj(x) + aj(x, z) , (B.15)

with

aj(x, z) :=
∑
k

(xk − zk)

∫ 1

0

Bjk
(
z + s(x− z)

)
s ds . (B.16)
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B.3 The scaling of symbols

For any symbol F ∈ S∞ρ (Ξ) and for any pair (ε, τ) ∈ [0,+∞) × [0,+∞) we define the scaled
symbol:

F(ε,τ)(x, ξ) := F (εx, τξ) . (B.17)

Proposition B.8. Suppose given a symbol F ∈ Smρ (Ξ), with either m < 0 and ρ ∈ (0, 1] or
m < −2 and ρ = 0 and a magnetic field B ∈ BC∞(X ). Then, there exists p0 > 0 such that for
any p > p0 there exists Cp > 0 such that

‖F(ε,τ)‖B ≤ Cp ν
m,ρ
(0,p)

(
F
)
,

for any (ε, τ) ∈ [0,+∞)× [0,+∞) .
In fact p0 = (2−m)ρ−1 for the first case and p0 = 2 for the second case .

Proof. We use the Schur-Holmgren criterion for the integral kernel associated with the magnetic
quantization of the given symbol, introducing the following notation for the Schur-Holmgren norm:

‖K‖SH := max

{
sup
x∈X

∫
X
|K(x, y)| dy , sup

y∈X

∫
X
|K(x, y)| dx

}
.

Then we have the Schur estimate: ∥∥I ntK
∥∥
L(H)

≤ ‖K‖SH .

If A is a vector potential for the given magnetic field B we recall from (B.14):

OpA(F ) = I nt
(
ΛAWF

)
.

Thus we obtain the estimate:∥∥OpA(F )
∥∥
L(H)

=
∥∥I nt

(
ΛAWF

)∥∥
L(H)

≤
∥∥(ΛAWF

)∥∥
SH

=
∥∥WF

∥∥
SH

.

Now using (B.13) we can write:

(
WF(ε,τ)

)
(x, y) = (2π)−2

∫
X∗

ei<ξ,x−y>F(ε,τ)

(x+ y

2
, ξ
)
dξ

= (2π)−2

∫
X∗

ei<ξ,x−y>F
(
ε
x+ y

2
, τξ
)
dξ

= (2π)−2τ−1

∫
X∗

ei<ξ,τ
−1(x−y)>F

(
ε
x+ y

2
, ξ
)
dξ ,

and thus∥∥WF(ε,τ)

∥∥
SH

= sup
x∈X

∫
X |WF(ε,τ)(x, y)| dy

= (2π)−2τ−1 sup
x∈X

∫
X

∣∣∣∫X∗ ei<ξ,τ−1(x−y)>F
(
εx+y

2 , ξ
)
dξ
∣∣∣ dy

= (2π)−2τ−1 sup
x∈X

∫
X

∣∣∫
X∗ e

i<ξ,(2/τ)v>F
(
ε(x− v), ξ

)
dξ
∣∣ dv

= (4π)−2 sup
x∈X

∫
X

∣∣∫
X∗ e

i<ξ,u>F
(
ε(x− (τ/2)u), ξ

)
dξ
∣∣ du

= (4π)−2 sup
x∈X

∫
X < u >−p

∣∣∫
X∗ e

i<ξ,u>
[
(1l− (1/2)∆ξ)

p/2F
] (
ε(x− (τ/2)u), ξ

)
dξ
∣∣ du .

Now suppose that m < −2 so that for any x ∈ X and any (α, β) ∈ N2 × N2 ,
(
∂αx ∂

β
ξ F
)
(x, ·) is

in L1(X ∗) and

sup
x∈X

∥∥(∂αx ∂βξ F )(x, ·)∥∥L1(X∗) ≤ Cα,β ν
m,0
|α|,|β|(F ) .
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Then from (B.18) we deduce that∥∥WF(ε,τ)

∥∥
SH
≤ (4π)−2sup

z∈X

∥∥(1l− (1/2)∆ξ)
p/2F

(
z, ·
)∥∥
L1(X∗)

∫
X
< u >−p du

≤ Cp νm,00,p (F ), ∀p > 2 .

If we have m < 0 but ρ ∈ (0, 1] we can use Lemma A.4 in [30] (based on Propositions 1.3.3 and
1.3.6 in [1]) in order to obtain from (B.18) the following estimate:∥∥WF(ε,τ)

∥∥
SH
≤ (2π)−1sup

z∈X

∥∥FF (z, ·)∥∥
L1(X )

≤ Cp ν
m,ρ
0,p (F ) ,

for some p > (2−m)ρ−1 .

Proposition B.9. Let F ∈ Smρ (Ξ) and G ∈ Spρ(Ξ), with m ∈ R, p ∈ R and ρ ∈ [0, 1] and let L

some integral kernel in BC∞
(
X ;C∞pol(X × X )

)
. Let D ⊂ (0,∞) × (0,∞) and K some compact

interval in [0,+∞). For any (ε, τ) ∈ D, (µ1, · · · , µ4) ∈ K4, let us consider the oscillatory integral:

Lε,τ(µ1,µ2,µ3,µ4)

(
F,G

)
(X)

:=
∫

Ξ×Ξ
e−2iσ(Y,Z)L(εx, y, z))F

(
εx− µ1y, τξ − µ2η

)
G
(
εx− µ3z, τξ − µ4ζ

)
dY dZ .

Then there exists a symbol T := T(µ1,µ2,µ3,µ4) in Sm+p
ρ (X ), such that:

Lε,τ(µ1,µ2,µ3,µ4)

(
F,G

)
= T(ε,τ) .

Moreover, for any (m, p, n1, n2) (with (n1, n2) ∈ N×N) , there exist (q1, p1, q2, p2) , ν : BC∞
(
X ;C∞pol(X×

X )
)
→ R+, and positive constants CK(n1, n2, q1, q2, p1, p2), such that:

ν
(m+p),ρ
(n1,n2)

(
Lε,τ(µ1,µ2,µ3,µ4)

(
F,G

))
≤ CK(n1, n2, q1, q2, p1, p2) ν

(
L
)
νm,ρ(q1,p1)

(
F
)
νp,ρ(q2,p2)

(
G
)
,

for any (ε, τ) ∈ D, (µ1, · · · , µ4) ∈ K4.

Proof. If we define:

T(µ1,µ2,µ3,µ4)(X) :=

∫
Ξ×Ξ

e−2iσ(Y,Z)L(x, y, z))F
(
x− µ1y, ξ − µ2η

)
G
(
x− µ3z, ξ − µ4ζ

)
dY dZ ,

(B.18)
as an oscillatory integral we have

Lε,τ(µ1,µ2,µ3,µ4)

(
F,G

)
= T

(µ1,µ2,µ3,µ4)
(ε,τ) .

Let us estimate the behavior of the expressions < ξ >−(m+p)+ρ|β| (∂αx ∂βξ T )(x, ξ) appearing in the

norms on Sm+p
ρ (Ξ) (we take |α| = n1, |β| = n2). A simple calculus shows that we have to estimate

integrals of the form:

< ξ >−(m+p)+ρ|β| ∫
Ξ×Ξ

e−2iσ(Y,Z)
(
∂α3
x L

)
(x, y, z)

×
(
∂α1
x ∂β1

ξ F
)(
x− µ1y, ξ − µ2

)(
∂α2
x ∂β2

ξ G
)(
x− µ3z, ξ − µ4ζ

)
dY dZ

=
∫

Ξ×Ξ
e−2iσ(Y,Z)

(
∂α3
x L

)
(x, y, z) < µ2η >

m−ρ|β1|< µ4ζ >
p−ρ|β2|

× < ξ − µ2η >
−m+ρ|β1|

(
∂α1
x ∂β1

ξ F
)(
x− µ1y, ξ − µ2η

)
× < ξ − µ4ζ >

−p+ρ|β2|
(
∂α2
x ∂β2

ξ G
)(
x− µ3z, ξ − µ4ζ

)
dY dZ ,

where |α1 + α2 + α3| = n1 and |β1 + β2| = n2 .
By the usual integration by parts using the exponential e−2iσ(Y,Z), we are reduced to integrals of

37



the form:∫
Ξ×Ξ

< η >−s2/2< µ2η >
m−ρ|β1|< ζ >−s3/2< µ4ζ >

p−ρ|β2|
(
< y >< z >

)−(s1−r(n1,s2,s3))/2

× e−2iσ(Y,Z)µ
|θ1|
1

(
(1− (µ2

2/2)∆ξ)
s1/2∂α1+θ1

x ∂β1

ξ F
)(
x− µ1y, ξ − µ2η

)
× µ

θ2|
3

(
(1− (µ2

4/2)∆ξ)
s1/2∂α2+θ2

x ∂β2

ξ G
)(
x− µ2z , ξ − µ4ζ

)
×
(
∂α3
x ∂ρ1y ∂

ρ2
z L

)
(x, y, z) dY dZ ,

where s2 > d+ [m− ρ|β1|]+ , s3 > d+ [p− ρ|β2|]+ , |θ1 + ρ1| ≤ s3 , and |θ2 + ρ2| ≤ s2 .

Then by the hypothesis on L , for |α3| ≤ n1 there exists r(n1, s2, s3) ∈ N such that

ν(L) := sup
(x,y,z)∈X 3

max
|α3|≤n1

max
|ρ1|≤s3

max
|ρ2|≤s2

(< y >< z >)r(n1,s2,s3)
∣∣(∂α3

x ∂ρ1y ∂
ρ2
z L

)
(x, y, z)

∣∣ < +∞ .

With this last choice, we take s1 > d+ r(n1, s2, s3) and the proof is finished.

Remark B.10. The following relations hold true:

∂ξjL
ε,τ
(µ1,µ2,µ3,µ4)

(
F,G

)
= τ

(
Lε,τ(µ1,µ2,µ3,µ4)

(
∂ξjF,G

)
+ Lε,τ(µ1,µ2,µ3,µ4)

(
F, ∂ξjG

))
,

∂xjL
ε,τ
(µ1,µ2,µ3,µ4)

(
F,G

)
= ε

(
Lε,τ(µ1,µ2,µ3,µ4)

(
∂xjF,G

)
+ Lε,τ(µ1,µ2,µ3,µ4)

(
F, ∂xjG

)
+ Lε,τ,(j)(µ1,µ2,µ3,µ4)

(
F,G

))
,

where

Lε,τ,(j)(µ1,µ2,µ3,µ4)

(
F,G

)
(X) (B.19)

:=

∫
Ξ×Ξ

e−2iσ(Y,Z)(∂xjL)(εx, y, z))F
(
εx− µ1y, τξ − µ2η

)
G
(
εx− µ3z, τξ − µ4ζ

)
dY dZ .

Corollary B.11. For any bounded subsets

Bm ⊂ Smρ (Ξ), Bp ⊂ Spρ(Ξ), BL ⊂ BC∞
(
X ;C∞pol(X × X )

)
and for any compact set K ⊂ [0,+∞), the set{

L1,1
(µ1,µ2,µ3,µ4)

(
F,G

)
| F ∈ Bm, G ∈ Bp, L ∈ BL, µj ∈ K, j = 1, 2, 3, 4

}
is bounded in Sm+p

ρ (X ).

The following statement (a simplified version of Proposition 8.1 in [23]) is a simple corollary
of Proposition B.9.

Proposition B.12. Let φ ∈ Smρ (Ξ), ψ ∈ Spρ(Ξ) and θ ∈ BC∞(X ;C∞pol(X 2)). Then

X 7→ L(θ;φ, ψ)(X) :=

∫
Ξ

dY

∫
Ξ

dZ e−2iσ(Y,Z) θ(x, y, z)φ(X − Y )ψ(X − Z)

defines a symbol of class Sm+p
ρ (Ξ) and the map

Smρ (Ξ)× Spρ(Ξ) 3 (φ, ψ) 7→ L(θ;φ, ψ) ∈ Sm+p
ρ (Ξ)

is continuous. If φ or ψ belongs to S (Ξ) then L(θ;φ, ψ) also belongs to S (Ξ) and the map
(φ, ψ) 7→ L(θ;φ, ψ) considered in the corresponding spaces is jointly continuous with respect to the
associated Fréchet topologies.

Proof. While the first conclusion is a particular case of Proposition B.9 , the second one follows
as in the proof of Proposition B.9 , noticing that for any p > 0 we have the inequality

< x >p≤ Cp < x− y >p< y >p .

38



B.4 Weak magnetic fields

We are interested in weak magnetic fields, controlled by a small parameter ε ∈ [0, ε0] for some
ε0 > 0, that we intend to treat as a small perturbation of the situation without magnetic field. In
this subsection we work under the following hypothesis, which is more general than the situation
considered in (1.5), noticing that we can write Bε,κ = εB0

ε for B0
ε (x) := B0 + κB(εx).

Hypothesis B.13. The family of magnetic fields {Bε}ε∈[0,ε0] has the form Bε := εB0
ε , with

B0
ε ∈ BC∞

(
X
)

uniformly with respect to ε ∈ [0, ε0].

To simplify the notation, when dealing with weak magnetic fields, the indexes (or the expo-
nents) Aε or Bε shall be replaced by ε and we shall use the notation ‖ · ‖ε instead of ‖ · ‖Bε .

Let us first consider the difference between the magnetic and the usual Moyal products, for a
weak magnetic field.

Proposition B.14. For ε ∈ [0, ε0] there exists a continuous application rε : Smρ (Ξ) × Sm′ρ (Ξ) →
Sm+m′−2ρ
ρ (Ξ) such that:

a ]ε b = a ]0 b + ε rε(a, b) , ∀(a, b) ∈ Smρ (Ξ)× Sm
′

ρ (Ξ) . (B.20)

Proof. Let us introduce the notation:

Fε(x, y, z) := ε (y ∧ z)F ◦ε (x, y, z) ,

with

F ◦ε (x, y, z) :=

(∫ 1/2

−1/2

ds

∫ s

−1/2

dtB0
ε

(
x+ sy + tz

))
,

and notice that F ◦ε belongs to BC∞
(
R6
)

uniformly with respect to ε ∈ [0, ε0] .
Then, using the Taylor expansion at first order for the exponential exp{−4iFε}, we can write:

1

ε
(a ]ε b − a ]0 b)(X) (B.21)

= − 4i

(2π)4ε

∫
Ξ×Ξ

e−2iσ(Y,Z)

(∫ 1

0

e−4itFε(x,y,z)dt

)
Fε(x, y, z) a(X − Y ) b(X − Z) dY dZ .

Integrating by parts in the variables η , ζ , we obtain:

[
rε(a, b)

]
(X) = − 4i

π4

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)

(∫ 1

0

e−4itFε(x,y,z)dt

)
× (B.22)

×F ◦ε (x, y, z)
(
∂ξa(X − Y ) ∧ ∂ξb(X − Z)

)
.

The proof can be completed by using Proposition B.12 with

θ(x, y, z) =

(∫ 1

0

e−4itFε(x,y,z)dt

)
F ◦ε (x, y, z) .

Remark B.15. Using the N ’th order Taylor expansion of the exponential and similar arguments,
we obtain that, for any N ∈ N∗ ,

a ]ε b = a ]0 b+
∑

1≤k≤N−1

εkc(k)
ε (a, b) + εNρ(N)

ε (a, b) , (B.23)

with c
(k)
ε (a, b) ∈ Sm+m′−2kρ

1 (Ξ) and ρ
(N)
ε (a, b) ∈ Sm+m′−2Nρ

1 (Ξ) uniformly for ε ∈ [0, ε0] .
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With Remark B.6 in mind, let us consider, for an elliptic real symbol h ∈ Sm1 (Ξ) with m > 0 ,
the self-adjoint extension of Opε(h) denoted by Hε, whose domain is given by the magnetic Sobolev
space of order m > 0 .

Proposition B.16. For z ∈ ρ(Hε), let rεz(h) ∈ S−m1 (Ξ) denote the symbol of
(Hε − z)−1. For any compact subset K of C \ σ(H), there exists ε0 > 0 such that:

1. K ⊂ C \ σ(Hε) , for ε ∈ [0, ε0] .

2. The following expansion is convergent in L(H) uniformly with respect to (ε, z) ∈ [0, ε0]×K:

rεz(h) =
∑
n∈N

εnrn(h; ε, z) , r0(h; ε, z) = r0
z(h) , rn(h; ε, z) ∈ S−(m+2n)

1 (Ξ) .

3. The map K 3 z 7→ rεz(h) ∈ S−m1 (Ξ) is a S−m1 (Ξ)-valued analytic function, uniformly in
ε ∈ [0, ε0] .

Proof. The first point follows from the spectral stability (see Corollary 1.2 in [24] or Theorem 1.4
in [2] or Theorem 3.1 in [9] for a more precise result).

For the last two statements we start from the analyticity in norm of the application

C \ σ(Hε) 3 z 7→ (Hε − z)−1 = Opε
(
rεz(h)

)
∈ L(H).

In order to obtain a control for the topology of S−m1 (Ξ) we recall Theorem 5.2 in [23]. Using (B.6)
one shows that for any ε ∈ [0, ε0] and any z /∈ σ(Hε)

adεX [rεz(h)] = −rεz(h) ]ε adεX [h] ]ε rεz(h) . (B.24)

Using the resolvent equation:

rεz(h) = rεi (h) + (i− z)rεi (h)rεz(h) ,

and Propositions 3.6 and 3.7 from [23] we easily prove that for any pair of natural numbers
(p, q) ∈ N×N and any families of points {u1, . . . , up} ⊂ X and {µ1, . . . , µq} ⊂ X ∗, the applications:

K 3 z 7→ sεm+q ]
ε
(
adεu1

· · · adεupad
ε
µ1
· · · adεµq [r

ε
z(h)]

)
∈ S0

0(Ξ) (B.25)

are well defined, bounded and uniformly continuous for the norm ‖ · ‖ε for any ε ∈ [0, ε0].
The second point follows by noticing that Proposition B.14 implies the equality

1 = (h− z) ]0 r0
z(h) = (h− z) ]ε r0

z(h)− ε rε
(
h, r0

z(h)
)
, (B.26)

where the family {rε
(
h, r0

z(h)
)
}ε∈[0,ε0] is a bounded subset in S−m1 (Ξ) .

We conclude that for some ε0 > 0 , 1 + εrε(h, r
0
z(h)) defines an invertible magnetic operator for

any ε ∈ [0, ε0] and its inverse has a symbol sε(z) given as the limit of the following norm convergent
series:

sε(z) :=
∑
n∈N

(
− εrε(h, r0

z(h))
) ]ε n ∈ S0

1(Ξ) . (B.27)

This clearly gives us the expansion in point (2) of the theorem with

rn(h; ε, z) := (−1)n r0
z(h) ]ε

(
rε(h, r

0
z(h))

) ]ε n ∈ S−(m+2n)
1 (Ξ) .

In order to control the uniform continuity with respect to ε ∈ [0, ε0] of the application in (B.25)
let us notice that

rεz(h)− rεz′(h) = (z′ − z) rεz(h) ]ε rεz′(h) ,

and that for any z ∈ K the family of symbols {rεz(h)}ε∈[0,ε0] is a bounded set in S−m1 (Ξ) due to
the uniform convergence of the series expansion obtained at point (2).
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Associated with the series expansion of the symbol rεz(h) given in Proposition B.16 , we shall
also use the notation

r̃εz,n(h) :=
∑

n+1≤k

εkrk(h; ε, z) ∈ S−(m+2n+2)
1 (Ξ) . (B.28)

Remark B.17. Having in mind (B.20) we conclude that there exist ε0 > 0 and C > 0 such that,
for ε ∈ [0, ε0] , the remainder r̃εz,n has the following properties:

1. r̃εz,n = εn+1 ˜̃rεz,n , where ˜̃rεz,n ∈ S−m1 (Ξ)Γ uniformly for ε ∈ [0, ε0) .

2. ‖h ]ε r̃εz,n‖ε ≤ C εn+1 .

B.5 The slowly varying magnetic fields

B.5.1 Some properties of the pseudodifferential calculus in a constant magnetic field.

In this case, for symbols independent of x, some interesting particularities have to be pointed out.
One can also mention in this context the pseudo-calculus developed for other purposes in [5] which
is applied in the magnetic context in Helffer-Sjöstrand [20].

Considering a constant magnetic field B0 , we notice that ωB
0

(x, y, z) = exp{−2iB0(y ∧ z)}
and thus for φ and ψ in S, we can write(

φ ]B0 ψ
)
(x, ξ) = (B.29)

= π−4

∫
X∗

∫
X∗

(∫
X

∫
X
e−2i<η,z>e2i<ζ,y>e−2iB0(y∧z) d2y d2z

)
φ(ξ − η)ψ(ξ − ζ) d2η d2ζ .

We may compute the Fourier transform of e−2iB0(y∧z) in S ′ using Theorem 7.6.1 in [21] and get
that, in the sense of tempered distributions∫

X

∫
X
e−2i<η,z>e2i<ζ,y>e−2iB0(y∧z) d2y d2z =

( π

2B0

)2

e(i/B0)(η∧ζ).

Thus we conclude that(
φ ]B0 ψ

)
(x, ξ) =

(
1

2B0π

)2 ∫
X∗
∫
X∗ e

(i/B0)(η∧ζ)φ(ξ − η)ψ(ξ − ζ) d2η d2ζ

=
(

1
2π

)2 ∫
X∗
∫
X∗ e

i(η∧ζ))φ(ξ −
√
B0η)ψ(ξ −

√
B0ζ) d2η d2ζ .

(B.30)

Using now a Taylor expansion of some order N ∈ N∗ in (B.29), we obtain(
φ ]B0 ψ

)
(x, ξ) = φ(ξ)ψ(ξ)

+
∑

1≤p≤N−1

(−2i)p(B0)p
∑
|α|=p

(α!)−1
(
∂αξ φ

)
(ξ)
(
∂αξ⊥ψ

)
(ξ)

+ (2π)−2(−2iB0)NrN (φ, ψ,B0)(ξ) ,

(B.31)

with

rN (φ, ψ,B0)(ξ) (B.32)

:=
∑
|α|=N

(α!)−1

∫
X∗×X∗

eiη∧ζ

 1∫
0

(1− s)N−1
(
∂αξ φ

)
(ξ −

√
sB0η)

(
∂αξ⊥ψ

)
(ξ −

√
sB0ζ) ds

 d2η d2ζ .

In writing the remainder rN we have used (B.30) with B0 replaced by sB0 (with s ∈ [0, 1]) .
From these formulas and the results in [23] concerning the functional calculus for a magnetic

pseudodifferential self-adjoint operator in L2(X ), we directly deduce the following statement.
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Proposition B.18. For a constant magnetic field, the subspace generated by tempered distribu-
tions which are constant with respect to X is stable for the magnetic Moyal product.
Moreover, if a self-adjoint magnetic pseudodifferential operator H in L2(X ) has a constant sym-
bol with respect to X , then all the operators f(H) obtained by functional calculus have the same
property.

Motivated by the above results we shall introduce the following classes of symbols which are
constant along the directions in X :

Smρ (Ξ)
◦

:= Smρ (Ξ) ∩ (C⊗S ′(X ∗)) . (B.33)

B.5.2 The class of slowly varying symbols.

The interest in working with slowly varying magnetic fields comes from the fact that their deriva-
tives of order k ∈ N produce a factor εk. In order to systematically keep track of this property it
will be useful to consider the following class of ε-indexed families of symbols, replacing the classes
Smρ (Ξ)

◦
introduced in (B.33). Let us recall the definition of a scaled symbol in (B.17); here we

shall consider the situation τ = 1 and ε↘ 0.

Definition B.19. For any (m, ρ) ∈ R × [0, 1] and for some ε0 > 0, we denote by Smρ (Ξ)
•

the
families of symbols {F ε}ε∈[0,ε0] satisfying the following properties:

1. F ε ∈ Smρ (Ξ) ,∀ε ∈ [0, ε0] ;

2. ∃lim
ε↘0

F ε := F 0 ∈ Smρ (Ξ)
◦

in the topology of Smρ (Ξ) ;

3. ∀(α, β) ∈ N2 × N2, ∃Cαβ > 0 such that

sup
ε∈(0,ε0]

ε−|α|
∥∥∥∂αx ∂βξ F ε∥∥∥∞ ≤ Cαβ . (B.34)

Smρ (Ξ)
•

is endowed with the topology defined by the seminorms indexed by (p, q) ∈ N2 ,

F • 7→ ν̃m,ρp,q (F •) := sup
ε∈[0,ε0]

ε−p
∑
|α|=p

∑
|β|=q

sup
(x,ξ)∈Ξ

< ξ >−(m−qρ)
∣∣∣(∂αx ∂βξ F ε)(x, ξ)∣∣∣ .

Remark B.20. Defining F̃ ε(x, ξ) := F ε(ε−1x, ξ), it is easy to see that {F ε}ε∈[0,ε0] ⊂ Smρ (Ξ)

belongs to Smρ (Ξ)
•

if and only if it is of the form F ε(x, ξ) = F̃ ε(εx, ξ) = F̃ ε(ε,1)(x, ξ) for some

bounded family {F̃ ε}ε∈[0,ε0] ⊂ Smρ (Ξ) verifying the condition (for the topology on Smρ (Ξ)
◦
)

∃lim
ε↘0

F̃ ε(0, ·) := F 0 ∈ Smρ (Ξ)
◦
.

Let us notice that for a slowly varying magnetic field of the form (1.5) we have:

ωκεBε(x, y, z) = exp

{
−4iκε(y ∧ z)

∫ 1/2

−1/2

ds

∫ s

−1/2

dtB
(
εx+ ε(2sy + 2tz)

)}
. (B.35)

Proposition B.21. Let Bε,κ(x) be a magnetic field of the form (1.5). If f• ∈ Smρ (Ξ)
•

and

g• ∈ Spρ(Ξ)
•
, then {f ε ]Bε,κgε}ε∈[0,ε0] belongs to Sm+p

ρ (Ξ)• uniformly with respect to κ ∈ [0, 1] .

Proof. Using Remark B.20, (1.5) and (B.35), we have, ∀ε ∈ [0, ε0] ,

f ε ]Bε,κgε = f̃ ε(ε,1) ]
κεBε g̃ε(ε,1) ,

and(
f̃ ε(ε,1) ]

κεBε g̃ε(ε,1)

)
(x, ξ)
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= π−4

∫
Ξ×Ξ

e−2iσ(Y,Z)ωκεBε(x,y,z)f̃ ε
(
ε(x− y), ξ − η

)
g̃ε
(
ε(x− z), ξ − ζ

)
dY dZ

= π−4

∫
Ξ×Ξ

e−2iσ(Y,Z) exp

−4iε(y ∧ z)

B0 + κ

1/2∫
−1/2

ds

s∫
−1/2

dtB
(
εx+ ε(2sy + 2tz)

)


× f̃ ε
(
εx− εy, ξ − η

)
g̃ε
(
εx− εz, ξ − ζ

)
dY dZ .

Using Proposition B.9 with

Lε,κ(x, y, z) := exp

−4iε(y ∧ z)

B0 + κ

1/2∫
−1/2

ds

s∫
−1/2

dtB
(
x+ ε(2sy + 2tz)

)
 ,

we obtain:
f ε]Bε,κgε = f̃ ε(ε,1) ]

κεBε g̃ε(ε,1) =
(
Lε,κ(ε,1,ε,1)

(
f̃ ε, g̃ε

))
(ε,1)

,

where
{
Lε,κ(ε,1,ε,1)

(
f̃ ε, g̃ε

)}
(ε,κ)∈[0,ε0]×[0,1]

is a bounded subset of Sm+p
ρ (Ξ) .

Using Remark B.20 we only have to compute lim
ε↘0

Lε,κ(ε,1,ε,1)

(
f̃ ε, g̃ε

)
(x, ξ) . By hypothesis we

know that ∃lim
ε↘0

f̃ ε(0, ξ) = f̃0(ξ) and ∃lim
ε↘0

g̃ε(0, ξ) = g̃0(ξ) with respect to the topology of each

associated symbol class. It is also easy to notice that, in BC∞
(
X ;C∞pol(X × X )

)
,

∃lim
ε↘0

Lε,κ(0, y, z) = 1 .

Thus taking into account Proposition B.9 we obtain:

∃lim
ε↘0

Lε,κ(ε,1,ε,1)

(
f̃ ε, g̃ε

)
(x, ξ) = f̃0(ξ) g̃0(ξ) .

The following proposition will be useful in working with inverses of slowly varying symbols.

Proposition B.22. For given ε0 > 0 , (m, ρ) ∈ R+ × [0, 1], let {Fε}ε∈[0,ε0] be a family in Smρ (Ξ)
which is continuous at 0 . Let us consider a family of magnetic fields Bε = εB0

ε satisfying Hy-

pothesis B.13 and suppose that each symbol Fε, for ε ∈ [0, ε0] has an inverse F−ε :=
(
Fε
)−
Bε

with

respect to the magnetic Moyal product ]ε. If moreover sm ]
ε F−ε defines a bounded operator in H

and the family {F−ε }ε∈[0,ε0] is bounded in S−mρ (Ξ) , then F−ε is continuous at 0 .

Proof. By Propositions 6.1 and 6.2 in [23] each F−ε belongs to S−mρ (Ξ) . Due to the continuity at

ε = 0 of the family {Fε}ε∈[0,ε0] we conclude that for ε > 0 small enough, the inverse
(
F0

)−
Bε

still

exists. For any seminorm ν : S−mρ (Ξ)→ R+ defining its topology, we can write:

ν
[(
Fε
)−
Bε
−
(
F0

)−
0

]
≤ ν

[(
Fε
)−
Bε
−
(
F0

)−
Bε

]
+ ν
[(
F0)−Bε −

(
F0

)−
0

]
. (B.36)

For the first seminorm a simple usual computation shows that for any bounded smooth magnetic
field B (

Fε
)−
B
−
(
F0

)−
B

= −
(
Fε
)−
B
]B
[
Fε − F0

]
]B
(
F0

)−
B
. (B.37)

Theorem 5.2 in [23] (Beals like criterion) states that the topology on space S−m1 (Ξ) (for any m ∈ R)
may be also defined by the following equivalent family of seminorms:

S−mρ (Ξ) 3 ψ 7→
∥∥∥sεm+qρ ]

ε
(
adεu1

· · · adεupad
ε
µ1
· · · adεµq [ψ]

)∥∥∥
ε
, (B.38)
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indexed by a pair of natural numbers (p, q) ∈ N×N and by two families of points {u1, . . . , up} ⊂ X
and {µ1, . . . , µq} ⊂ X ∗. A simple computation using (B.37) shows that for any magnetic field B

adBX

[(
Fε
)−
B
−
(
F0

)−
B

]
= −

(
Fε
)−
B
]B adBX

[
Fε − F0

]
]B
(
F0

)−
B

− adBX

[(
Fε
)−
B

]
]B
[
Fε − F0

]
]B
(
F0

)−
B

−
(
Fε
)−
B
]B
[
Fε − F0

]
]B adBX

[(
F0

)−
B

]
= −

(
Fε
)−
B
]B adBX

[
Fε − F0

]
]B
(
F0

)−
B

+
(
Fε
)−
B
]B adBX [Fε] ]

B
(
Fε
)−
B
]B
[
Fε − F0

]
]B
(
F0

)−
B

+
(
Fε
)−
B
]B
[
Fε − F0

]
]B
(
F0

)−
B
]B adBX [F0] ]B

(
F0

)−
B
.

Iterating the above computation and using Theorem 5.2 in [23] once again, we prove that

lim
ε↘0

ν
[(
Fε
)−
Bε
−
(
F0

)−
Bε

]
= 0 .

For the second seminorm in (B.36) we use Proposition B.14 above with a = F0 and b =
(
F0

)−
0

in order to obtain
F0 ]

Bε
(
F0

)−
0

= 1 + ε rε
(
F0,
(
F0

)−
0

)
,

and finally

lim
ε↘0

ν
[(
F0)−Bε −

(
F0

)−
0

]
= 0 .

Proposition B.23. Let Bε,κ(x) be a magnetic field of the form (1.5). If f• ∈ Smρ (Ξ)
•

and if the

inverse (f ε)− ≡ (f ε)−Bε,κ ∈ S
−m
ρ (Ξ) exists for every ε ∈ [0, ε0], then {(f ε)−}ε∈[0,ε0] ∈ S−mρ (Ξ)•.

Proof. The first condition in Definition B.19 is verified by hypothesis and the second follows
from Proposition B.22 . In order to prove the third condition in Definition B.19 we recall from
Subsection 3.3 in [23] the subspace A(Ξ) of symbols in BC∞

(
X ;L1(X ∗)

)
having rapid decay in

ξ ∈ X ∗ together with all their derivatives with respect to x ∈ X , and the fact that using the
operators (B.6) we can write

∂xjf
ε = iad

Bε,κ
ej [f ε] + iδBε,κf

= iad
Bε,κ
ej [f ε] + i

∑
1≤|α|≤5

c
Bε,κ
j,α ?

(
∂αξ f

ε
)

= iad
Bε,κ
ej [f ε] + i

∑
1≤|α|≤5

c
Bε,κ
j,α ?

(
(ad

Bε,κ
e∗ )αf ε

)
,

where c
Bε,κ
j,α ∈ A(Ξ) for any (j, α) ∈ {1, 2} × N2 and, for φ and ψ in BC∞

(
X ;L1(X ∗)

)
,

(
φ ? ψ

)
(x, ξ) :=

∫
X∗

φ(x, ξ − η)ψ(x, η) dη .

Then, the explicit description of the coefficients c
Bε,κ
j,α ∈ A(Ξ) given in Propositions 3.6 and 3.7

in [23] easily implies that

∂βx c
Bε,κ
j,γ = c

∂βBε,κ
j,γ = ε|β|+1 c̃ε,κj,γ,β ,

where {c̃ε,κj,γ,β}(ε,κ)∈[0,ε0]×[0,1] is a bounded set in A(Ξ) .
By Theorem 5.2 in [23] we know that the topology on any space Smρ (Ξ) may be also defined

by the family of seminorms:

Smρ (Ξ) 3 ψ 7→
∥∥∥sBε,κ−(m−qρ) ]

ε,κ
(
adBε,κu1

· · · adBε,κup adBε,κµ1
· · · adBε,κµq [ψ]

)∥∥∥
Bε,κ

, (B.39)

44



which is indexed by (p, q) ∈ N× N , {u1, . . . , up} ⊂ X and {µ1, . . . , µq} ⊂ X ∗.
Moreover, we can repeat in this situation the argument in the proof of Proposition 6.1 in [23] and
note that, with

Dε,κ
{j1,...,jr} := adε,κXj1

. . . adε,κXjr ,

and for coefficients CJ1,...,Jr taking only the values ±1, we have:

s
Bε,κ
−(m−qρ) ]

ε,κ
(
ad
Bε,κ
u1 · · · adBε,κup ad

Bε,κ
µ1 · · · adBε,κµq

[
(f ε)−

])
:= s

Bε,κ
−(m−qρ) ]

ε,κ Dε,κ
{1,...,p+q}

[
(f ε)−

]
=

∑
1≤r≤p+q

∑
J1t...tJr

CJ1,...,Jr s
Bε,κ
−(m−qρ) ]

ε,κ (f ε)− ]ε,κ Dε,κ
J1

[
f ε
]
]ε,κ (f ε)− ]ε,κ . . .

. . . ]ε,κ (f ε)− ]ε,κ Dε,κ
Jr

[
f ε
]
,

the sum being over all partitions {1, . . . , p+ q} = tpi=1Ji where, for example, the partition (J1, J2)
is considered different from (J2, J1) .
These remarks allow us to replace the condition (B.34) in Definition B.19 with the following
condition:

sup
ε∈(0,ε0]

ε−q
∥∥∥sBε,κ−(m−qρ) ]

ε,κ
(
adBε,κu1

· · · adBε,κup adBε,κµ1
· · · adBε,κµq [ψ]

)∥∥∥
Bε,κ

< +∞ ,

for any pair of natural numbers (p, q) ∈ N × N and any two families of points {u1, . . . , up} ⊂ X
and {µ1, . . . , µq} ⊂ X ∗ .

Combining these remarks and the identity (B.24) achieves the proof.

A ’localized’ approximant for the magnetic Moyal product with slowly varying mag-
netic field. Starting from (B.35) and using the Taylor formula with integral remainder one
gets:∫ 1/2

−1/2
ds
∫ s
−1/2

dtB
(
εx+ ε(2sy + 2tz)

)
= 1

2B(εx) + 2ε
∑

1≤`≤2

[
y`R1

(
∂`B

)
(εx, εy, εz) + z`R2

(
∂`B

)
(εx, εy, εz)

]
,

with

R1

(
F )(x, y, z) :=

∫ 1/2

−1/2

s ds

∫ s

−1/2

dt

∫ 1

0

duF
(
x+ u(2sy + 2tz)

)
, (B.40)

R2

(
F )(x, y, z) :=

∫ 1/2

−1/2

ds

∫ s

−1/2

t dt

∫ 1

0

duF
(
x+ u(2sy + 2tz)

)
. (B.41)

If we introduce

Ψε(x, y, z) := − 8(y ∧ z)
∑

1≤`≤2

[
y`R1

(
∂`B

)
(x, εy, εz) + z`R2

(
∂`B

)
(x, εy, εz)

]
, (B.42)

we notice that Ψε is real and we can write:

ωκεBε(x, y, z) = exp {−2iκεB(εx)(y ∧ z)}
(

1 + i κε2Ψε(εx, y, z)

∫ 1

0

exp
{
i τκε2Ψε(εx, y, z)

}
dτ

)
.

Remark B.24. Having in mind Proposition B.9, we notice that the function

Θε,κ
τ (x, y, z) := exp

{
i τκε2Ψε(x, y, z)

}
has modulus one and belongs to the space BC∞

(
R2;C∞pol(R2 ×R2)

)
uniformly for (κ, ε) ∈ [0, 1]×

[0, ε0] and the functions Rj
(
∂`Bjk

)
(x, y, z) (for j = 1, 2) are also of class BC∞

(
R2;C∞pol(R2 × R2)

)
uniformly in ε ∈ [0, ε0] .

45



It is clear that the space of symbols
⋃
m∈R

Smρ (Ξ)
◦

is no longer closed for the magnetic Moyal

composition for a magnetic field that is no longer constant. In order to treat this difficulty we
consider the formula (B.30) that is a well defined composition in

⋃
m∈R

Smρ (Ξ)
◦

and extend it to

the following frozen magnetic product of φ and ψ in S (Ξ) (obtained by fixing the value of the
magnetic field under the integrals at the point ∈ X where the product is computed):(

φ \ε ψ
)
(x, ξ) (B.43)

:=

(
1

2π

)2 ∫
X∗

∫
X∗

e−i(η∧ζ))φ(x, ξ − ε1/2bκ(x) η)ψ(x, ξ − ε1/2bκ(x) ζ) d2η d2ζ .

Remark B.25. The proof of Proposition B.31 remains true also for N = 0 and for symbols
depending also on the configuration variable x ∈ X and shows that the truncated magnetic
product \ε is a continuous map Smρ (Ξ)× Spρ(Ξ)→ Sm+p

ρ (Ξ), equicontinuous for ε ∈ [0, ε0].

Using now the Taylor expansions up to some order N ∈ N∗ we obtain the following formulas
similar to (B.31):(

φ \εψ
)
(x, ξ) = φ(x, ξ)ψ(x, ξ)

+
∑

1≤p≤N−1

(−2iε)pBκ(x)p
∑
|α|=p

(α!)−1
(
∂αξ φ

)
(x, ξ) (∂αξ ψ

)
(x, ξ)

+ (2π)−2(−2iε)NBκ(x)NrN (φ, ψ,Bκ(x), ε)(x, ξ) , (B.44)

where

rN (φ, ψ,B, ε)(x, ξ) :=
∑
|α|=N

(α!)−1

∫
X∗

∫
X∗

ei(η∧ζ)
∫ 1

0

sN−1ds×

×
(
∂αξ φ

)
(x, ξ − sε1/2B 1

2 η)
(
∂αξ ψ

)
(x, ξ − sε1/2B 1

2 ζ) d2η d2ζ . (B.45)

Some basic estimates.

Proposition B.26. For a magnetic field Bε,κ(x) given in (1.5), there exists ε0 > 0 and M > 0
such that for any (ε, κ, τ) ∈ [0, ε0]× [0, 1] × [1,∞) with ετ2 ∈ [0,M ] and for any φ ∈ Smρ (Ξ) and
ψ ∈ Spρ(Ξ) ,

φ(ε,τ) ]
Bε,κ ψ(ε,τ) =

(
φ \ετ

2

ψ
)

(ε,τ)

+ ετ
i

2

∑
1≤`≤2

[((
∂x`φ

)
\ετ

2 (
∂ξ`ψ

))
(ε,τ)
−
((
∂ξ`φ

)
\ετ

2 (
∂x`ψ

))
(ε,τ)

]
+ (ετ)2Rε,κ,τ (φ, ψ)(ε,τ) ,

where the family {Rε,κ,τ (φ, ψ)} is in a bounded subset of Sm+p−3ρ
ρ (Ξ).

Moreover, the application: Rε,κ,τ : Smρ (Ξ)× Spρ(Ξ) → Sm+p−3ρ
ρ (Ξ) is continuous.

Proof. With Bε,κ and ε as in the statement of the proposition, using the notation in (B.42) and
Remark B.24, we compute(

φ(ε,τ) ]
Bε,κ ψ(ε,τ)

)
(X)

=
∫

Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(εx,y,z)φ(ε,τ)(X − Y )ψ(ε,τ)(X − Z)×

×
(

1 + i κε2Ψε(εx, y, z)
∫ 1

0
Θε,κ
t (εx, y, z)dt

)
.
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We notice that φ(ε,τ)(X − Y )ψ(ε,τ)(X −Z) = φ
(
ε(x− y), τ(ξ − η)

)
ψ
(
ε(x− z), τ(ξ − ζ)

)
and use a

Taylor expansion up to second order with respect to the variables εy and εz in order to obtain:

φ(ε,τ)(X − Y )ψ(ε,τ)(X − Z)
= φ

(
εx, τ(ξ − η)

)
ψ
(
εx, τ(ξ − ζ)

)
− ε
∫ 1

0
dt φ

(
εx, τ(ξ − η)

)(
z ·
(
∂xψ

)(
εx− tεz, τ(ξ − ζ)

))
− ε
∫ 1

0
dt
(
y ·
(
∂xφ

)(
εx− tεy, τ(ξ − η)

))
ψ
(
εx, τ(ξ − ζ)

)
+ ε2

1∫
0

dt
1∫
0

ds
(
y ·
(
∂xφ

)(
εx− tεy, τξ − τη

))(
z ·
(
∂xψ

)(
εx− sεz, τξ − τζ

))
= φ

(
εx, τξ − τη

)
ψ
(
εx, τξ − τζ

)
−ε
[
φ
(
εx, τξ − τη

)(
z ·
(
∂xψ

)(
εx, τξ − τζ

))
+
(
y ·
(
∂xφ

)(
εx, τξ − τη

))
ψ
(
εx, τξ − τζ

)]
+ ε2

{ (
y ·
(
∂xφ

) (
εx, τξ − τη

))(
z ·
(
∂xψ

)(
εx, τξ − τζ

))
+

1∫
0

dt
[
φ
(
εx, τξ − τη

) 〈
z,
(
D2
xψ
)(
ε(x− tz), τξ − τζ

)
z
〉

+
〈
y,
(
D2
xφ
)(
ε(x− ty), τξ − τη

)
y
〉
)ψ
(
εx, τξ − τζ

)]
−ε

1∫
0

dt
[(
y ·
(
∂xφ

)(
εx, τξ − τη

)) 〈
z,
(
D2
xψ
)(
ε(x− tz), τξ − τζ

)
z
〉

+
〈
y,
(
D2
xφ
)(
ε(x− ty), τξ − τη

)
y
〉 (
z ·
(
∂xψ

)(
εx, τξ − τζ

))]
+ ε2

1∫
0

dt
1∫
0

ds
〈
y,
(
D2
xφ
)(
ε(x− ty), τξ − τη

)
y
〉 〈
z,
(
D2
xψ
)(
ε(x− sz), τξ − τζ

)
z
〉}

.

We make now the usual integration by parts using the exponential factor e−2iσ(Y,Z) and use formula
(B.30). We note that a change of variables allows to write∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(εx,y,z)φ
(
εx, τξ − τη

)
ψ
(
εx, τξ − τζ

)
=

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei ετ
2Φκ(εx,y,z)φ

(
εx, τξ − η

)
ψ
(
εx, τξ − ζ

)
=
(
φ \ετ

2

ψ
)

(ε,τ)
(x, ξ) ,

and the terms of order 0 and 1 in ε give us the first three terms of the formula stated in the
proposition. The remaining terms of order 2 in ε may be also integrated by parts using the
exponential factor e−2iσ(Y,Z) in order to obtain:∫

Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(εx,y,z)φ(ε,τ)(X − Y )ψ(ε,τ)(X − Z)

=
(
φ \ετ

2

ψ
)

(ε,τ)

+ ετ
i

2

∑
1≤`≤2

[((
∂x`φ

)
\ετ

2 (
∂ξ`ψ

))
(ε,τ)
−
((
∂ξ`φ

)
\ετ

2 (
∂x`ψ

))
(ε,τ)

]
+ (ετ)2

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei εΦκ(εx,y,z)R(1)
ε,κ,τ (X,Y, Z, φ, ψ) ,
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with

R(1)
ε,κ,τ (X,Y, Z, φ, ψ)

:= 1
4

∑
j,k

(
∂xj∂ξkφ

)
(x, ξ − η)

(
∂xk∂ξjψ

)
(x, ξ − ζ)

− 1
4

1∫
0

dt
(∑
k,`

(
∂2
ξkξ`

φ
)
(x, ξ − η)

(
∂2
xkx`

ψ
)
(x− tετz, ξ − ζ)

−
∑
j,k

(
∂2
xjxk

φ
)
(x− tετy, ξ − η)

(
∂2
ξjξk

ψ
)
(x, ξ − ζ)

)
+ iετ

8

1∫
0

dt
( ∑
j,k,`

(
∂xj∂

2
ξkξ`

φ
)
(x, ξ − η)

(
∂2
xkx`

∂ξjψ
)
(x− tετz, ξ − ζ)

−
∑
j,k,`

(
∂2
xjxk

∂ξ`φ
)
(x− tετy, ξ − η)

(
∂x`∂

2
ξjξk

ψ
)
(x, ξ − ζ)

)
+ ε2τ2

16

1∫
0

dt
1∫
0

ds
∑

j,k,`,m

(
∂2
xjxk

∂2
ξ`ξm

φ
)
(x− tετy, ξ − η)

(
∂2
x`xm

∂2
ξjξk

ψ
)
(x− sετz, ξ − ζ)

Thus the remainder in the statement of the proposition is explicitely given by:

Rε,κ,τ (φ, ψ)(X) =

∫
Ξ×Ξ

dY dZ e−2iσ(Y,Z)ei ετ
2Φκ(x,y,z) R̂ε,κ,τ (X,Y, Z, φ, ψ) , (B.46)

with

R̂ε,κ,τ (X,Y, Z, φ, ψ) = R(1)
ε,κ,τ (X,Y, Z, φ, ψ)− κ

(∫ 1

0
Θε,κ
τ (x, τy, τz)dt

)
×

×
(∑̀

R1

(
∂`B

)
(x, εy, εz)

[(
∇ξφ

)
(x− ετy, ξ − η)

]
∧
[(
∇ξ∂ξ`ψ

)
(x− ετz, ξ − ζ)

]
+
∑̀
R2

(
∂`B

)
(x, ετy, ετz)

[(
∇ξ∂ξ`φ

)
(x− ετy, ξ − η)

]
∧
[(
∇ξψ

)
(x− ετz, ξ − ζ)

])
,

with R1(·) and R2(·) defined by (B.40) and (B.41). All these terms are of the form considered in
Proposition B.9.

Remark B.27. Starting above with a Taylor expansion of order N ∈ N, one can prove that for
any N ∈ N∗ , there exist ε0 > 0 and constants Cj > 0 for 1 ≤ j ≤ N − 1 , such that, for any φ, ψ,

φ(ε,1) ]
Bε,κψ(ε,1) =

(
φ \εψ

)
(ε,1)

+
∑

1≤j≤N−1

Cj(iε)
j
∑
|γ|=j

[((
∂γxφ

)
\ε
(
∂γξ ψ

))
(ε,1)

+ (−1)j
((
∂γξ φ

)
\ε
(
∂γxψ

))
(ε,1)

]
+ εNRN

ε,κ(φ, ψ) ,

where RN
ε,κ(φ, ψ) is bounded uniformly in S (Ξ) for (ε, κ) ∈ [0, ε0]× [0, 1] .

Corollary B.28. If Bε,κ(x) satisfies (1.5), there exists ε0 > 0 such that, for any ε ∈ [0, ε0], for
any F • ∈ Smρ (Ξ)• and G• ∈ Spρ(Ξ)•, we have, with the notation from Remark B.20 ,

F ε ]Bε,κGε

=
(
F̃ ε \εG̃ε

)
(ε,1)

+
iε

2

∑
1≤`≤2

((
∂x` F̃

ε \ε ∂ξ`G̃
ε
)

(ε,1)
−
(
∂ξ` F̃

ε \ε ∂x`G̃
ε
)

(ε,1)

)
+ ε2Rε,κ(F̃ ε, G̃ε)(ε,1) ,

where the family {Rε,κ(F̃ ε, G̃ε)}ε∈[0,ε0],κ∈[0,1] is a bounded set in Sm+p−3ρ
ρ (Ξ) .

Proposition B.29. If Bε,κ(x) satisfies (1.5), there exists ε0 > 0 such that for any ε ∈ [0, ε0], any
F ∈ Smρ (Ξ)◦ and G ∈ Spρ(Ξ)◦, if we define[

F,G
]
Bε,κ

:= F ]Bε,κG − G]Bε,κF ,
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we have the expansion[
F,G

]
Bε,κ

(x, ξ) = −4iεBκ(εx)
[(
∂ξ1F

)
(ξ)
(
∂ξ2G

)
(ξ)−

(
∂ξ2F

)
(ξ)
(
∂ξ1G

)
(ξ)
]

+ ε2R̃ε,κ(F,G)(ε,1)(x, ξ) ,

where the family {R̃ε,κ(F,G)}ε∈[0,ε0],κ∈[0,1] is a bounded set in Sm+p−3ρ
ρ (Ξ).

More explicitly we have

R̃ε,κ(F,G)(x, ξ)
= − 1

π2B
2
κ(x)

∑
|α|=2

(α!)−1×

×
∫
X∗
∫
X∗ e

i(η·ζ⊥)
∫ 1

0
s ds

(
∂αξ F

)
(ξ − sε1/2bκ(x)η)

(
∂αξ⊥G

)
(ξ − ε1/2bκ(x)ζ) d2η d2ζ

−κ
∫

Ξ×Ξ

dY dZ e−2iσ(Y,Z)
(∫ 1

0
Θε,κ
τ (x, y, z) dτ

)
×

×
(∑̀

R1

(
∂`B

)
(x, εy, εz)

[(
∇ξF

)
(ξ − η)

]
∧
[(
∇ξ∂ξ`G

)
(ξ − ζ)

]
+
∑̀
R2

(
∂`B

)
(x, εy, εz)

[(
∇ξ∂ξ`F

)
(ξ − η)

]
∧
[(
∇ξG

)
(ξ − ζ)

])
,

with R1(·) and R2(·) defined by (B.40) and (B.41).

Proof. Using Corollary B.28, and taking into account that both symbols do not depend on the
configuration space variable x ∈ X , we obtain:

F ]Bε,κ G = F \εG + ε2 R̃ε,κ(F,G)(ε,1) .

Using one of the two formulas for rN in (B.44) with N = 2 we obtain the desired result.

Proposition B.30. If Bε,κ(x) satisfies (1.5), there exists ε0 > 0 such that for any ε ∈ [0, ε0] and
any F ∈ Smρ (Ξ)◦ and G ∈ Spρ(Ξ)◦ with disjoint supports,

F ]Bε,κ G = ε2 R̃ε,κ(F,G)(ε,1) ,

where {R̃ε,κ(F,G)}ε∈[0,ε0] belongs to Sm+p−3ρ
ρ (Ξ) uniformly with respect to (ε, κ) ∈ [0, ε0]× [0, 1].

Explicitly:

R̃ε,κ(F,G)(x, ξ)
= − 1

π2B
2
κ(x)

∑
|α|=2

(α!)−1×

×
∫
X∗
∫
X∗ e

i(η·ζ⊥)
∫ 1

0
s ds

(
∂αξ F

)
(ξ − sε1/2bκ(x)η)

(
∂αξ⊥G

)
(ξ − ε1/2bκ(x)ζ) d2η d2ζ

−κ
∫

Ξ×Ξ

dY dZ e−2iσ(Y,Z)
(∫ 1

0
Θε,κ
τ (x, y, z)dτ

)
×

×
(∑̀

R1

(
∂`B

)
(x, εy, εz)

[(
∇ξF

)
(ξ − η)

]
∧
[(
∇ξ∂ξ`G

)
(ξ − ζ)

]
+
∑̀
R2

(
∂`B

)
(x, εy, εz)

[(
∇ξ∂ξ`F

)
(ξ − η)

]
∧
[(
∇ξG

)
(ξ − ζ)

])
,

with R1(·) and R2(·) defined by (B.40) and (B.41).

The proof is quite similar to the one of Proposition B.29.

Proposition B.31. Given a magnetic field of the form (1.5), for any N ∈ N∗ and any ε ∈ [0, ε0]
there exists a family of continuous bilinear maps

M ε,κ
N : Smρ (Ξ)◦ × Spρ(Ξ)◦ → Sm+p

ρ (Ξ)
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for any m ∈ R, p ∈ R and ρ ∈ [0, 1], that are uniformly bounded for ε ∈ [0, ε0] and such that the
frozen magnetic product (B.43) satisfies the following relation:(

φ \ε ψ
)
(x, ξ) = φ(ξ)ψ(ξ) +

∑
1≤p≤N−1

(−2iε)pBκ(x)
)p ∑
|α|=p

(α!)−1
(
∂αξ φ

)
(ξ)
(
∂αξ⊥ψ

)
(ξ)

+ εNBκ(x)
)N ∑
|α|=N

(α!)−1M ε,κ
N

(
∂αξ φ, ∂

α
ξ⊥ψ

))
.

Proof. From formula (B.43), after a Taylor expansion up to order N ∈ N∗ and the usual integration
by parts argument (using the exponential factor exp{−2iσ(Y,Z)}) we obtain:(

φ \ε ψ
)
(x, ξ) = φ(ξ)ψ(ξ) +

∑
1≤p≤N−1

(−2iε)pBκ(x)p
∑
|α|=p

(α!)−1
(
∂αξ φ

)
(ξ)
(
∂αξ⊥ψ

)
(ξ)

+

(
1

2π

)2

(−2iε)NBκ(x)N
∑
|α|=N

(α!)−1

∫ 1

0

sN−1 ds

∫
X∗

∫
X∗

ei(η·ζ
⊥)

×
(
∂αξ φ

)
(ξ − sε1/2bκ(x)η)

(
∂αξ⊥ψ

)
(ξ − ε1/2bκ(εx)ζ) d2η d2ζ .

Thus, if we define

M ε,κ
N

(
f, g
)
(x, ξ) :=

(−2i)N

(2π)2

∫ 1

0

sN−1 ds ×

×
∫
X∗

∫
X∗

ei(η·ζ
⊥)f(ξ − sε1/2bκ(x)η) g(ξ − ε1/2bκ(x)ζ) d2η d2ζ ,

(B.47)

we notice that
(
∂αx ∂

β
ξ M ε,κ

N (f, g)
)
(x, ξ) is a finite sum of terms of the form

FBγ1(x)FBγ2(x)
∫ 1

0
sN−1+|γ1| ds

∫
X∗
∫
X∗ e

i(η·ζ⊥)ηγ1ζγ2 d2η d2ζ

×
(
∂γ1+β1

ξ f
)
(ξ − sε1/2bκ(x)η)

(
∂γ2+β2

ξ g
)
(ξ − ε1/2bκ(x)ζ)

= (−i)|γ+γ2|ε|γ1+γ2|/2F̃Bγ1,γ2(x)
∫ 1

0
sN−1+|γ1| ds

∫
X∗
∫
X∗ e

i(η·ζ⊥) d2η d2ζ

×
(
∂γ2
ξ⊥
∂γ1+β1

ξ f
)
(ξ − sε1/2bκ(x)η)

(
∂γ1
ξ⊥
∂γ2+β2

ξ g
)
(ξ − ε1/2bκ(x)ζ) ,

with |γ1 + γ2| ≤ |α| and β1 + β2 = β and the functions FBγ and F̃Bγ1,γ2 of class BC∞(X ) .

Then we have the following equality:

∫
X∗
∫
X∗ e

i(η·ζ⊥)
(
∂αξ φ

)
(ξ − sε1/2bκ(x)η)

(
∂βξ ψ

)
(ξ − ε1/2bκ(x)ζ) d2η d2ζ

=
∫
X∗ < η >−N1

∑
|a|≤N2

Pa(η)
[
∂aη
(
∂αξ φ

)
(ξ − sε1/2bκ(x)η)

]
d2η×

×
∫
X∗ e

i(η·ζ⊥) < ζ >−N2
(
1 + ∆ζ

)N1/2
[(
∂βξ ψ

)
(ξ − ε1/2bκ(x)ζ)

]
d2ζ ,

where the Pa(·) are bounded functions on X ∗ . We notice that:∫
X∗
∫
X∗ e

i(η·ζ⊥)φ(ξ − τη)ψ(ξ − τζ) d2η d2ζ

=
∫
X∗
(
1 + ∆η

)N2/2(
< η >−N1 φ(ξ − τη)

)
d2η

×
∫
X∗ e

i(η·ζ⊥) < ζ >−N2
((

1 + ∆ζ

)N1/2
ψ
)
(ξ − τζ) d2ζ

=
∫
X∗ < η >−N1

∑
|a|≤N2

Pa(η)
(
∂aηφ

)
(ξ − τη) d2η

×
∫
X∗ e

i(η·ζ⊥) < ζ >−N2
((

1 + ∆ζ

)N1/2
ψ
)
(ξ − τζ) d2ζ ,

(B.48)

where the Pa(·) are bounded functions on X ∗ and N1 > 2 , N2 > 2 .
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Finally these arguments allow to prove estimates of the following type:

νm+p,ρ
n,m

(
M ε,κ

N (f, g)
)
≤ C νm,ρ0,q (f) νp,ρ0,q (g) ,

with q > 2 + n+m and some constant C > 0 that may depend on B and on the three seminorms
but not on ε ∈ [0, ε0] .

B.6 Control of some Γ∗-indexed series of symbols

Consider a symbol ϕ ∈ S−∞(Ξ) and let us study the convergence of the series

Φ :=
∑
γ∗∈Γ∗

τγ∗
(
ϕ
)
.

For any N ∈ N let us introduce

ΓN∗ := {γ∗ ∈ Γ∗ | |γ∗| ≤ N} and ΦN :=
∑

γ∗∈ΓN∗

τγ∗
(
ϕ
)
.

Lemma B.32. With the above notation, for any symbol ϕ ∈ S−∞(Ξ) the sequence {ΦN}N∈N
in S−∞(Ξ) is weakly convergent in S ′(Ξ) and the limit Φ is a Γ∗-periodic C∞-function on Ξ .
The sequence also converges for the norms ν−m,0p,q with any m > 2 and (p, q) ∈ N2 and for any
(p, q) ∈ N2 there exists C > 0 such that, for all ϕ ∈ S−∞(Ξ) ,

ν0,0
p,q (ΦN ) ≤ C ν0,0

p,q (ϕ) , ∀N ∈ N .

Proof. We clearly have, for any m ∈ R+ ,

sup
(x,ξ)∈Ξ

< ξ >m
∣∣(∂ax∂bξϕ)(x, ξ)∣∣ ≤ ν−m,0|a|,|b|(ϕ) ,

so that, for any N2 ≥ N1 in N ,

|
(
∂ax∂

b
ξΦN1

)
(x, ξ)−

(
∂ax∂

b
ξΦN2

)
(x, ξ)| ≤

∑
γ∗∈Γ

N2
∗ \Γ

N1
∗

∣∣∣τγ∗[(∂ax∂bξϕ)](x, ξ)∣∣∣
≤ ν−m,0|a|,|b|(ϕ)

(
sup
ξ∈X∗

∑
γ∗∈Γ

N2
∗ \Γ

N1
∗

< ξ + γ∗ >−m
)

≤ Cν−m,0|a|,|b|(ϕ) < N1 >
−s,

for any m > 2 + s with s > 0 .
Thus the weak convergence in S ′(V) follows easily and also the other conclusions of the lemma
by some standard arguments.

Proposition B.33. With the notation from Lemma B.32, suppose that we have a family of
symbols {ϕε}ε∈[0,ε0] ∈ S−∞(Ξ)• and a magnetic field given by (1.5). Then {Φε}ε∈[0,ε0] ∈ S0

0(Ξ)•

and the sequence {Opε,κ(ΦεN )}N∈N converges strongly to Opε,κ(Φε) in L
(
L2(X )

)
uniformly for

(ε, κ) ∈ [0, ε0]× [0, κ0] . Moreover, the application

S−∞(Ξ) 3 ϕε 7→ Φε ∈
(
S0

0(Ξ), ‖ · ‖Bε,κ
)

is continuous uniformly for (ε, κ) ∈ [0, ε0]× [0, κ0] .

Proof. We write

Opε,κ(ΦN ) =
∑
|γ∗|≤N

Opε,κ
(
τγ∗ [ϕ

ε]
)
,

and we introduce the following simpler notation :

Xγ∗ := Opε,κ
(
τγ∗ [ϕ

ε]
)
, X̃∞ := Opε,κ(Φ), X̃N := Opε,κ(ΦN ) ,
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so that X̃N =
∑

γ∈ΓN∗

Xγ∗ and we use the Cotlar-Stein Lemma. For this we need to verify some

estimates. Let us first consider the products (using also Remark B.20)

‖X∗β∗Xγ∗‖L(H) =
∥∥ϕε ]Bε,κ (τ(γ∗−β∗)ϕε)∥∥Bε,κ =

∥∥∥ϕ̃ε(ε,1) ]
Bε,κ

(
τ(γ∗−β∗)ϕ̃

ε
(ε,1)

)∥∥∥
Bε,κ

, (B.49)

and use Proposition B.26 and (B.43) in order to obtain that

ϕ̃ε(ε,1)]
Bε,κ

(
τ(γ∗−β∗)ϕ̃

ε
)

(ε,1)

= ϕ̃ε(ε,1) \
ε
(
τ(γ∗−β∗)ϕ̃

ε
)

(ε,1)

+ ε i2
∑

1≤l≤2

((
∂xl ϕ̃

ε
)

(ε,1)
\ε
(
τ(γ∗−β∗)

(
∂ξl ϕ̃

ε
))

(ε,1)
−
(
∂ξl ϕ̃

ε
)

(ε,1)
\ε
(
τ(γ∗−β∗)

(
∂xl ϕ̃

ε
))

(ε,1)

)
+ ε2Rε,κ

(
ϕ̃ε,
(
τ(γ∗−β∗)ϕ̃

ε
))

(ε,1)
.

For φ and ψ in S−∞(Ξ) we can repeat the arguments in the proof of Proposition B.31 and obtain:

(
φ(ε,1) \

ε
(
τα∗ψ

)
(ε,1)

)
(x, ξ) =

(
1

2π

)2 ∫
X∗

∫
X∗

e−i(η
⊥·ζ))φ(εx, ξ − ε1/2bκ(εx) η)×

× ψ(εx, ξ + α∗ − ε1/2bκ(εx) ζ) d2η d2ζ

=

∫
X∗

< η >−N1

∑
|a|≤N2

Pa(η)∂aηφ
[
(εx, ξ − sε1/2bκ(εx)η)

]
d2η×

×
∫
X∗

ei(η·ζ
⊥) < ζ >−N2 ×

×
(
1 + ∆ζ

)N1/2
[
ψ(εx, ξ + α∗ − ε1/2bκ(εx)ζ)

]
d2ζ , (B.50)

where the Pa(·) are bounded functions on X ∗ and N1 = N2 > 2.
Thus we obtain, for any α∗ ∈ Γ∗ and for any N ∈ N, the estimate:

< α∗ >N ν0,0
0,0

(
φ(ε,1) \

ε
(
τα∗ψ

)
(ε,1)

)
= sup

(x,ξ)∈Ξ

< α∗ >N
∣∣∣(φ(ε,1) \

ε
(
τα∗ψ

)
(ε,1)

)
(x, ξ)

∣∣∣
≤ CN

∣∣∣∣∣∣
∫
X∗

< η >−N1

〈
ξ − sε1/2bκ(εx)η

〉N ∑
|a|≤N2

Pa(η)∂aη

[
φ(εx, ξ − sε1/2bκ(εx)η)

]
d2η×

×
∫
X∗

ei(η·ζ
⊥) < ζ >−N2

〈
ξ + α∗ − sε1/2bκ(εx)η

〉N
×

×
(
1 + ∆ζ

)N1/2
[
ψ(εx, ξ + α∗ − ε1/2bκ(εx)ζ)

]
d2ζ
∣∣∣

≤ CN ν
−N,0
0,0

(
φ
)
ν−N,00,0

(
ψ
)
.

Noticing that ε−|a|∂ax∂
b
ξ

(
φ(ε,1) \

ε
(
τα∗ψ

)
(ε,1)

)
is an oscillating integral of the same type as the

expression (B.50) with φ and ψ replaced by some derivatives of them, we conclude that we have
similar estimates for all the seminorms defining the Fréchet topology. Choosing now N > 2 large
enough, we verify the hypothesis of the Cotlar-Stein Lemma and obtain the conclusion of the
proposition.

References

[1] W. O. Amrein, A. Boutet de Monvel, and V. Georgescu: C0-groups, commutator methods and
spectral theory of N-body Hamiltonians. Volume 135 of Progress in Mathematics. Birkhäuser
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