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Abstract

In this article, we follow the study of quadratic backward SDEs with jumps,that is

to say for which the generator has quadratic growth in the variables (z, u), started in

our accompanying paper [15]. Relying on the existence and uniqueness result of [15], we

define the corresponding g-expectations and study some of their properties. We obtain in

particular a non-linear Doob-Meyer decomposition for g-submartingales and a downcrossing

inequality which implies their regularity in time. As a consequence of these results, we also

obtain a converse comparison theorem for our class of BSDEs. Finally, we provide a dual

representation for the corresponding dynamic risk measures, and study the properties of

their inf-convolution, giving several explicit examples.
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1 Introduction

Motivated by duality methods and maximum principles for optimal stochastic control, Bismut

studied in [5] a linear backward stochastic differential equation (BSDE). In their seminal paper

[26], Pardoux and Peng generalized such equations to the non-linear Lipschitz case and proved

existence and uniqueness results in a Brownian framework. Since then, a lot of attention has

been given to BSDEs and their applications, not only in stochastic control, but also in theoretical

economics, stochastic differential games and financial mathematics.

Let us now precise the structure of these equations in a discontinuous setting. Given a filtered

probability space (Ω,F , {Ft}0≤t≤T ,P) generated by an Rd-valued Brownian motion B and

a random measure µ with compensator ν, solving a BSDEJ with generator g and terminal

condition ξ consists in finding a triple of progressively measurable processes (Y,Z,U) such that

for all t ∈ [0, T ], P− a.s.

Yt = ξ +

∫ T

t
gs(Ys, Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

Rd\{0}
Us(x)(µ − ν)(ds, dx). (1.1)

We refer the reader to Section 2.1 for more precise definitions and notations.

In this paper, g will be supposed to satisfy a Lipschitz-quadratic growth property. More pre-

cisely, g will be Lipschitz in y, and will satisfy a quadratic growth condition in (z, u) (see

Assumption 2.2(iii) below). The interest for such a class of quadratic BSDEs has increased a

lot in the past few years, mainly due to the fact that they naturally appear in many stochas-

tic control problems, for instance involving utility maximization (see among many others [10]

and [12]). When the filtration is generated only by a Brownian motion, the existence and

uniqueness of quadratic BSDEs with a bounded terminal condition has been first treated by

Kobylanski [17]. Then Tevzadze [31] introduced a new approach, consisting of a direct proof in

the Lipschitz-quadratic setting. He uses a fixed-point argument to obtain existence of a solution

for small terminal condition, and then pastes solutions together in the general bounded case.

We refer the reader to our paper [15] for more references on the class of quadratic BSDEs.

In our accompanying paper [15], we extended the fixed-point methodology of Tevzadze to the

case of a discontinuous filtration. We proved an existence and uniqueness result for bounded

solutions of quadratic BSDEs. We used a comparison theorem to deduce our uniqueness result.

Nonetheless, in this framework with jumps, we need additional assumptions on the generator

g for a comparison theorem to hold. We used either the Assumption 2.4, first introduced by

Royer [29], or a convexity assumption on g, which was already considered by Briand and Hu [7]

in the continuous case.

This wellposedness result for bounded quadratic BSDEs with jumps opens the way to many

possible applications. We can consider the solution of a BSDE as an operator acting on the

terminal condition, this is the point of view of the g-expectations. It has been introduced by

Peng [27] as an example of non-linear expectation. The g-expectations have been extended to

the case of quadratic coefficients by Ma and Yao [22], or to discontinuous filtrations by Royer

[29] and Lin [20]. It is natural in this context to use these non-linear expectations to define

non-linear sub- and supermartingales (see Definition 3.1). In this paper, we go further in the

study of quadratic BSDEs with jumps by proving a non-linear Doob Meyer decomposition for
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g-submartingales. As a consequence, we also obtain a converse comparison theorem. These

results hold true under the same assumptions as the ones needed for the comparison theorem.

When the generator is convex, we obtain a convex operator, which is then naturally used to

construct examples of dynamic convex risk measures. Barrieu and El Karoui [2] used quadratic

BSDEs to define time consistent convex risk measures and study their properties. We extend

here some of these results to the case with jumps. We prove an explicit dual representation

of the solution Y , when g is independent of y and convex in (z, u). This allows to study

some particular risk measures on a discontinuous filtration, like the entropic risk measure,

corresponding to the solution of a quadratic BSDE. Finally, we prove an explicit representation

for the inf-convolution of quadratic BSDEs, thus giving the form of the optimal risk transfer

between two agents using quadratic convex g-expectations as risk measures. The inf-convolution

is again a convex operator, solving a particular BSDE. We give a sufficient condition for this

BSDE to have a coefficient satisfying a quadratic growth property.

The rest of this paper is organized as follows. In Section 2, we recall the notations, assumptions

and main results of [15], then in Section 3, we study general properties of quadratic g-martingales

with jumps, such as regularity in time and the Doob-Meyer decomposition. Finally, Section 4

is devoted to the analysis of a dual representation of the corresponding dynamic convex risk

measures and to the calculation of their inf-convolution.

2 Preliminaries

We consider in all the paper a filtered probability space
(
Ω,F , {Ft}0≤t≤T ,P

)
, whose filtration

satisfies the usual hypotheses of completeness and right-continuity. We suppose that this fil-

tration is generated by a d-dimensional Brownian motion B and an independent integer valued

random measure µ(ω, dt, dx) defined on R+×E, with compensator λ(ω, dt, dx). Ω̃ := Ω×R+×E

is equipped with the σ-field P̃ := P × E , where P denotes the predictable σ-field on Ω × R+

and E is the Borel σ-field on E.

To guarantee the existence of the compensator λ(ω, dt, dx), we assume that for each A in B(E)

and each ω in Ω, the process Xt := µ(ω,A, [0, t]) ∈ A+
loc, which means that there exists an

increasing sequence of stopping times (Tn) such that Tn → +∞ a.s. and the stopped processes

XTn
t are increasing, càdlàg, adapted and satisfy E[X∞] < +∞.

We assume in all the paper that λ is absolutely continuous with respect to the Lebesgue measure

dt, i.e. λ(ω, dt, dx) = νt(ω, dx)dt. Finally, we denote µ̃ the compensated jump measure

µ̃(ω, dx, dt) = µ(ω, dx, dt) − νt(ω, dx) dt.

We introduce for 1 < p ≤ +∞ the spaces

Lp(ν) := {u, E-measurable, such that u ∈ Lp(νt) for all 0 ≤ t ≤ T} .

Since the compensator ν depends on ω, the martingale representation property do not necessarily

hold. That is why we make the following assumption.

Assumption 2.1. Any local martingale M with respect to the filtration (Ft)0≤t≤T has the

predictable representation property, that is to say that there exist a unique predictable process H
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and a unique predictable function U such that (H,U) ∈ Z × U and

Mt =M0 +

∫ t

0
HsdBs +

∫ t

0

∫

E
Us(x)µ̃(dx, ds), P− a.s.

Remark 2.1. This martingale representation property holds for instance when the compensator

ν does not depend on ω, i.e when ν is the compensator of the counting measure of an additive

process in the sense of Sato [30]. It also holds when ν has the particular form described in [16],

in which case ν depends on ω.

2.1 Notations

We introduce the following norms and spaces for any p ≥ 1.

Sp is the space of R-valued càdlàg and (Ft)-progressively measurable processes Y such that

‖Y ‖pSp := E

[
sup

0≤t≤T
Y p
t

]
< +∞.

S∞ is the space of R-valued càdlàg and (Ft)-progressively measurable processes Y such that

‖Y ‖S∞ := sup
0≤t≤T

‖Yt‖∞ < +∞.

Hp is the space of Rd-valued and (Ft)-predictable processes Z such that

‖Z‖pHp := E

[(∫ T

0
|Zt|

2 dt

) p
2

]
< +∞.

Jp is the space of predictable and E-measurable applications U : Ω× [0, T ]× E such that

‖U‖pJp := E

[(∫ T

0

∫

E
|Us(x)|

2 νs(dx)ds

) p
2

]
< +∞.

Following Tang and Li [19] and Barles et al. [1], the definition of a BSDE with jumps is then

Definition 2.1. Let ξ be a FT -measurable random variable. A solution to the BSDEJ with

terminal condition ξ and generator g is a triple (Y,Z,U) ∈ S2 ×H2 × J2 such that

Yt = ξ +

∫ T

t
gs(Ys, Zs, Us)ds−

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds), 0 ≤ t ≤ T, P− a.s. (2.1)

where g : Ω× [0, T ]× R× Rd ×A(E) → R is a given application and

A(E) := {u : E → R, B(E)− measurable} .

For later use, we also introduce the following BMO-type spaces. BMO is the space of square

integrable càdlàg Rd-valued martingales M such that

‖M‖BMO := ess supP

τ∈T T
0

∥∥∥Eτ

[
(MT −Mτ−)

2
]∥∥∥

∞
< +∞,
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where for any t ∈ [0, T ], T T
t is the set of (Fs)0≤s≤T -stopping times taking their values in [t, T ].

J2BMO is the space of predictable and E-measurable applications U : Ω× [0, T ]× E such that

‖U‖2J2BMO
:=

∥∥∥∥
∫ .

0

∫

E
Us(x)µ̃(dx, ds)

∥∥∥∥
BMO

< +∞.

H2
BMO is the space of Rd-valued and Ft-progressively measurable processes Z such that

‖Z‖2H2
BMO

:=

∥∥∥∥
∫ .

0
ZsdBs

∥∥∥∥
BMO

< +∞.

2.2 The non-linear generator

We now give our quadratic growth assumption on the generator g.

Assumption 2.2. [Quadratic growth]

(i) For fixed (y, z, u), g is F-progressively measurable.

(ii) For any p ≥ 1

ess supP

τ∈T T
0

Eτ

[(∫ T

τ
|gt(0, 0, 0)| dt

)p
]
< +∞, P− a.s. (2.2)

(iii) g has the following growth property. There exist (β, γ) ∈ R+ × R∗
+ and a positive pre-

dictable process α satisfying the same integrability condition (2.2) as gt(0, 0, 0), such that for

all (ω, t, y, z, u)

−αt − β |y| −
γ

2
|z|2 −

jt(−γu)

γ
≤ gt(ω, y, z, u) − gt(0, 0, 0) ≤ αt + β |y|+

γ

2
|z|2 +

jt(γu)

γ
,

where jt(u) :=
∫
E

(
eu(x) − 1− u(x)

)
νt(dx).

Notice that j is well defined on L2(ν)∩L∞(ν). The next assumption is needed for our existence

result to hold. It concerns the regularity in the y variable and the differentiability in z and u.

Assumption 2.3. (i) g is uniformly Lipschitz in y.

∣∣gt(ω, y, z, u) − gt(ω, y
′, z, u)

∣∣ ≤ C
∣∣y − y′

∣∣ for all (ω, t, y, y′, z, u).

(ii) g is C2 in z and there is θ > 0 and a process (rt)0≤t≤T ∈ H2
BMO, s.t. for all (t, ω, y, z, u),

|Dzgt(ω, y, z, u)| ≤ rt + θ |z| , |D2
zzgt(ω, y, z, u)| ≤ θ.

(iii) g is twice Fréchet differentiable in the Banach space L2(ν) and there are constants θ, δ > 0,

C1 ≥ −1 + δ, C2 ≥ 0 and a predictable function m ∈ J2BMO s.t. for all (t, ω, y, z, u, x),

|Dugt(ω, y, z, u)| ≤ mt + θ |u| , C1(1 ∧ |x|) ≤ Dugt(ω, y, z, u)(x) ≤ C2(1 ∧ |x|)

∥∥D2
ugt(ω, y, z, u)

∥∥
L2(νt)

≤ θ.
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Remark 2.2. The assumption (i) above is classic in the BSDE theory. The assumptions (ii)

and (iii) are generalizations to the jump case of the assumptions considered by Tevzadze [31].

They are useful in our proof of existence in [15]. Moreover, we recall that Assumption 2.3

implies the following,

• There exists µ > 0 such that for all (t, y, z, z′, u)

∣∣gt(ω, y, z, u) − gt(ω, y, z
′, u)− φt.(z − z′)

∣∣ ≤ µ
∣∣z − z′

∣∣ (|z|+
∣∣z′
∣∣) ,

where φt := Dzgt(y, 0, u) ∈ H2
BMO.

• Analogously, there exists µ > 0 such that for all (ω, t, y, z, u, u′)

∣∣gt(ω, y, z, u) − gt(ω, y, z, u
′)− 〈ψt, u− u′〉t

∣∣ ≤ µ
∥∥u− u′

∥∥
L2(νt)

(
‖u‖L2(νt)

+
∥∥u′
∥∥
L2(νt)

)
,

where ψt := Dugt(y, z, 0) ∈ J2BMO.

Finally, in order to have a comparison theorem, we need to impose either one of the following

hypothesis. The first one has been first introduced by Royer [29], it implies that the generator

g is Lipschitz in u. The second one is a convexity assumption, it has the advantage of keeping

the generator quadratic in u.

Assumption 2.4. For every (y, z, u, u′) there exists a predictable and E-measurable process (γt)

such that

gt(y, z, u) − gt(y, z, u
′) ≤

∫

E
γt(x)(u − u′)(x)νt(dx),

where there exist constants C2 > 0 and C1 ≥ −1 + δ for some δ > 0 such that

C1(1 ∧ |x|) ≤ γt(x) ≤ C2(1 ∧ |x|).

Assumption 2.5. g is jointly convex in (z, u).

We proved in [15] the following comparison theorem, used to derive our uniqueness result.

Proposition 2.1. Let ξ1 and ξ2 be two FT -measurable random variables. Let g1 be a function

satisfying either of the following

(i) Assumptions 2.2, 2.3(i),(ii) and 2.4.

(ii) Assumptions 2.2, 2.3(i) and 2.5, and that
∣∣g1(0, 0, 0)

∣∣ + α ≤ M where α is the process

appearing in Assumption 2.2(iii) and M is a positive constant.

Let g2 be another function and for i = 1, 2, let (Y i, Zi, U i) be the solution of the BSDEJ with

terminal condition ξi and generator gi (we assume that existence holds in our spaces), that is

to say for every t ∈ [0, T ]

Y i
t = ξi +

∫ T

t
gis(Y

i
s , Z

i
s, U

i
s)ds−

∫ T

t
Zi
sdBs−

∫ T

t

∫

E
U i
s(x)µ̃(dx, ds), P− a.s.

Assume further that ξ1 ≤ ξ2, P − a.s. and g1t (Y
2
t , Z

2
t , U

2
t ) ≤ g2t (Y

2
t , Z

2
t , U

2
t ), P − a.s. Then

Y 1
t ≤ Y 2

t , P − a.s. Moreover in case (i), if in addition we have Y 1
0 = Y 2

0 , then for all t,

Y 1
t = Y 2

t , Z1
t = Z2

t and U1
t = U2

t , P− a.s.
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The following is our main existence and uniqueness result, stated in [15].

Theorem 2.1. Assume that ξ ∈ L∞, and that the generator g satisfies either

(i) Assumptions 2.2, 2.3(i),(ii) and 2.4.

(ii) Assumptions 2.2, 2.3 and 2.5, and that g(0, 0, 0) and the process α appearing in Assump-

tion 2.2(iii) are bounded by some constant M > 0.

Then there exists a unique solution to the BSDEJ (2.1).

3 Quadratic non-linear expectations with jumps

The theory of g-expectations was introduced by Peng in [27] as an example of non-linear expec-

tations. Since then, numerous authors have generalized his results, extending them notably to

the case of quadratic coefficients (see Ma and Yao [22]). An extension to discontinuous filtrations

was obtained by Royer [29] and Lin [20]. In particular, Royer [29] gave domination conditions

under which a non-linear expectation is a g-expectation. We refer the interested reader to these

papers for more details, and we recall for simplicity some of their general properties below. Let

us start with a general definition.

Definition 3.1. Let ξ ∈ L∞ and let g be such that the BSDEJ with generator g and terminal

condition ξ has a unique solution and such that comparison in the sense of Proposition 2.1 holds

(for instance g could satisfy any of the conditions in Theorem 2.1). Then for every t ∈ [0, T ],

we define the conditional g-expectation of ξ as follows

Eg
t [ξ] := Yt,

where (Y,Z,U) solves the following BSDEJ

Yt = ξ +

∫ T

t
gs(Ys, Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds).

Remark 3.1. Notice that Eg : L∞(Ω,FT ,P) → L∞(Ω,Ft,P) does not define a true operator.

Indeed, to each bounded FT -measurable random variable ξ, we associate the value Yt, which is

defined P-a.s., i.e. outside a P-negligible set N , but this set N depends on ξ. We cannot a priori

find a common negligible set for all variables in L∞, and then define an operator Eg on a fixed

domain, except if we only consider a countable set of variables ξ on which acts Eg.

There is a notion of g-martingales and g-sub(super)martingales.

Definition 3.2. X ∈ S∞ is called a g-submartingale (resp. g-supermartingale) if

Eg
s [Xt] ≥ (resp. ≤)Xs, P− a.s., for any 0 ≤ s ≤ t ≤ T .

X is called a g-martingale if it is both a g-sub and supermartingale.

The following results are easy generalizations of the classical arguments which can be found in

[27] or [2], and are consequences of the comparison theorem. We therefore omit the proofs.

Lemma 3.1. {Eg
t }t≥0 is monotonic increasing and time consistent, i.e.

7



• ξ1 ≥ ξ2, P-a.s. implies that Eg
t (ξ1) ≥ Eg

t (ξ2), P-a.s., ∀t ≥ 0.

• For any bounded stopping times R ≤ S ≤ τ and Fτ -measurable random variable ξτ ,

Eg
R(E

g
S(ξτ )) = Eg

R(ξτ ) P-a.s. (3.1)

Definition 3.3. We will say that Eg is

(i) Constant additive, if for any stopping times R ≤ S, any FR-measurable random variable ηR
and any FS-measurable random variable ξS,

Eg
R(ξS + ηR) = Eg

R(ξS) + ηR, P-a.s.

(ii) Positively homogeneous, if for any stopping times R ≤ S, and any positive FR-measurable

random variable λ,

Eg
R(λξS) = λEg

R(ξS).

(iii) Convex, if for any stopping times R ≤ S, any random variables (ξ1S , ξ
2
S) and any λ ∈ [0, 1],

Eg
R(λξ

1
S + (1− λ)ξ2S) ≤ λEg

R(ξ
1
S) + (1− λ)Eg

R(ξ
2
S).

The next Lemma shows that the operator Eg inherits the above properties from g.

Lemma 3.2. (i) If g does not depend on y, then Eg is constant additive.

(ii) If g is positively homogeneous in (y, z, u), then Eg is positively homogeneous.

(iii) If g is moreover right continuous on [0, T ) and continuous at T , then the reverse implica-

tions of (i) and (ii) are also true.

(iv) Eg is convex if g is convex in (y, z, u).

(v) If g1 ≤ g2, P-a.s., then Eg1 ≤ Eg2 . If g1 and g2 are moreover right continuous on [0, T ) and

continuous at T , then the reverse is also true.

Proof. We adapt the ideas of the proofs in [2] to our context with jumps.

(i) The proof of the first property is exactly the same as the proof of Theorem 6.7.b2 in [2], so

we omit it.

(ii) Let gλ(t, y, z, u) := 1
λgt(λy, λz, λu). Then

{
1
λE

g
t (λξS)

}
t≥0

is a solution of the BSDEJ with

coefficient gλ and terminal condition ξS. If g = gλ, then Eg
t (λξS) = λEg

t (ξS).

(iii) The reverse implications in (i) and (ii) are direct consequences of Corollary 3.1.

(iv) Suppose that g is convex in (y, z, u). Let (Y i, Zi, U i) be the unique solution of the BSDEJ

with coefficients (g, ξiS), i = 1, 2, and set

Ỹt = λY 1
t + (1− λ)Y 2

t , Z̃t = λZ1
t + (1− λ)Z2

t and Ũt(·) = λU1
t (·) + (1− λ)U2

t (·).

We have

−dỸt =
[
λgt(Y

1
t , Z

1
t , U

1
t ) + (1− λ)gt(Y

2
t , Z

2
t , U

2
t )
]
dt−

(
λZ1

t + (1− λ)Z2
t

)
dBt

−

∫

E
(λU1

t (x) + (1− λ)U2
t (x))µ̃(dt, dx)

=
[
gt(Ỹt, Z̃t, Ũt) + k(t, Y 1

t , Y
2
t , Z

1
t , Z

2
t , U

1
t , U

2
t , λ)

]
dt− Z̃tdBt −

∫

E
Ũt(x)µ̃(dt, dx),

8



where

k(t, Y 1
t , Y

2
t , Z

1
t , Z

2
t , U

1
t , U

2
t , λ) := λgt(Y

1
t , Z

1
t , U

1
t ) + (1− λ)gt(Y

2
t , Z

2
t , U

2
t )− gt(Ỹt, Z̃t, Ũt),

is a non negative function. Then using Proposition 2.1 we obtain in particular

Eg
t (λξ

1
S + (1− λ)ξ2S) ≤ Ỹt = λEg

t (ξ
1
S) + (1− λ)Eg

t (ξ
2
S).

(v) This last property is a direct consequence of the comparison Theorem 2.1. The reverse

implication is again a consequence of Corollary 3.1. ✷

Example 3.1. These easy properties allow us to construct examples of time consistent dynamic

convex risk measures, by appropriate choices of generator g.

• Defining gt(z, u) := γ
2 |zt|

2 + 1
γ jt(γut), we obtain the so called entropic risk measure on our

particular filtration.

• As proved in [29], if we define

gt(z, u) := η |z|+ η

∫

E
(1 ∧ |x|)u+(x)νt(dx)− C1

∫

E
(1 ∧ |x|)u−(x)νt(dx),

where η > 0 and −1 < C1 ≤ 0, then Eg is a convex risk measure with the following representation

Eg
0 (ξ) = sup

Q∈Q
EQ [ξ], with

Q :=
{
Q,

dQ

dP
|Ft = E

(∫ t

0
µsdBs +

∫ t

0

∫

E
vs(x)µ̃(ds, dx)

)

with µ and v predictable, |µs| ≤ η, v+s (x) ≤ η(1 ∧ x), v−s (x) ≤ C1(1 ∧ x)
}
.

• If we define a linear generator g by

gt(z, u) := αz + β

∫

E
(1 ∧ |x|)u(x)νt(dx), α ∈ R, β ≥ −1 + δ for some δ > 0,

then we obtain a linear risk measure, since Eg will only consist of a linear expectation with

respect to the probability measure Q, whose Radon-Nikodym derivative is equal to

dQ

dP
= E

(
αBt +

∫ t

0

∫

E
β(1 ∧ |x|)µ̃(ds, dx)

)
.

In the rest of this section, we will provide important properties of quadratic g-expectations and

the associated g-martingales in discontinuous filtrations, which generalize the known results in

simpler cases.

3.1 Non-linear Doob Meyer decomposition

We start by proving that the non-linear Doob Meyer decomposition first proved by Peng in [28]

still holds in our context. We have two different sets of assumptions under which this result

holds, and they are both related to the assumptions under which our comparison theorem 2.1

holds. From a technical point of view, our proof consists in approximating our generator by a

sequence of Lipschitz generators. However, the novelty here is that because of the dependence

9



of the generator in u, we cannot use the classical exponential transformation and then use some

truncation arguments, as in [17] and [22]. Indeed, since u lives in an infinite dimensional space,

those truncation type arguments no longer work a priori. Instead, inspired by [3], we will only

use regularizations by inf-convolution, which are known to work in any Banach space.

Theorem 3.1. Let Y be a càdlàg g-submartingale (resp. g-supermartingale) in S∞ (we assume

that existence and uniqueness for the BSDEJ with generator g hold for any bounded terminal

condition). Assume further either one of these conditions

(i) Assumptions 2.2 and 2.4 hold, with the addition that the process γ does not depend on

(y, z) and that |g(0, 0, 0)|+α ≤M , where α is the process appearing in Assumption 2.2(iii)

and M > 0 is constant.

(ii) Assumptions 2.2, 2.3(i) hold, g is concave (resp. convex) in (z, u), |g(0, 0, 0)| + α ≤ M ,

where α is the process appearing in Assumption 2.2(iii) and M > 0 is constant.

Then there exists a predictable non-decreasing (resp. non-increasing) process A null at 0 and

processes (Z,U) ∈ H2 × J2 such that

Yt = YT +

∫ T

t
gs(Ys, Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds) −AT +At, t ∈ [0, T ].

Remark 3.2. We emphasize that the two assumptions in the above theorem are not of the same

type. Indeed, Assumption 2.4 implies that the generator g is uniformly Lipschitz in u, which is

a bit disappointing if we want to work in a quadratic context. This is why we also considered

the convexity hypothesis on g, which allows us to retrieve a generator which is quadratic in

both (z, u). We do not know whether those two assumptions are necessary or not to obtain the

result, but we remind the reader that our theorem encompasses the case of the so-called entropic

generator, which has quadratic growth and is convex in (z, u). To the best of our knowledge, this

particular case which was already proved in [25], was the only result available in the literature

up until now.

Proof. First, if Y is g-supermartingale, then −Y is a g−-submartingale where g−t (y, z, u) :=

−gt(−y,−z,−u). Since g− satisfies exactly the same Assumptions as g, and given that g− is

convex when g is concave, it is clear that we can without loss of generality restrict ourselves to

the case of g-submartingales. We start with the first result.

Step 1: Assumptions 2.2 and 2.4 hold. We will approximate the generator g by a sequence

of functions (gn) which are uniformly Lipschitz in (y, z) (recall that under the assumed as-

sumptions, g is already Lipschitz in u). We emphasize that unlike most of the literature on

quadratic BSDEs, with the notable exception of [3], we will not use any exponential change in

our proof. Building upon the results of Lepeltier and San Martin [18], we would like to use a

sup-convolution to regularize our generator. However, due to the quadratic growth assumption

in z, such a sup-convolution is not always well defined. Therefore, we will first use a truncation

argument to bound our generator from above by a function with linear growth. Let us thus

define for all n ≥ 0

g̃nt (y, z, u) := gt(y, z, u) ∧
(
M + n |z| −

γ

2
|z|2
)
,

10



where the constants (α, γ) are the ones appearing in Assumption 2.3(ii). It is clear that we have

the following estimates

−M − β |y| −
γ

2
|z|2 −

1

γ
jt (−γu) ≤ g̃nt (y, z, u) ≤M + β |y|+ n |z|+

1

γ
jt (γu) ,

and that g̃n decreases pointwise to g. We now define for all p ≥ n ∨ β

g̃n,pt (y, z, u) := sup
(w,v)∈Qd+1

{g̃nt (w, v, u) − p |y − w| − p |z − v|} .

This function is indeed well-defined, since we have for p ≥ n

g̃n,pt (y, z, u) ≤M +
1

γ
jt(γu) + sup

(w,v)∈Qd+1

{β |w|+ n |v| − p |y − w| − p |z − v|}

=M + β |y|+ n |z|+
1

γ
jt(γu).

Moreover, by the results of Lepeltier and San Martin [18], we know that g̃n,p is uniformly

Lipschitz in (y, z) and that g̃n,p(y, z, u) ↓ gt(y, z, u) as n and p go to +∞. Finally, we define

gnt (y, z, u) := g̃n,nt (y, z, u).

Then the gn are uniformly Lipschitz in (y, z, u) and decrease pointwise to g. Now, we want

somehow to use the fact that we know that the non-linear Doob-Meyer decomposition holds

when the underlying generator is Lipschitz. But this was shown by Royer only when the gen-

erator also satisfies Assumption 2.4. Therefore, we will now verify that gn inherits Assumption

2.4 from g. First of all, we show that this is true for g̃n.

Let u1, u2 ∈ L∞(ν) ∩ L2(ν) and fix some (y, z) ∈ Rd+1. Then if we have

gt(y, z, u
1) ≤M + n |z| −

γ

2
|z|2 and gt(y, z, u

2) ≤M + n |z| −
γ

2
|z|2 ,

then

g̃nt (y, z, u
1)− g̃nt (y, z, u

2) = gt(y, z, u
1)− gt(y, z, u

2),

and the result is clear with the same process γ as the one for g. Similarly, if

gt(y, z, u
1) ≥M + n |z| −

γ

2
|z|2 and gt(y, z, u

2) ≥M + n |z| −
γ

2
|z|2 ,

then

g̃nt (y, z, u
1)− g̃nt (y, z, u

2) = 0,

and the desired result also follows by choosing the process γ in Assumption 2.4 to be 0. Finally,

if (the remaining case can be treated similarly)

gt(y, z, u
1) ≥M + n |z| −

γ

2
|z|2 and gt(y, z, u

2) ≤M + n |z| −
γ

2
|z|2 ,

then

g̃nt (y, z, u
1)− g̃nt (y, z, u

2) ≤M + n |z| −
γ

2
|z|2 − gt(y, z, u

2) ≤ gt(y, z, u
1)− gt(y, z, u

2),

and the desired result follows once more with the same process γ as the one for g.
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Next, we show that g̃n,p inherits Assumption 2.4 from g̃n. Indeed, we have

g̃n,pt (y, z, u1)− g̃n,pt (y, z, u2) ≤ sup
(w,v)∈Qd+1

{
g̃nt (w, v, u

1)− g̃nt (w, v, u
2)
}
,

which implies the result since the process γ in Assumption 2.4 does not depend on (y, z).

Let now Y be a g-submartingale. We will now show that it is also a gn-submartingale for all

n ≥ 0. Let now Y (resp. Yn) be the unique solution of the BSDEJ with terminal condition

YT and generator g (resp. gn). Since gn satisfies Assumption 2.4 and is uniformly Lipschitz in

(y, z, u), we can apply the comparison theorem for Lipschitz BSDEJs (see [29]) to obtain

Yt ≤ Yt ≤ Yn
t , P− a.s.

Hence Y is a gn-submartingale. We can therefore apply the Doob-Meyer decomposition in the

Lipschitz case (see Theorem 1.1 in Lin [20] or Theorem 4.1 in Royer [29]) to obtain the existence

of (Zn, Un) ∈ H2 × J2 and of a predictable non-decreasing process An null at 0 such that

Yt = YT +

∫ T

t
gnt (Ys, Z

n
s , U

n
s )ds−

∫ T

t
Zn
s dBs −

∫ T

t

∫

E
Un
s (x)µ̃(dx, ds)−An

T +An
t . (3.2)

Since Y does not depend on n, the martingale part of (3.2) neither, which entails that Zn and

Un are independent of n. We can rewrite (3.2) as

Yt = YT +

∫ T

t
gnt (Ys, Zs, Us)ds−

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds)−An

T +An
t . (3.3)

Since gn converges pointwise to g, the dominated convergence theorem implies that
∫ T

0
(gns (Ys, Zs, Us)− gs(Ys, Zs, Us)) ds→ 0, P− a.s.

Hence, it holds P− a.s. that for all s ∈ [0, T ]

An
s → As := Ys − Y0 +

∫ s

0
gr(Yr, Zr, Ur)dr −

∫ s

0
ZrdBr −

∫ s

0

∫

E
Ur(x)µ̃(dx, dr).

Furthermore, it is easy to see that A is still a predictable non-decreasing process null at 0.

Step 2: The concave case.

We have seen in the above proof that the main ingredients to obtain the desired decomposition

are the comparison theorem and the non-linear Doob-Meyer decomposition in the Lipschitz

case. As we have already seen in our comparison result of Proposition 2.1, Assumption 2.4

plays, at least formally, the same role as the concavity/convexity assumption 2.5. Moreover, we

show in the Appendix (see Proposition A.1) that the non-linear Doob-Meyer decomposition also

holds in the Lipschitz case under Assumption 2.5 instead of Assumption 2.4. We are therefore

led to proceed exactly as in the previous step. Define thus

g̃nt (y, z, u) := gt(y, z, u) ∧

(
M + n |z|+ n ‖u‖L2(νt)

−
γ

2
|z|2 −

1

γ
jt(γu)

)
.

Then g̃n is still concave as the minimum of two concave functions, converges pointwise to g and

verifies

−M − β |y| −
γ

2
|z|2 −

1

γ
jt (−γu) ≤ g̃nt (y, z, u) ≤M + β |y|+ n |z|+ n ‖u‖L2(νt)

.
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Thanks to this estimate the following sup-convolution is well defined for p ≥ β ∨ n

g̃n,pt (y, z, u) := sup
(w,v,r)∈Qd+1×L2(νt)

{
g̃nt (w, v, r) − p |y − w| − p |z − v| − p ‖u− r‖L2(νt)

}
,

and is still concave as the sup-convolution of concave functions.

We can then finish the proof exactly as in Step 1, using the comparison theorem of Proposition

2.1 and the non-linear Doob-Meyer decomposition given by Proposition A.1. ✷

Remark 3.3. After obtaining this non-linear Doob-Meyer decomposition, it is interesting to

wonder whether we can say anything about the non-decreasing process A (apart from saying that

it is predictable). For instance, since we are working with bounded g-supermartingales, we may

think that A can also be bounded. However, it is already known for classical supermartingales

(corresponding to the case g = 0) that this is not true. Indeed, let X be a supermartingale

and let A be the predictable non-decreasing process appearing in its Doob-Meyer decomposition.

Then, the inequality |Xt| ≤M for all t only implies that

E [(At)
p] ≤ p!Mp, for all p ≥ 1.

Since we have Et [Xt −XT ] = Et [AT −At] , we may then wonder if there could exists another

non-decreasing process Ct bounded but not necessarily adapted such that

Et [Xt −XT ] = Et [CT −Ct] . (3.4)

This result is then indeed true, and as shown by Meyer [23], if X is càdlàg, positive, bounded

by some constant M , then if we denote Ẋ the predictable projection of X, the non-decreasing

process C in (3.4) is given by

CT − Ct =M


1− exp

(
−

∫ T

t

dAc
s

M − Ẋs

) ∏

t<s≤T

(
1−

∆As

M − Ẋs

)
 , (3.5)

where Ac is the continuous part of A. If we now consider a g-supermartingale Y satisfying

either one of the assumptions in Theorem 3.1, a simple application of Itô’s formula shows that

Ỹt := exp

(
γYt + γMt+ γβ

∫ t

0
|Ys| ds

)
,

is a bounded classical supermartingale, which therefore admits the following decomposition

Ỹt = Ỹ0 +

∫ t

0
Z̃sdBs +

∫ t

0

∫

E
Ũs(x)µ̃(dx, ds) + Ãt, P− a.s., (3.6)

for some (Z̃, Ũ ) ∈ H2 × J2 and some predictable non-decreasing process Ã. We can the apply

Meyer’s result to obtain Et[Ỹt − ỸT ] = Et [DT −Dt] , where D is given by (3.5).

Then, applying Itô’s formula to ln(Ỹt) in (3.6), we can show after some calculations that

Yt = YT +

∫ T

t
gt(Ys, Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds) +AT −At,

where (Z,U) ∈ H2 × J2 and A is a predictable process with finite variation, and where (Z,U,A)

can be computed explicitly from (Z̃, Ũ , Ã).
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By uniqueness of the non-linear Doob-Meyer decomposition for Y , A is actually non-decreasing,

and we have a result somehow similar to that of Meyer, using the relation between Ã and A. It

would of course be interesting to pursue further this study.

We end this section with a converse comparison result for our class of quadratic BSDEJs, which

is a consequence of the previous Doob-Meyer decomposition.

Corollary 3.1. Let g1 be a function satisfying either one of the assumptions in Theorem 3.1

and g2 be another function. We furthermore suppose that t 7→ git(·, ·, ·) is right continuous in

t ∈ [0, T ) and continuous at T , for i = 1, 2. For any ξ ∈ L∞, denote for i = 1, 2, Y i,ξ
t the

solution of the BSDEJ with generator gi and terminal condition ξ (existence and uniqueness are

assumed to hold in our spaces). If we have

Y 1,ξ
t ≤ Y 2,ξ

t , t ∈ [0, T ], ∀ξ ∈ L∞, P− a.s.,

then we have

g1t (y, z, u) ≤ g2t (y, z, u), ∀(t, y, z, u), P− a.s.

Proof. For any ξ ∈ L∞, the assumption of the Corollary is equivalent to saying that Y 2,ξ is

a g1-supermartingale. Given the assumptions on g1, we can apply Theorem 3.1 to obtain the

existence of (Z̃2,ξ, Ũ2,ξ, A2,ξ) such that for any 0 ≤ s < t ≤ T we have, P− a.s.

Y 2,ξ
s = Y 2,ξ

t +

∫ t

s
g1r

(
Y 2,ξ
r , Z̃2,ξ

r , Ũ2,ξ
r

)
dr −

∫ t

s
Z̃2,ξ
r dBr −

∫ t

s

∫

E
Ũ2,ξ
r (x)µ̃(dx, dr) +A2,ξ

t −A2,ξ
s .

(3.7)

Moreover, if we denote (Y 2,ξ, Z2,ξ, U2,ξ) the solution of the BSDEJ with generator g2 and

terminal condition ξ, we also have by definition

Y 2,ξ
s = Y 2,ξ

t +

∫ t

s
g2r

(
Y 2,ξ
r , Z2,ξ

r , U2,ξ
r

)
dr−

∫ t

s
Z2,ξ
r dBr−

∫ t

s

∫

E
U2,ξ
r (x)µ̃(dx, dr), P−a.s. (3.8)

Identifying the martingale parts in (3.7) and (3.8), we obtain that P − a.s., Z̃2,ξ = Z2,ξ and

Ũ2,ξ = U2,ξ. Furthermore, this implies by taking the expectation that

1

t− s

∫ t

s
E

[
g1r

(
Y 2,ξ
r , Z2,ξ

r , U2,ξ
r

)]
dr ≤

1

t− s

∫ t

s
E

[
g2r

(
Y 2,ξ
r , Z2,ξ

r , U2,ξ
r

)]
dr.

Now, we finish using the same argument as in Chen [8]. Let ξ = XT where for a given

(s, y0, z0, u0), X is the solution of the SDE (existence and uniqueness are classical, see for

instance Jacod [13])

Xt = y0 −

∫ t

s
g2r (Xr, z0, u0)dr +

∫ t

s
z0dBr +

∫ t

s

∫

E
u0(x)µ̃(dx, dr).

Letting t −→ s+, we obtain g1s(y0, z0, u0) ≤ g2s(y0, z0, u0), which is the desired result. ✷

3.2 Upcrossing inequality

In this subsection, we prove an upcrossing inequality for quadratic g-submartingales, which is

similar to the one obtained by Ma and Yao [22] in the case without jumps. This property is

essential for the study of path regularity of g-submartingales.
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Theorem 3.2. Let (Xt) be a g-submartingale (reps. g-supermartingale) and assume that either

one of the following holds (as usual we assume existence and uniqueness for the solution of the

BSDEJ driven by g with any bounded terminal condition)

(i) Assumptions 2.2, 2.3(i),(ii) and 2.4 hold, with the addition that |g(0, 0, 0)| + α ≤ M ,

where α is the process appearing in Assumption 2.2(iii) and M > 0 is constant.

(ii) Assumptions 2.2, 2.3(i) hold, g is concave (reap. convex), with the addition that |g(0, 0, 0)|+

α ≤M , where α is the process appearing in Assumption 2.2(iii) and M > 0 is constant.

Set J := γM(eβT − 1)/β + γeβT ‖X‖S∞, and denote for any θ ∈ (0, 1)

X̃t := Xt + k(J + 1)t, X̂t := exp

(
kθ(1 + J)t+

γθ

1− θ
Xt

)
t ∈ [0, T ] ,

where k and kθ are a well-chosen constants depending on θ, C, M , β and γ, the constants in

Assumption 2.2. Let 0 = t0 < t1 < ... < tn = T be a subdivision of [0, T ] and let a < b, we

denote U b
a[X̃, n], the number of upcrossings of the interval [a, b] by (X̃tj )0≤j≤n. Then

• If (i) above holds, there exists a BMO process (λnt , t ∈ [0, T ]) such that

E

[
U b
a[X,n]ET

]
≤

‖X‖S∞ + 2k(J + 1)T + |a|

b− a
,

with

ET := E

(∫ T

0
(λns + φs) dBs +

∫ T

0

∫

E
γs(x)µ̃(dx, ds)

)
,

and where φ and γ are defined in Remark 2.2 and Assumption 2.4, and such that

E

[∫ tn

0
|λns |

2 ds

]
≤ C1.

• If (ii) above holds, then for any θ ∈ (0, 1)

E

[
U b
a[X,n]

]
≤

exp
(

γθ
1−θ ‖X‖S∞

)
+ exp

(
γθ
1−θ |a|

)

exp
(

γθ
1−θ b

)
− exp

(
γθ
1−θa

) .

Proof. As usual, we can restrict ourselves to the g-submartingale case.

Step 1: When (i) holds. For any j ∈ 1, · · · , n, we consider the following BSDEJ

Y j
t = Xtj +

∫ tj

t
gs(Y

j
s , Z

j
s , U

j
s )ds −

∫ tj

t
Zj
sdBs −

∫ tj

t

∫

E
U j
s (x)µ̃(dx, ds), 0 ≤ t ≤ tj, P− a.s.

(3.9)

From Proposition 3.1 in [15] one has

∥∥Y j
∥∥
S∞ ≤ γM

eβ(tj−tj−1) − 1

β
+ γeβ(tj−tj−1)

∥∥Xtj

∥∥
S∞ ≤ J. (3.10)
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We can rewrite (3.9) as follows

Y j
t = Xtj +

∫ tj

t

[
gs(Y

j
s , Z

j
s , U

j
s )− gs(Y

j
s , 0, U

j
s )
]
ds

+

∫ tj

t

[
gs(Y

j
s , 0, U

j
s )− gs(0, 0, U

j
s )
]
ds+

∫ tj

t

[
gs(0, 0, U

j
s )− gs(0, 0, 0)

]
ds

+

∫ tj

t
gs(0, 0, 0)ds −

∫ tj

t
Zj
sdBs −

∫ tj

t

∫

E
U j
s (x)µ̃(dx, ds), 0 ≤ t ≤ tj , P− a.s.

Then by Remark 2.2, there exist a bounded process ηn and (φ, λn) ∈ H2
BMO with

|λnt | ≤ µ
∣∣∣Zj

t

∣∣∣ , P− a.s.,∀t ∈ [tj−1, tj] ,

such that

Y j
t = Xtj +

∫ tj

t

[
(λns + φs)Z

j
s + ηns Y

j
s

]
ds+

∫ tj

t

[
gs(0, 0, U

j
s )− gs(0, 0, 0)

]
ds

+

∫ tj

t
gs(0, 0, 0)ds −

∫ tj

t
Zj
sdBs −

∫ tj

t

∫

E
U j
s (x)µ̃(dx, ds)

≤ Xtj + k(J + 1)(tj − t)−

∫ tj

t
Zj
sdB

n
s −

∫ tj

t

∫

E
U j
s (x)µ̃1(ds, dx),

for some positive constant k and where

Bn
t := Bt −

∫ t

0
(λns + φs)ds and µ̃1(ds, dx) = µ̃(dx, ds)− γs(x)νs(dx)ds.

With our Assumptions, we can once more use Girsanov’s theorem and define an equivalent

probability measure Pn such that

dPn

dP
= E

(∫ ·

0
(λns + φs) dBs +

∫ ·

0

∫

E
γs(x)µ̃(dx, ds)

)

tn

.

Taking the conditional expectation on both sides of the above inequality, we obtain

Eg
t

[
Xtj

]
= Y j

t ≤ EPn

t

[
Xtj

]
+ k(J + 1)(tj − t), P− a.s.,∀t ∈ [tj−1, tj] .

In particular, taking t = tj−1 we have

Xtj−1 ≤ Eg
tj−1

[
Xtj

]
≤ EPn

tj−1

[
Xtj

]
+ k(J + 1)(tj − tj−1), P− a.s.

Hence (X̃tj )j=0..n is a Pn-submartingale. Define now the following quantities

ut := b+ k(J + 1)t and lt := a+ k(J + 1)t.

Then, we can apply the classical upcrossing inequality for X̃ , u and l

EPn

[Uu
l [X̃, n]] ≤

EPn

[(
X̃T − lT

)+]

uT − lT
≤

‖X‖S∞ + 2k(J + 1)T + |a|

b− a
.

Notice then finally that Uu
l [X̃, n] = U b

a[X,n], which implies the desired result.
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Step 2: When (ii) holds. Using the same arguments as in the proof of (ii) of Proposition 2.1,

we can show, using the concavity of g and Assumption 2.2, that for any θ ∈ (0, 1)

θgt(y, z, u) ≤ gt(0, 0, 0) + Cθ |y|+ (1− θ)M +
γ

1− θ
θ2 |z|2 +

1− θ

γ
jt

(
γθu

1− θ

)

≤ Cθ |y|+ (2− θ)M +
γ

1− θ
θ2 |z|2 +

1− θ

γ
jt

(
γθu

1− θ

)
.

Hence, considering as in Step 1 for any j = 0...n, the solution Y j of (3.9), we can use the same

exponential transformation as in Step 2 of the proof of Proposition 2.1 to obtain

exp

(
γθ

1− θ
Y j
t

)
≤ Et

[
exp

(
γθ

1− θ
Xtj + γ

2− θ

1− θ
M(tj − t) +

γC

1− θ

∫ tj

t

∣∣Y j
s

∣∣ ds
)]

≤ exp

(
γ

(
CJ

1− θ
+M(2− θ)

)
(tj − t)

)
Et

[
exp

(
γθ

1− θ
Xtj

)]

≤ exp (kθ(1 + J)(tj − t))Et

[
exp

(
γθ

1− θ
Xtj

)]
,

for some constant kθ depending on γ, C, M and θ.

As in Step 1, choosing t = tj−1 and using the fact that X is a g-submartingale, we deduce that

(X̂tj )j=0..n is a P-submartingale, where

X̂t := exp

(
kθ(1 + J)t+

γθ

1− θ
Xt

)
.

Define now the quantities

uθt := exp

(
kθ(1 + J)t+

γθ

1− θ
b

)
and lθt := exp

(
kθ(1 + J)t+

γθ

1− θ
a

)
.

We apply the classical upcrossing inequality for X̂, uθ and lθ

E[Uuθ

lθ [X̂, n]] ≤

E

[(
X̂T − lθT

)+]

uθT − lθT
≤

exp
(

γθ
1−θ ‖X‖S∞

)
+ exp

(
γθ
1−θ |a|

)

exp
(

γθ
1−θ b

)
− exp

(
γθ
1−θa

) ,

which ends the proof, noticing that Uuθ

lθ
[X̂, n] = U b

a[X,n]. ✷

With this upcrossing inequality in hand, we can argue exactly as in [22] (see Corollary 5.6) to

obtain

Corollary 3.2. Let g be as in Theorem 3.2. Then any g-sub(super)martingale X admits a

càdlàg modification and furthermore for any countable dense subset D of [0, T ], it holds for all

t ∈ [0, T ] that the two following limits exist P− a.s.

lim
r↑t, r∈D

Xr and lim
r↓t, r∈D

Xr.

4 Dual Representation and Inf-Convolution

We generalize in this section some results of Barrieu and El Karoui [2] to the case of quadratic

BSDEs with jumps. We give a dual representation of the related g-expectations, viewed as

convex dynamic risk measures and then we compute in an explicit manner the inf-convolution

of two convex g-expectations.
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4.1 Dual Representation of the g-expectation

We will assume in this section that gt(y, z, u) = gt(z, u) is independent of y and that the function

g is convex. We will prove a dual Legendre-Fenchel type representation for the functional Eg,

making use of the Legendre-Fenchel transform of g. This problem has been treated by Barrieu

and El Karoui [2] in the case of quadratic BSDEs, we extend it here to the case of quadratic

BSDEs with jumps.

In this section, Eg will correspond to a time consistent dynamic convex risk measures. Hence Eg

admits a dual representation, as in [2]. In this particular case of risk measures constructed from

backward SDEs, the penalty function appearing in the dual representation is an integral of the

Legendre-Fenchel transform of the generator g. The operator Eg, viewed as a time-consistent

dynamic convex risk measure has interesting economic applications in insurance.

For µ ∈ Rd and v ∈ L2(νt), define the Legendre-Fenchel transform of g in (z, u) as follows

Gt(µ, v) := sup
(z,u)∈Rd×L2(νt)

{µ.z + 〈v, u〉t − gt(z, u)} .

Let A denote the space of applications v ∈ J2BMO ∩ L∞(ν) such that there exists a constant

δ > 0 with vt(x) ≥ −1 + δ, P× dt× dνt -a.e.

Theorem 4.1. Let g be a given convex function in (z, u) and let Assumptions 2.2 and 2.3

hold; assume that g(0, 0) and the process α appearing in Assumption 2.2(iii) are bounded by

some constant M > 0 (then, the existence and uniqueness of the solution of the BSDEJ with

generator g and terminal condition ξ ∈ L∞ hold by Theorem 2.1 (ii)). We then have

(i) For any ξT ∈ L∞,

Eg
t (ξT ) = ess supP

(µ,v)∈H2
BMO×A

{
E
Qµ,v

t

[
ξT −

∫ T

t
Gs(µs, vs)ds

]}
, P− a.s.,

where Qµ,v is the probability measure defined by

dQµ,v

dP
= E

(∫ .

0
µsdBs +

∫ .

0

∫

E
vs(x)µ̃(ds, dx)

)
.

(ii) Moreover, there exist measurable functions µ(w, t) and v(ω, t, ·) such that

Eg
t (ξT ) = E

Qµ,v

t

[
ξT −

∫ T

t
Gs(µs, vs)ds

]
, P− a.s. (4.1)

Proof. Thanks to the Kazamaki criterion (see for instance Lemma 4.1 in [24]), we know that if

µ ∈ H2
BMO and v ∈ J2BMO, then Γµ,v := dQµ,v

dP is a true martingale and the probability measure

Qµ,v is well defined. Eg
t (ξT ) is by definition solution of

Eg
t (ξT ) = ξT +

∫ T

t
gs(Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(ds, dx)

= ξT +

∫ T

t
[gs(Zs, Us)− µs.Zs − 〈vs, Us〉s] ds

−

∫ T

t
ZsdB

µ
s −

∫ T

t

∫

E
Us(x)µ̃

v(ds, dx), P− a.s., (4.2)
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where Bµ
t := Bt −

∫ t
0 µsds is a Qµ,v-Brownian motion and

µ̃v([0, t], A) := µ̃([0, t], A) −

∫ t

0

∫

A
vs(x)νs(dx)ds is a Qµ,v − martingale.

By Lemma 3.1 in [15], Z ∈ H2
BMO and U ∈ J2BMO. Let us prove that we also have (Z, J) ∈

H2(Qµ,v)× J2(Qµ,v). Indeed, using the number r > 1 given in Proposition 2.4 of [15]

EQµ,v

[∫ T

0
|Zs|

2 ds

]
= E

[
Γµ,v

∫ T

0
|Zs|

2 ds

]

≤
(
E
[
Γr
µ,v

])1/r
(
E

[(∫ T

0
|Zs|

2 ds

)q
])1/q

< +∞,

where 1/r+1/q = 1 and where we used the energy inequality ((2.3) in [15], we refer the reader

to [14] for more details). The proof for J is the same. Moreover,

−Gt(µ, v) = − sup
(z,u)∈Rd×L2(νt)

{µ.z + 〈v, u〉t − gt(z, u)} ≤ gt(0, 0),

which means that −Gt(µ, v) is Qµ,v × dt-integrable. Using these integrability properties and

the definition of G, we take the conditional expectation in (4.2) to obtain

Eg
t (ξT ) ≤ E

Qµ,v

t

[
ξT −

∫ T

t
Gs(µs, vs)ds

]
. (4.3)

By our assumptions, g is C2 in z and twice Fréchet differentiable in u, then ∂g(Zt, Ut) contains

a unique element, where the subdifferential ∂g is defined by

∂g(Zt, Ut) =
{
(µ, v) ∈ Rd × L2(νt), gt(z

′, u′) ≥ gt(Zt, Ut)− µ.(z′ − Zt)− 〈v, u′ − Ut〉t, ∀(z
′, u′)

}
.

We take (µ, v) ∈ ∂g(Zt, Ut). We have

gt(Zt, Ut) = µt.Zt + 〈vt, Ut〉t −Gt(µt, vt).

We refer to [2] for the measurability of µ and v with respect to the variable ω. We use Remark

2.2 to write

|gt(z, u)| ≤ |gt(z, 0)| + ‖Dugt(z, 0)‖
2
L2(νt)

‖u‖2L2(νt)
+ C ‖u‖2L2(νt)

≤ |gt(0, 0)| + C |z|2 + C
(
1 + ‖u‖2L2(νt)

)
≤ C |z|2 + C

(
1 + ‖u‖2L2(νt)

)
,

where C is a constant whose value may vary from line to line. Putting the above estimation in

G leads to

Gt(µt, vt) = sup
(z,u)∈Rd×L2(νt)

{µt.z + 〈vt, u〉t − gt(z, u)}

≥ sup
u∈L2(νt)

{
〈vt, u〉t − C − C ‖u‖2L2(νt)

}
+ sup

z∈Rd

{
µt.z −

γ

2
|z|2
}

=
1

4C
‖vt‖

2
L2(νt)

−C +
1

4C
|µt|

2 .
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From this, we deduce that for ǫ < 1
4C ,

(
1

4C
− ǫ

)(
‖vt‖

2
L2(νt)

+ |µt|
2
)
≤ Gt(µt, vt) + C − ǫ ‖vt‖

2
L2(νt)

− ǫ |µt|
2

= C − gt(Zt, Ut) + 〈vt, Ut〉t − ǫ ‖vt‖
2
L2(νt)

+ µt.Zt − ǫ |µt|
2

≤ C − gt(Zt, Ut) +
1

4ǫ
‖Ut‖

2
L2(νt)

+
1

4ǫ
|Zt|

2 .

Since |gt(Zt, Ut)|
1
2 and U are respectively in H2

BMO and J2BMO, using the fact that

(
1

4C
− ǫ

)
‖vt‖

2
L2(νt)

≤

(
1

4C
− ǫ

)(
‖vt‖

2
L2(ν) + |µt|

2
)

and,

(
1

4C
− ǫ

)
|µt|

2 ≤

(
1

4C
− ǫ

)(
‖vt‖

2
L2(νt)

+ |µt|
2
)
,

we obtain that v is in J2BMO and µ is in H2
BMO.

Furthermore, by our assumptions, v = Dug ≥ −1 + δ and v is bounded, then v ∈ A. The

inequality (4.3) is thus an equality, and the representation (4.1) holds true. ✷

4.2 Inf-Convolution of g-expectations

Let g1t (z, u) and g2t (z, u) be two convex functions such that

(g1�g2)(t, 0, 0) = inf
(µ,v)∈Rd×L2(νt)

{
g1t (µ, v) + g2t (−µ,−v)

}
> 0. (4.4)

The aim of this Section is to compute the optimal risk transfer between two economic agents

using Eg1 and Eg2 as risk measures. The total risk is modeled by a FT -measurable random

variable ξT . The optimal risk transfer will be given through the inf-convolution of the risk

measures Eg1 and Eg2 .

At time t, both agents assess their risk using a monotone convex monetary risk measure (resp.

Eg1

t and Eg2

t ). For a given loss level ξT , agent 1 will take in charge ξT − F and transfer to the

second agent a quantity F , and for this he will pay a premium π(F ).

Agent 1 minimizes his risk under the constraint that a transaction takes place, he solves :

inf
F,π

{Eg1

t (ξT − F + π)} under the constraint Eg2

t (F − π) ≤ Eg2

t (0) = 0 (4.5)

Binding this last constraint and using the cash-additivity property for Eg2

t gives the optimal

price π = Eg2

t (F ) − Eg2

t (0) = Eg2

t (F ). This is an indifference pricing rule for the first agent,

that is to say the price at which he is indifferent (from a risk perspective) between entering and

not entering into the transaction. Replacing π = Eg2

t (F ) in (4.5) and using the cash-additivity

property of Eg1

t , the insurer program becomes equivalent to the following one:

inf
F
{Eg1

t (ξT − F ) + Eg2

t (F )} =: Eg1

t �Eg2

t (ξT )

We are left with the inf-convolution of Eg1 and Eg2 , problem for which we give some explicit

solutions in Theorem 4.2 and in Section 4.3.
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More precisely, we will show that, provided that all the quantities considered behave well enough

and are in the right spaces, we can identify the inf-convolution of Eg1 and Eg2 as the solution of

a BSDEJ whose generator is the inf-convolution of g1 and g2. Furthermore, we will explicitly

construct two FT -measurable random variables F
(1)
T and F

(2)
T such that F

(1)
T + F

(2)
T = ξT and

(Eg1
�Eg2)(ξT ) = Eg1(F

(1)
T ) + Eg2(F

(2)
T ).

We will say that (F
(1)
T , F

(2)
T ) is the optimal risk transfer between the agents 1 and 2.

For this purpose, and for the sake of simplicity, we will assume throughout this section that the

solutions to all the considered BSDEJs exist. Notice that this is not such a stringent assumption.

Indeed, when it comes to the growth condition of Assumption 2.2, if we assume that g1 has

quadratic growth in z and u and is strongly convex in (z, u), that is to say that there exists

some constant C > 0 such that

g1t (z, u)−
C

2

(
|z|2 + ‖u‖2L2(νt)

)
,

is convex, then, since g2 is convex, it is classical that g1�g2 also has quadratic growth.

Furthermore, we are convinced that as in the classical results by Kobylanski [17] in the contin-

uous case, this growth condition should be enough to obtain existence of maximal and minimal

solutions to the corresponding BSDEJs.

Remark 4.1. Notice that since the generators are defined on Ω× [0, T ]×Rd ×L2(ν)∩L∞(ν),

a quadratic growth in u is equivalent to the exponential growth assumed in Assumption 2.2.

Theorem 4.2. Let g1 and g2 be two given generators satisfying the assumptions of Theorem

4.1. Denote (E1,2
t (ξT ), Zt, Ut) the solution of the BSDEJ with generator g1�g2 and terminal

condition ξT , and let (Ẑ
(1)
t , Û

(1)
t ) and (Ẑ

(2)
t , Û

(2)
t ) be four predictable processes such that

(g1�g2)(t, Zt, Ut) = g1t (Ẑ
(1)
t , Û

(1)
t ) + g2t (Ẑ

(2)
t , Û

(2)
t ) dt× P− a.s. (4.6)

Then, (i) For any FT -measurable r.v F ∈ L∞,

E1,2
t (ξT ) ≤ Eg1

t (ξT − F ) + Eg2

t (F ), P− a.s., ∀t ∈ [0, T ]. (4.7)

(ii) Define

F
(2)
T := −

∫ T

0
g2s(Ẑ

(2)
s , Û (2)

s )ds+

∫ T

0
Ẑ(2)
s dBs +

∫ T

0

∫

E
Û (2)
s (x)µ̃(ds, dx),

and assume that the BSDEJs with generators g1 and g2 and terminal conditions ξT − F
(2)
T and

F
(2)
T have a solution. If furthermore Ẑ(i) ∈ H2

BMO and Û (i) ∈ J2BMO, i = 1, 2, then

(Eg1
�Eg2)t(ξT ) = E1,2

t (ξT ) = Eg1

t (ξT − F
(2)
T ) + Eg2

t (F
(2)
T ). (4.8)

Proof. (Ẑ(2), Û (2)) is well defined and predictable thanks to Proposition 8.1 in [2]. For F ∈ L∞,

Eg1

t (ξT − F ) + Eg2

t (F ) is solution of

d(Eg1

t (ξT − F ) + Eg2

t (F )) =
(
g1t (Z

1
t , U

1
t ) + g2t (Z

2
t , U

2
t )
)
dt− (Z1

t + Z2
t )dBt

−

∫

E
(U1

t (x) + U2
t (x))µ̃(dt, dx)

=
(
g1t (Zt − Z2

t , Ut − U2
t ) + g2t (Z

2
t , U

2
t )
)
dt− ZtdBt −

∫

E
Ut(x)µ̃(dt, dx)
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and Eg1

T (ξT − F ) + Eg2

T (F ) = ξT .

Since g1 satisfies the convexity Assumption 2.5, then the function (z, u) 7→ g1t (z−Z
2
t , u−U

2
t )+

g2t (Z
2
t , U

2
t ) is also convex, and we can apply the comparison theorem which directly implies

inequality (4.7).

Assume now that Ẑ(i) ∈ H2
BMO and Û (i) ∈ J2BMO, i = 1, 2, and define F

(i)
t by the following

forward equations

F
(1)
t := E1,2

0 (ξT )−

∫ t

0
g1s(Ẑ

(1)
s , Û (1)

s )ds +

∫ t

0
Ẑ(1)
s dBs +

∫ t

0

∫

E
Û (1)
s (x)µ̃(ds, dx),

F
(2)
t := −

∫ t

0
g2s(Ẑ

(2)
s , Û (2)

s )ds +

∫ t

0
Ẑ(2)
s dBs +

∫ t

0

∫

E
Û (2)
s (x)µ̃(ds, dx).

Then we have

F
(i)
t = F

(i)
T +

∫ T

t
gis(Ẑ

(i)
s , Û (i)

s )ds −

∫ T

t
Ẑ(i)
s dBs −

∫ T

t

∫

E
Û (i)
s (x)µ̃(ds, dx),

and by uniqueness, F
(i)
t = Egi

t (F
(i)
T ). Moreover, by definition, we have F

(1)
T + F

(2)
T = ξT . Since

(g1�g2)(t, Zt, Ut) = g1t (Ẑ
(1)
t , Û

(1)
t ) + g2t (Ẑ

(2)
t , Û

(2)
t ) dt× P− a.s., (4.9)

we have the equality

E1,2
t (ξT ) = Eg1

t (F
(1)
T ) + Eg2

t (F
(2)
T ).

We can conclude that the processes Eg1

t (F
(1)
T )+Eg2

t (F
(2)
T ) and E1,2

t (ξT ) are solution of the BSDEJ

with coefficients (g1�g2, ξT ), by uniqueness we have that equality (4.8) holds. ✷

Remark 4.2. The optimal structure (F
(1)
T , F

(2)
T ) is defined up to a constant, more precisely,

(F
(1)
T + m,F

(2)
T − m) with m ∈ R is again an optimal structure. Indeed, the cash-additivity

property implies that

Eg1

t (F
(1)
T +m) + Eg2

t (F
(2)
T −m) = Eg1

t (F
(1)
T ) + Eg2

t (F
(2)
T ).

4.3 Examples of inf-convolution

In this Section, we use the previous result on the inf-convolution of g-expectations to treat

several particular examples.

4.3.1 Quadratic and Quadratic

We first study the inf-convolution of two dynamic entropic risk measure. This example is treated

by Barrieu and El Karoui [2] by a direct method, they find that the optimal risk transfer is

proportional in the sense that there exists a ∈ (0, 1) such that

(Eg1
�Eg2)(ξT ) = Eg1(aξT ) + Eg2((1− a)ξT ).

We retrieve here this result using Theorem 4.2. For this, we first need to study the inf-

convolution of the two corresponding generators gi, i = 1, 2

git(z, u) :=
1

2γi
|z|2 + γi

∫

E

(
e

u(x)
γi − 1−

u(x)

γi

)
νt(dx), (4.10)

where (γ1, γ2) ∈ R∗
+ × R∗

+.
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Lemma 4.1. Let g1 and g2 be the two convex generators defined in equation (4.10). For any

bounded FT -measurable random variable ξT , we have,

(Eg1
�Eg2)(ξT ) = Eg1

(
γ1

γ1 + γ2
ξT

)
+ Eg2

(
γ2

γ1 + γ2
ξT

)
.

Proof. We can calculate

(g1�g2)(t, z, u) = inf
v

{
1

2γ1
|v|2 +

1

2γ2
|z − v|2

}

+ inf
w

{
γ1

∫

E

(
e

w(x)
γ1 − 1−

w(x)

γ1

)
νt(dx) + γ2

∫

E

(
e

u(x)−w(x)
γ2 − 1−

u(x)− w(x)

γ2

)
νt(dx)

}
.

The first infimum above is easy to calculate and is attained for

v∗ :=
γ1

γ1 + γ2
z.

For the second one, we postulate similarly that it should be attained for

w∗ :=
γ1

γ1 + γ2
u.

In order to verify this result, it is sufficient to prove that for all (x, y) ∈ R2

(γ1 + γ2)

(
e

x+y
γ1+γ2 − 1−

x+ y

γ1 + γ2

)
≤ γ1

(
e

x
γ1 − 1−

x

γ1

)
+ γ2

(
e

y
γ2 − 1−

y

γ2

)
. (4.11)

Set λ := γ1/(γ1 + γ2), a := x/γ1, b := y/γ2 and h(x) := ex − 1− x, this is equivalent to

h(λa+ (1− λ)b) ≤ λh(a) + (1− λ)h(b),

which is clear by convexity of the function h. Therefore, we finally obtain

(g1�g2)(t, z, u) =
1

2(γ1 + γ2)
|z|2 + (γ1 + γ2)

∫

E

(
e

u(x)
γ1+γ2 − 1−

u(x)

γ1 + γ2

)
νt(dx).

Using the notations of Theorem 4.2, we can compute the quantity F
(2)
T , giving the optimal risk

transfer

F
(2)
T =

γ2
γ1 + γ2

(
−

∫ T

0

[
1

2(γ1 + γ2)
|Zt|

2 + (γ1 + γ2)

∫

E

(
e

Ut(x)
γ1+γ2 − 1−

Ut(x)

γ1 + γ2

)
νt(dx)

]
dt

+

∫ T

0
ZtdBt +

∫ T

0

∫

E
Ut(x)µ̃(dt, dx)

)
,

=
γ2

γ1 + γ2

(
ξT − E1,2

0 (ξT )
)
.

We calculate similarly F
(1)
T and obtain

F
(1)
T =

γ1
γ1 + γ2

ξT +
γ2

γ1 + γ2
E1,2
0 (ξT ).

Now using Remark 4.2 with m = γ2
γ1+γ2

E1,2
0 (ξT ), we obtain that the proportional structure(

γ1
γ1+γ2

ξT ,
γ2

γ1+γ2
ξT

)
is optimal. ✷
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4.3.2 Linear and Quadratic

Here, we assume that d = 1. We study the inf-convolution of a dynamic entropic risk measure

with a linear one corresponding to a linear BSDEJ. In this case, we want to calculate the

inf-convolution of the two corresponding generators g1 and g2 given by

g1t (z, u) :=
1

2γ
|z|2 + γ

∫

E

(
e

u(x)
γ − 1−

u(x)

γ

)
νt(dx),

and

g2t (z, u) := αz + β

∫

E
(1 ∧ |x|)u(x)νt(dx),

where (γ, α, β) ∈ R∗
+ × R× [−1 + δ,+∞) for some δ > 0.

Lemma 4.2. Let g1 and g2 be defined in the two previous equations. We have, for any bounded

FT -measurable random variable ξT ,

(Eg1
�Eg2)(ξT ) = Eg1(F

(1)
T ) + Eg2(F

(2)
T ),

where

F
(2)
T =ξT +

1

2
α2γT + γ

∫ T

0

∫

E
(β(1 ∧ |x|)− ln(1 + β(1 ∧ |x|)))νt(dx)dt− αγBT

− γ

∫ T

0

∫

E
ln(1 + β(1 ∧ |x|))µ̃(dt, dx),

and F
(1)
T = ξT − F

(2)
T .

Remark 4.3. Notice that F
(2)
T has no longer the linear form with respect to ξT obtained in

the previous example. Now, the agent 2 receives the value ξT perturbed by a random value only

depending on the data contained in the filtration, i.e the Brownian motion B and the random

measures µ and νt.

Proof. We start by computing the inf-convolution in (z, u) of the generators:

(g1�g2)(t, z, u) = inf
v

{
1

2γ
|v|2 + α(z − v)

}

+ inf
w

{
γ

∫

E

(
e

w(x)
γ − 1−

w(x)

γ

)
νt(dx) + β

∫

E
(1 ∧ |x|) (u(x)− w(x)) νt(dx)

}
.

The first infimum above is easy to calculate and is attained for

v∗ := αγ.

Similarly, it is easy to show that the function w → γ
(
e

w
γ − 1− w

γ

)
+ β(1 ∧ |x|) (u(x)− w)

attains its minimum at w∗ := γ ln(1 + β(1 ∧ |x|)). Therefore, we finally obtain

(g1�g2)(t, z, u) =αz −
α2γ

2
+

∫

E
β(1 ∧ |x|)u(x)νt(dx)

+

∫

E
γ [β(1 ∧ |x|)− (1 + β(1 ∧ |x|)) ln(1 + β(1 ∧ |x|))] νt(dx).
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Notice that all the quantities appearing in g1�g2 are finite. Indeed, we first have for any

u ∈ L2(ν) ∩ L∞(ν)

|β(1 ∧ |x|)u(x)| ≤ β2(1 ∧ |x|2) + (u(x))2, (4.12)

and this quantity is therefore νt-integrable for all t. Then, since β ≥ −1+ δ, it is also clear that

for some constant Cδ > 0

0 ≤ (1 + β(1 ∧ |x|)) ln(1 + β(1 ∧ |x|))− β(1 ∧ |x|) ≤ Cδ(1 ∧ |x|2), (4.13)

and thus the second integral is also finite.

We can now compute for instance the quantity F
(2)
T , which is given after some calculations by

F
(2)
T =−

∫ T

0

(
αZt + β

∫

E
(1 ∧ |x|)Ut(x)νt(dx)

)
dt+

∫ T

0
ZtdBt +

∫ T

0

∫

E
Ut(x)µ̃(dt, dx)

+ α2γT + γβ

∫ T

0

∫

E
(1 ∧ |x|) ln(1 + β(1 ∧ |x|))νt(dx)dt− αγBT

− γ

∫ T

0

∫

E
ln(1 + β(1 ∧ |x|))µ̃(dt, dx).

Recall that (Z,U) is part of the solution of the BSDEJ with generator g1�g2 and terminal

condition ξT . Similarly, we can compute the value F
(1)
T . Since F

(1)
T + F

(2)
T = ξT , we obtain

ξT =
1

2
α2γT + γ

∫ T

0

∫

E
((1 + β(1 ∧ |x|)) ln(1 + β(1 ∧ |x|))− β(1 ∧ |x|)) νt(dx)dt

−

∫ T

0
g2t (Zt, Ut)dt+

∫ T

0
ZtdBt +

∫ T

0

∫

E
Ut(x)µ̃(dt, dx).

And finally, we can conclude that the optimal risk transfer takes the form

F
(2)
T =ξT +

1

2
α2γT + γ

∫ T

0

∫

E
(β(1 ∧ |x|)− ln(1 + β(1 ∧ |x|)))νt(dx)dt− αγBT

− γ

∫ T

0

∫

E
ln(1 + β(1 ∧ |x|))µ̃(dt, dx).

✷

A Appendix

Proposition A.1. Let g be a function satisfying Assumption 2.2(i), which is uniformly Lips-

chitz in (y, z, u). Let Y be a càdlàg g-submartingale (resp. g-supermartingale) in S∞. Assume

further that g is concave (resp. convex) in (z, u) and that

gt(y, z, u) ≥ −M − β |y| −
γ

2
|z|2 −

1

γ
jt(−γu).

(
resp. gt(y, z, u) ≤M + β |y|+

γ

2
|z|2 +

1

γ
jt(γu)

)
.

Then there exist a predictable non-decreasing (resp. non-increasing) process A null at 0 and

processes (Z,U) ∈ H2 × J2 such that

Yt = YT +

∫ T

t
gs(Ys, Zs, Us)ds −

∫ T

t
ZsdBs −

∫ T

t

∫

E
Us(x)µ̃(dx, ds) −AT +At, t ∈ [0, T ].
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Proof. As usual, we can limit ourselves to the g-supermartingale case. Let us consider the

following reflected BSDEJ with lower obstacle Y , generator g and terminal condition YT

Ỹt = YT +

∫ T

t
gs(Ỹs, Z̃s, Ũs)ds−

∫ T

t
Z̃sdBs −

∫ T

t

∫

E
Ũs(x)µ̃(dx, ds) +AT −At, t ∈ [0, T ]

Ỹt ≥ Yt, t ∈ [0, T ],

∫ T

0

(
Ỹs− − Ys−

)
dAs = 0,

where all the above holds P− a.s.

The existence and uniqueness of a solution consisting of a predictable non-decreasing process

A and a triplet (Ỹ , Z̃, Ũ ) ∈ S2 × H2 × J2 follow from the results of [11] for instance, since the

generator is Lipschitz and the obstacle is càdlàg and bounded.

We will now show that the process Ỹ must always be equal to the lower obstacle Y , which will

provide us the desired decomposition. We proceed by contradiction and assume without loss of

generality that Ỹ0 > Y0. For any ε > 0, we now define the following bounded stopping time

τε := inf
{
t > 0, Ỹt ≤ Yt + ε, P− a.s.

}
∧ T.

By the Skorokhod condition, it is a classical result that the non-decreasing process A never acts

before τε. Therefore, we have for any t ∈ [0, τε]

Ỹt = Ỹτε +

∫ τε

t
gs(Ỹs, Z̃s, Ũs)ds −

∫ τε

t
Z̃sdBs −

∫ τε

t

∫

E
Ũs(x)µ̃(dx, ds), P− a.s. (A.1)

Consider now the BSDEJ on [0, τε] with terminal condition Yτε and generator g (existence and

uniqueness of the solution are consequences of the result of [1] or [19])

Ŷt = Yτε +

∫ τε

t
gs(Ŷs, Ẑs, Ûs)ds −

∫ τε

t
ẐsdBs −

∫ τε

t

∫

E
Ûs(x)µ̃(dx, ds), P− a.s. (A.2)

Notice also that since Y and g(0, 0, 0) are bounded, Ŷ and Ỹ are also bounded, as a consequence

of classical a priori estimates for Lipschitz BSDEJs and reflected BSDEJs. Then, using the fact

that g is convex in (z, u) and that

gt(y, z, u) ≤M + β |y|+
γ

2
|z|2 +

1

γ
jt(γu),

we can proceed as in the Step 2 of the proof of Proposition 2.1 to obtain that for any θ ∈ (0, 1)

δY0 ≤
1− θ

γ
ln

(
E

[
exp

(
γ

∫ τε

0

(
M + C

∣∣∣Ŷt
∣∣∣+ C

1− θ
|δYs|

)
ds+

γ

1− θ
δYτε

)])

≤ (1− θ) ln(C0) + C

(∫ τε

0
‖δYs‖∞ ds+ ‖δYτε‖∞

)
,

where δYs := Ỹs − θŶs and C0 is some constant which does not depend on θ. Letting θ go to 1,

and using the fact that by definition Ỹτε − θYτε ≤ ε, we obtain

Ỹ0 − Ŷ0 ≤ Cε+ C

∫ τε

0

∥∥∥Ỹs − Ŷs

∥∥∥
∞
ds. (A.3)

But since Y is a g-supermartingale, we have by definition that Ŷ0 ≤ Y0. Since we assumed that

Ỹ0 > Y0, this implies that Ỹ0 > Ŷ0. Therefore, we can use Gronwall’s lemma in (A.3) to obtain

0 < Ỹ0− Ŷ0 ≤ C1ε, for some constant C1 > 0, independent of ε. By arbitrariness of ε, this gives

us the desired contradiction and ends the proof. ✷
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