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Abstract

The problem of estimating the number n of distinct keys of a large collection of N data is
well known in computer science. A classical algorithm is the adaptive sampling (AS). n can be
estimated by R2’, where R is the final bucket size and .J is the final depth at the end of the
process. Several new interesting questions can be asked about AS (some of them were suggested
by P.Flajolet and popularized by J.Lumbroso). The distribution of W = log(R2”7 /n) is known, we
rederive this distribution in a simpler way. We provide new results on the moments of J and W.

We also analyze the final cache size R distribution. We consider colored keys: assume also that
m

among the n distinct keys, m do have color K We show how to estimate p = . We study keys

with some multiplicity : we provide a way to estimate the total number M of snome color K keys
among the total number N of keys. We consider the case where we know a priori the multiplicities
but not the colors. There we want to estimate the total number of keys V. An appendix is devoted
to the case where the hashing function provides bits with probability different from 1/2.

Keywords: Adaptive sampling, moments, periodic components, hashing functions, cache, colored
keys, key multiplicity, Stein method, urn model, asymmetric adaptive sampling

2010 Mathematics Subject Classification: 68R05, 68W40.

1 Introduction

The problem of estimating the number n of distinct keys of a large collection of N data is well known
in computer science. It arises in query optimization of data base systems. A classical algorithm is
the adaptive sampling (AS) . The mean and variance of AS are considered in Flajolet [3] . Let us
summarize the principal features of AS. Elements of the given set of N data are hashed into binary
keys. These keys are infinitely long bit streams such that each bit has probability 1/2 of being 0 or 1.
A uniformity assumption is made on the hashing function .

The algorithm keeps a bucket (or cache) B of at most b distinct keys. The depth of sampling, j
which is defined below , is also saved. We start with j = 0 and throw only distinct keys into B . When
B is full, depth j is increased by 1, the bucket is scanned, and only keys starting with 0 are kept. The
scanning on the set is resumed and only distinct keys starting with 0 are considered. More generally,
at step j , only distinct keys starting with 0/ are taken into account. When we have exhausted the
set of N data, n can be estimated by R2”, where R is the final bucket size and J is the final depth at
the end of the process.

AS has some advantages in terms of processing time and of conceptual simplicity. As shown in [3],
AS outperforms standard sorting methods by a factor of about 8. In terms of storage consumptions,
using 100 words of memory will provide for a typical accuracy of 12%. This is to be contrasted again
with sorting, where the auxiliary memory required has to be at least as large as the file itself. Finally
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AS is an unbiased estimator of cardinalities of large files that necessitates minimal auxiliary storage
and processes data in a single pass.

Several new interesting questions can be asked about AS (some of them were suggested by
P.Flajolet and popularized by J. Lumbroso). The distribution of W = log(R2”7/n) is known (see
[7]), but in Sec.3, we rederive this distribution in a simpler way. In Sec.4 we provide new results on
the moments of J and W. The final cache size R distribution is analyzed in Sec.5. Colored keys are
considered in Sec.6: assume that we have a set of colors and that each key has some color. Assume
also that among the n distinct keys, m do have color K and that m is large such that ™* = p = O(1).
We show how to estimate p. We consider keys with some multiplicity in Sec.7: assume that, to each
key k;, we attach a counter giving its observed multiplicity u;. Also we assume that the multiplicities
of color K keys are given by iid random variables (RV), with distribution function F', mean p, variance
o? (functions of K). We show how to estimate the total number M of color K keys among the total
number N of keys. Sec.8 deals with the case where we know a priori the multiplicities but not the
colors. We want to estimate the total number of keys N. An appendix is devoted to the case where
the hashing function provides bits with probability different from 1/2.

2 Preliminaries.

Let us first give the notations we will use throughout the paper.
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total number of keys, N large , key k; appearing with multiplicity u; say,

number of distinct keys, n large,

asymptotic to, for large n,

cache size , b fixed, independent of n,

asymptotic to, for large n and b,

number of keys in the cache, at the end of the process,

= depth of the cache, at the end of the process,
R/

)
n

= log(Z),
:= e *A%/u!, (Poisson distribution),

= 10g2,
= j — logn,

=1n2,

a/L,

fractional part of x,

L )

In Section 6: parameter related to the color K,q:=1 — p,

In the Appendix: parameter related to the probability of bit 1 in the Asymmetric Adaptive Sampling
Variance of random variable X,

(small) periodic function of logn.

From Flajolet [3], we have the exact distribution
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=0



b
p(j) =PB(J =j) = p(rj),
r=0
pr=P(R=r)= Zp(r,j),

P(r,j) =P(R=r,J < j).

We can now see Adaptive Sampling as an urn model, where balls (keys), are thrown into urn J = j

with

probability 1/27. We recall the main properties of such a model.

ASYMPTOTIC INDEPENDENCE. We have asymptotic independence of urns, for all events related
to urn j containing O(1) balls. This is proved, by Poissonization-De-Poissonization, in [9], [10]
and [5]. The error term is O(n~%) where C is a positive constant.

ASYMPTOTIC DISTRIBUTIONS. We obtain asymptotic distributions of the interesting random
variables as follows. The number of balls in each urn is asymptotically Poisson-distributed with
parameter n/2/ in urn j containing O(1) balls (this is the classical asymptotic for the Binomial
distribution). This means that the asymptotic number ¢ of balls in urn j is given by

(n/29)"

exp (—n/2j) n

and with n = j —logn, this is equivalent to P (e*L”, E). The asymptotic distributions are related
to Gumbel distribution functions (given by exp (—e™)) or convergent series of such. The error
term is O(n~1).

EXTENDED SUMMATIONS. Some summations now go to oo. This is justified, for example, in [9].

UNIFORM INTEGRABILITY. We have uniform integrability for the moments of our random vari-
ables. To show that the limiting moments are equivalent to the moments of the limiting distribu-
tions, we need a suitable rate of convergence. This is related to a uniform integrability condition
(see Loeve [6, Section 11.4]). For Adaptive Sampling, the rate of convergence is analyzed in
detail in [8]. The error term is O(n~%).

MELLIN TRANSFORM. Asymptotic expressions for the moments are obtained by Mellin trans-
forms (for a good reference to Mellin transforms, see Flajolet et al. [4]). The error term is
O(n~%). We proceed as follows (see [8] for detailed proofs): from the asymptotic properties
of the urns, we have obtained the asymptotic distributions of our random variables of interest.
Next we compute the Laplace transform ¢(a) of these distributions, from which we can derive
the dominant part of probabilities and moments as well as the (tiny) periodic part in the form
of a Fourier series. This connection will be detailed in the next sections.

FAST DECREASE PROPERTY. I'(s) decreases exponentially in the direction ico:
T (0 + it)| ~ V2r|t|7 1/ 2e7IH/2,

Also, we this property is true for all other functions we encounter. So inverting the Mellin
transforms is easily justified.

EARLY APPROXIMATIONS. If we compare the approach in this paper with other ones that
appeared previously, then we can notice the following. Traditionally, one would stay with exact
enumerations as long as possible, and only at a late stage move to asymptotics. Doing this, one
would, in terms of asymptotics, carry many unimportant contributions around, which makes
the computations quite heavy, especially when it comes to higher moments. Here, however,
approximations are carried out as early as possible, and this allows for streamlined (and often
automatic) computations of the higher moments.



We set n = j — logn, (1) leads to

92— b= 9—kn
prd) ~ Sl =esp(-2 ) 1= e Y2, )
k=0
and similar functions for P(r,j). Asymptotically, the distribution will be a periodic function of the
fractional part of logn. The distribution P(r,j) does not converge in the weak sense, it does however
converge along subsequences n,, for which the fractional part of logn,, is constant. This type of
convergence is not uncommon in the Analysis of Algorithms. Many examples are given in [8].
From (2), we compute the Laplace transform

o) = [ ey = =0 ZL”‘“‘“

-
oo rlkl2r+k—o

The moments of Z are already given in [7] and [8]. As shown in [7], we must have d < b. For the sake
of completeness, we repeat them here:

E[Zd] ~ M1 d + w1 ,d>
d

S (e

d —7 . b_d+Xl —2lrilogn
#ZO Z{}[l—ﬁj}l“(j—d—k)(l)( b i >e Amilogn.

=1

miqd = 1—|—

mi1,1 , W11 , M1 2 + -1

1

M=

Note that, in [3], Flajolet already computed mq 1,m1 2, w12, w1 2.

3 Asymptotic distribution of W = .J —logn + log R

Let us recover this distribution from (2). In the sequel, we will denote by E(A; R > 0) the expectation
of event A related to positive R. We have

Theorem 3.1
b—r 2—k<p
P(W <a;R>0) ~ ZZexp —27%) 1 —exp(—27%) |
r=11>0 k=0
with
= |{logn} —logr + o] — {logn} — ¢.
Proof.
P(W <a;R>0)=P[J <logn—logR+ «a; R > 0]
IP’[J < |logn]| + [{logn} —log R+ a]; R > 0]
oy 270 gk
~ Z Zexp(—? (1=0)y . 1 — exp(—2-79) Z |

r=1 >0 k=0

with

n = [{logn} —logr + a| — {logn},



or

b—r
2-
P(W <a;R>0) ~ ZZexp 2‘P 1 —exp(— Z i

r=11>0 k=0

with
= [{logn} —logr + o] — {logn} — ¢.

This is exactly [7, Thm 4.1] that we obtain here in a simpler way. [
4 Moments of J —logn and W

Two interesting parameters are given by the moments of J —logn and W. Their asymptotic behaviour
is given as follows

Theorem 4.1
E[(J —logn)*; R = r] ~ Mg, + wi.r,
where
_ X (b(r + k) — L)2-CRD(r + )
mi, = , r>0,
4 LT+ DE(k + 1)
b
N 1 (p(k) — L)27F
e A
k=1
i b—r _ —(r+k)
_ P(r+ x)T(r +x1) (r+k+x)—L)2 (r+k+Xx0)| —oimilogn
Wiy = Z — 3 + 3 e , >0,
LT(r + 1) LT (r + DI(k + 1)
120 L k=0
- b
Xl (x1) L'(k+xi)
w10 :Z +Z TI2k19k bk +xi) — L)
120 L —0
E(W;R > 0) Zm1r+2prlogr+zw1r,

E(W? R >0

b b
)~ Z Mo + 2 Z mi, logr + ZpT(log 7")2 + Z wa,r + 2 Z wy - logr.
r=1 r=1 r=1 r=1 r=1

Proof. Using the techniques developed in [8], we obtain the dominant (constant) part of the moments
of J as follows:
E[(J — log n)¥; B = 1] ~ i + wyr,

where the non-periodic component is given by
mk,r = ¢(k) (Tu 0)7

and the corresponding periodic term is given by

Wk, r = Z ¢(k)

140

eleﬂl log n

a=—Lx;

This was already computed in [8], but with some errors. The first corrected values are now provided.



As W = J —logn + log R, the rest of the Thm is immediate [

It will be useful to obtain an asymptotic for the expectation of J —logn (non-periodic component)
for large b. This is computed as follows. First of all, we rewrite Zle mi,, as

b b
Zlml,r zi(;:r) + Zl

Now it is clear that the main contribution of the second term is related to large u. So we set r = 5 +v.
This gives, by Stirling,

b

2.

r=1

(¥ (u) = L)27"T (u)
L2 '

s 1
;F(r—l—l)l“(u—r—i-l)

u) u/24v Ve

D(r+1) ~ e (W/2F0)gotv?/u (5

and

D(r+ D)D(u — 7 + 1) ~ e "2/ (g)“ .

By Euler-Maclaurin, we have

u w/2

Z 1 QZ e e—2v2/u /oo 26—2v2/udv e _ et
LTG0 2 (B : 7 ru (3 Vo
and, finally,

5 Distribution of R

The asymptotic moments and distribution of R are given as follows

Theorem 5.1 The non-periodic components are given by

b
E ~—
(R)~ o
b(3b+ 1)
E(R?) ~ 2~
(R?) ~ 22
b(3Lb—2b+ L)
V(R) ~ S,
b—r
101 I'(r+k)
Flt=r~p =7 [T—ZW =1,
=0
Similarly, the periodic components are given by
b .
wo(R) — Z Z (;5(7,7 _LXl)efZlmlogn’
r=0 [#£0
b .
wi(R) =) 1) é(r,~Lx)e 2men,
r=0 10



b
= 3ol Ly e,

r=0 1#0

— Z ¢(T, _Lxl)e—ﬂﬂ'ilogn
1#0

Proof. We have

b—r
111 L(r+k)
PIR=r)~pr =00 = 7\ T2 e [ 72 1
k=0
and pg =1 — ZI{ P, With
b b b—r
1 (r+k)
o= [ LY ne)
1 =1 k=0
1 °(u—1)! 1
= — | H .
-t zr.(u_rﬂ]
u=1 r=1
This quantity was already obtained in [7] after some complicated algebra! This leads to
b1
=1-y —
Po ; w2u L, )

which is also the probability of Z = 0. This is also easily obtained from lim,_,o ¢(r,0). Figure 1 gives
py for b =50

0.04

0.03

0.02 4

0.014

Figure 1: p, for b =50

Conditionning on R > 0, the expectation of event A is now given by

E(A; R > 0)
1—po

7



Also )
wo(r) = Z P(r, —L;)e2milosn,
120

The moments of R are computed as follows.

r=1 u=1 r=1
1 b1

-~ |p= - 21/,71
el

_b

- 2L

-
I8
'
iS!
<
Il
=
1
-
S|
|
—
S
20
g
—_
~—
(3=
3
=
N
| =
<
SN—
| I

r=1 r=1 u=1 r=
b b
1 2" 1
:L[Z_ uzu[(l—l—z)“—l]]
r=1 u=1

This leads to
b
b(3b+1)
E(R?) ~ 2y = — 2
(R) El'r P I

b(3Lb — 2b+ L)
V(R) ~ <72

Similarly, the periodic components are given by

b
wi(R) =Y 1Y ¢(r,—Lx)e e,

r=0 [#0
b
’wg(R) — Z r2 Z (25(7“, _Lxl)672l7ri logn.
r=0 1#0

6 Colors

Assume that we have a set of colors and that each key has some color. Assume also that among the
n distinct keys, m do have color K and that m is large such that 7> = p = ©(1),q := 1 — p. In the
cache, the R keys (we assume R > 0) contain U keys with color K with probability distribution

() (720)
Y
()
and, if » = o(n), this is asymptotically given by the conditioned binomial distribution Bin(r,p). We
want to estimate p. We are interested in the distribution of the statistic p = U/R . We have

P(U=ulR=r)=



Theorem 6.1

U
E{=R>0)~
(Ra > D,

)
E((%)Q;R>O> ~p2+pqE<]1%;R>O), (4)
)

1
~ pqE <;R>0>.

U
V(Z:R>0
(R’ ” R

Proof. We have

PKZ) ga;R>O} —P(USO&R;R>O]N§:pT%<;>puqr—u' %)

r=1 u=0

Now, conditioned on R, we have

E(U|R) ~ Rp,E(U?|R) ~ Rpq + R*p>.

U
=)~

U\’ pq
E( (= ~p? 4+ =
((R)) P

and, unconditionning leads to the theorem. [ |

So, conditioned on R,

Intuitively, if the cache size b is large, we should have an asymptotic Gaussian distribution for
U/R. Actually, the fit is quite good, even for b = 30 (and p = 0.2).
This is proved as follows.

6.1 The distribution of U/R for large b .

Let R be a (possibly degenerate) random variable taking values on the (strict) positive integers.
Conditionning on R, let U ~ Bin(R, p) for some known 0 < p < 1, and set Y = U/R. It appears that,
as R grows large, the distribution of Y becomes asymptotically Gaussian. This claim can be made
precise as follows.

Theorem 6.2 Let V ~ N(0,1) and write ¥ = \/E%. Then there exists an absolute constant Kk € R
such that

dW(\I',V)ng{\/lE}

for dyy (V, V) the Wasserstein distance between the law of U and that of V'; moreover this constant

s such that 1/2
2 .2 3 3
k< d p+4{p +a —1} .
vV Pq bq

Proof. We will prove this theorem using the Stein methodology which, for h € H, ( H is a nice class
of test functions), suggests to write

Eh(¥) —EA(V) = E (Lf() — f'(¥))



with f := fj such that

vf(z) = f'(z) = h(z) — ER(V). (6)
(this is known as the Stein equation for the Gaussian distribution) so that
(0, V) = sup E (W)~ 1(V)| < sup B (¥7(8) — (). (7)
€ 3

The reason why (7) is interesting is that properties of the solutions f of (6) are well-known — see,
e.g., [1, Lemma 2.3] and [2, Lemma 2.3] — and quite good so that they can be used with quite some
efficiency to tackle the rhs of (7). In the present configuration we know that f;, is continuous and
bounded on R, with

1£4]] < min (2[|h — ER(V)|, 4][7']]) (8)
and
1 fn 1l < 2[[R||. (9)

In particular, if H is the class of Lipschitz-1 functions with ||A’|| < 1 (this class generates the Wasser-
stein distance) then
£l < 4 and |If5]] < 2.

These will suffice to our purpose.
Our proof follows closely the standard one for independent summands (see, e.g., [11, Section 3]).
First we remark that, given R > 1, we can write ¥ as

1 R
U=— i
VR

where, taking X; i.i.d. Bin(1,p), we let § = (X; — p)/\/pq (which are centered and have variance 1).
Next, for r > 1 and 1 < i < r, define

r Le _1Lse
‘Ifi—‘lf—ﬁ&—\/;zg

JFi

Next take f solution of (6) with h some Lipschitz-1 function. Then note that E{ f (¥])} = 0 for all
1 <1¢ < r. We abuse notations and, given R, write \Iff = W,;. Then

R
E(VS(V)|R) = E{lz&f(‘l’)

so that

R
E{0f(¥)— f/(¥)| R}| <E { = 3016 () - £(8) - (@ - v ()|




= [x1(R)| + |x2(R)|.

Recall that ¥ — U; = ﬁ{i. Then (by Taylor expansion) we can easily deal with the first term to

obtain
171 3
=————F :
Taking expectations with respect to R and using (9) we conclude
Bha(R) < el 5 () (10)
X1 < 1 JR)

For the second term note how

Since E {Zf;l (1-¢2) ]R} = 0 we can pursue to obtain

, R
muaé“Q'V<§ju—@)R>
=1
_ 171
VR

where we used (conditional) independence of the ;. Taking expectations with respect to R and using
(8) we deduce (recall V (&%) = E¢f — 1)

Ela(i)] < 4y/5ef —12 (). (11)

Combining (10) and (11) we can conclude

awlwv) < (B + 4ot 1) B ().

The claim follows. [ |

V()

So we need the moments of 1/R for large b (we limit ourselves to the dominant term).

6.2 Moments of 1/R, R > 0 for large b
We have the following property

Theorem 6.3

1 b 1 o
E<R°"R>O> ~ Laba(2 —1),a>0.

11



Proof. We have

P il Bl —u 12,21
L ‘ 2“
_ 1 Lb+1) ” S 1, 1
_Z ¢( + E 227 —u -+ ]7[212}7_1]
+ = 212F2[[71_u+1]7[272}3—1]'
But!

ZLQFQ[[quH],[m],fl]
= u— 1)!

B 2l (u—1)!

_27222 u(r — D)l(u—r)!

_Oo (u—1)!
_Z v+12 Z 2“v'u—v—1)

[\V)

oo
- 2 +1 _
(v+1)7 &= 2t ol(w —v)!

Now

p 1 1

and

o0

3 QLUQFQ[[1,—u+1],[2,2L—1}

u=b+1

"We are indebted to H.Prodinger for this identity

12



:Tl +T27

b+1

+ u—l
-y > W, i
r=1u=b+1

:;imi@w
Sy oy e

2“7"7" (u—r)
r=b+1u=r

:izmwi@?‘”

b

1
—2.
(v+1)2

(e 1

1
2

e
Il
>

In order to compute 77, we now turn to the asymptotics of (7;’)2*“’ for large w. We obtain, by
Stirling and setting w = 2v + «,

(w) o e Y w" /21w
v e~ (W=v) (w — V)=V 21 (w — v)2%e VvV 27V

e~ 2vta) (29 4 )2t /27 (20 + «)
e~ (Wt (v 4+ a)vte, 27 (v + a)22vtee—vy?y/2my
e 20 (14 )" V2
vote (14 %)Ha 22vtae—vyvy /2y

2
eoHrﬂ 2

V2o’

with 02 = 2v. This is a Gaussian function, centered at 2v with variance o® = 2v. So, by Euler-
Maclaurin, replacing sums by integrals, we obtain

o if /2 <v <b,

o if 0 <v<b/2,

o0

Z <w> 27" is exponentially negligible ,
v

w=b

o if v >0,

i (Z’j) 27 = 2 by (12),

w=b

but this will not be used in the sequel,

13



and finally
b 00
p 1 1 1 b 2
T Ty ~ =12 —+2 — | ~ .
1+ 12 2 Z (v+1)2+ Z(v+1)2 b
v=b/2 v=b
This leads to ) LT 1 )
b

In the neighbourhood of v = b/2, only part of the Gaussian is integrated. But if we choose an interval

A = [b/2 — b8 b/2 + b7/8], (b°/® > &), this contributes to

0 ( /A 1dv> — O(b~*5) = o(1b).

v2

Similarly, we derive (we omit the details)

1 )
E(_R27R>0>N2Lb27

1 p 1|3 1
V<R2’R>O>Nb2[2L LQ]

1 b
E (Rl/Q,R > 0) 2 2(V2 —1)/(LVb).

More generally,
1
=

Now we obtain, by (5) and Thm 6.2 the following Thm
Theorem 6.4 The limiting distribution of U/R for large b is Gaussian.

Note that, by (4) and (13), we obtain

£((Y) k>0 Lpr B
R) L’

U b 14
V|{=;R>0) ~=—.
(R’ ” ) b
This provides a confidence interval for p. With a confidence level of 5% for instance, we have

U Pq U Pq
Z P -y < 24
[R N SPERTH )

and, as we can estimate p by %, this leads to

U -9 U -
R Z o SPsp{pT? Lb

14



6.3 Several Colors

If we are interested in the joint distribution of the statistic Uy /R,...Ug/r, which correspond to k
different colors among the present colors, we have an asymptotic conditional multinomial distribution.
For instance, for k = 2, this leads to

r e —
( )qulplzu(l—pl —po)" T2
Uy, U2, — U — U2

with mean rpi, rps. So

Uy Us
El— R>0)= E({—R>0)=
(0 0) (B ) -

and we obtain similarly, conditioned on R

E(U1Uz2) = R(R — 1)p1pe,

e (P (U2)) _ pip2
R R p1p2 R’
U (U2 . b D1DP2
(%) (F)r>0) Low -T2

U Uz, b p1p2
CO'U <R,R,R>O> b .

and, unconditionning,

or

7 Multiplicities of colored keys

Assume that, to each key k;, we attach a counter giving its observed multiplicity ;. Also we assume
that the multiplicities of color K keys are given by iid random variables (RV), with distribution
function F, mean p, variance o2 (functions of K). We can estimate the total number M of color K
keys among the total number N of keys as follows.

Let m be the number of distinct color K keys among the n distinct keys. We recall that U is the
number of color K keys among the R keys in the cache. From Section 6 (see(14)), we can estimate
p:=m/n by p= (U/R;R > 0). We have

E(j; R > 0) 2 p,

- b Pq

Also, we can estimate mean p and variance o2 by fi and 2 as given by

% U
o= V=,
A

52 . Z1U(Mz - ﬂ)2

U
Next we estimate n by 7 = R2”7 (see Sec. 2). We have, conditioned on U,

Theorem 7.1



. n
MRy
Proof. We only need
V2 Uo? + U?u?
e e el

Now we estimate m by m = 7p = 2/U and M by M = mji. . But if we have two independent RV,
X, Y, with mean and variance respectively mx, my, Jg(, 0'52,, it is easy to see that

E(XY) = mxmy, (15)
V(XY) = o%m} + otm%k + okoy.

Here, our RV are not independent, but we can check that (15) is correct. The relation for the variances
gives us a useful approximation. For instance

E(m) < np = m,
and the approximation

2 2
~ o o veryn b D(Lb—L+pL+1—p) p n°p
V(m) ~ V()p™ + V(p)n” +V(R)V(p) 20— 1)b b

for large b.

It remains to estimate E () in order to complete E(fi%), V(fi). Using the binomial distribution
Bin(r,p) does not lead to a tractable expression. But, as R is large whp, we can use the Gaussian
approximation for U as follows: conditioned on R = r, we have

. <1> N r exp <_ (“2;?;)2) .
1

U \/27r7“p

T4 €Xp 27’pq) 1 1 v ’U2
p

+ 5= +...
er rp = r2p?

2rpq> 1 v 112
—1-—+ 55 T
V2mrpg  Tp D TP
1
rp

?1)

1 b 1 3¢ b 1
E _— ~ — —_— N —
(U’ R > 0) Top 32062 " Thp

8 The Black-Green Sampling

Unconditionning, this gives

Assume that there are n distinct keys, among which np (0 < p < 1) are Black (B), with known
multiplicity pp and ng,q := 1 — p are Green (G), with known multiplicity ug > pp. We consider a
case in some sense opposite to the one of Sec. 6: here we do not observe the color of each key, but we
know a priori the multiplicities. We want to estimate the total number of keys: N = npup + gnug.
(Here, we consider only the mean of our estimates). For instance, assume that each B key is unique
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and each G key is present in triplicate. So we have a total of N = np + 3gn = n(3 — 2p) keys. In
the cache, we affect each key with an integer v, representing the number of times this key has been
observed. At the end, each key with v = 1 is obviously B. At each step j,j = 0..J, each time a
key obtains the value v = 3, it is obviously G, and it is extracted from the cache. We have a vector
counter C' such that, each time a G key is extracted at step j from the cache, C[j] is increased by 1.
As all N keys are assumed to be distributed according to the uniform permutation distribution, we
can consider the effect of each key on the cache as a Markov process: with probability ?)_%p, the key

is B and it is inserted, with probability 3§1__22 ), the key is G and three cases can occur: assume that

the observed key appears in position v,1 <v < N. Set 7 := v/N. Then

e With probability 72, the key was the third one among the three G keys with the same value, so
it is deleted from the cache

e With probability 27(1 — 7), the key was the second one, and it remains in the cache
e With probability (1 — 7)2, the key is the first one, and it is inserted in the cache.

This can be seen as a Random walk on the cache. So the mean effect (on the cache size) of a G key
at position v is given by
2 rox2r(l—-7)+(1—-71)2=1-2r.

Finally, the mean effect of a key at position v is given by

P 3(1—p) _ 3—67—2p+6pr

— 1-97) =
M) =35, t 3, 172 3-2p

Consider now the first step (j = 0). How many keys (in the mean) must be read in order to fill up
the b positions in the cache? This is given by vy, where b = V (0, v9) and

m(T)dv = N m(T)dr =

V (ur, ) = /“2 /N 3(ui — u3) +3p(uj — ui) — 3N (u1 — up) + 2Np(ur — uz)
u1 w1 /N N(3 - 2p)
This leads to
—3N + 2Np + [N (=3 + 2p)(2Np — 12bp — 3N + 12b)]*/2
6(p—1) '
An average of b/2 keys (starting with bit 1) are killed for the next step 7 = 1. But the mean number of

available keys is also divided by 2. So the mean number of keys necessary to fill up the b/2 remaining
positions in the cache is given by v1 — vy, where b/2 = %V(vg, v1). This leads to

Vo =

—3N 4 2Np + [N(=3 + 2p)(2Np — 24bp — 3N + 24b)]*/2
6(p—1) '

More generally, the mean number of keys necessary to fill up the b/2 remaining positions in the cache
at step j is given by v; — v;_1, where b/2 = 277V (vj_1,v;). This leads to

V1 =

3N +2Np+ [N(=3 + 2p)(2Np — 212bp — 3N + 2/12p)]"/*
= 6(p—1) ’

and finally, the mean total number J of steps is given by J = [J*]|, where J* is the solution of

v _ 3N 2N+ [N(=3+ 2p)(2Np — 27" 12bp — 3N + 27" 120)] 12
a 6(p—1) '

This gives

Np
*—log [ =——— ) =log N —logh+logp —1 —2p)).
J* =log <(3_2p)b> og ogb +logp —log((3 — 2p))
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This is significally better than (3) only if p < 1.
Note that, at the end, the number of B keys in the sample is estimated by

27 % number of B keys in the cache,

obviously only B keys (with v = 1) remain in the cache and the number of G keys in the sample is

estimated by
J
3.3 2Clj]
j=0

Indeed, imagine that we mark a key with a * as soon as it is decided to be G (because it is the third
time we observe it). At step 0, v € [0,vp)], all marked keys are counted in C[0]. At step 1, v € [vg, v1],
all marked keys (staring with 0) are counted in C[1], this corresponds in the mean, to 2C[1] G keys,
etc. Actually, the vector counter C' could be replaced by a single counter C' into which, at each step
4, we add the number of extracted R keys x27.

9 Appendix: Asymmetric Adaptive Sampling

For the sake of completeness, we analyze in this section the Asymmetric Adaptive Sampling. Assume
that the hashing function gives asymmetric distributed bits. Let p denote the probability of bit 1
(q :== 1 —p). Now, the number of keys in the cache is asymptotically Poisson with parameter ng’ and
the number of keys in the twin bucket is asymptotically Poisson with parameter npg/ = = n%qj . So
we set here

Q:=1/q,
Z = RQJ,
n
log := logg,
L:=nQ,
a:=a/L,
{z} := fractional part of z,
2lri
X1 ==

So the asymptotic distribution is now given, with n := j — logn, by

L b—r Lk
plrd) ~ ) = expl—e 21— empe P S ] )
’ k=0
and ,
p(j) =P(J = j) =D _ p(r ).
r=0
This leads to
© D(r—&) <<D(r+k—a)q¢ ™ p/g)*
o(r,0) _/Ooe Lfrm)dn = =5 P Lrlk] '

9.1 Moments of J —logn

Now we have
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Theorem 9.1

b—r
- ¥(r) (W(r +k) = L)g"p*T(r + k)
r— ) 07
™, _mr+2; L2T(r + DD(k 1 1) "
1y - W) - Lypt
M=t kL2
k=1
b—r
P P(1,7) + p(r)? n Z (=2Y(r+k)L+ L2+ (1, r + k) +(r +k)2) g p*T(r + k) >0
27 L3r i L3T(r + )T(k + 1) ’ ’
b
I T I (=2¢(k)L + L* + (1, k) + ¢ (k)*)p
o= gt gt et oE ’
r b—r r
w, =Y w&+mﬁﬁ+x0+ w&+k+x0—DFv+k+mm+1émﬁmn >0
T 2 2 ’ )
| L2T(r +1) prd LT (r+1)I'(k+1)
B b
. Xl Xl Y(k + DT(k+x0)4" | _aimitogn
U)Lo—%; +z(:) LZF(]{,’—I—l) e , r>0.

Proof. This is classical computer algebra (using Maple, with human guidance as usual) from ¢(r, «).

9.2 Moments of Z

Theorem 9.2 The non-periodic components are given by

LS

m1,d=1+
p

V(Z) ~ ———

(2) (b—1)qL

The periodic component is obtained as follows

wa=) 7 Z{ } (=g~ g —d+xl)<b_bd_+j Xl)wmlogn_

I#0  j=1

Proof. We follow now the lines of [7] and [8], with suitable modifications.

d
E[Z%] ~ my g = Z oali>HL1d o(r, o).
r=1

Let us compute Lmy 4.

e for r > d+ 1, this gives

d—1)!
lexrd(“r )’

r!
r= d+1
b—
T, — AN (R —d =)l (p/g)*
171 ’
r=d+1 k=0 rik!
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e for r < d, we first obtain, for k > d — r,

d 4 b—r r+k—d k
r (r+k—d—1l"""(p/q)
n--35 3 ! |
k=

r=1 d—r+1

e for r < dand k < d — r, we must return to (16), in order to avoid singularities. This gives

d d 00 d—r k
N7 —u —u u*(p/q) du
T4_Z7"'/0 e [1 ey ]ud_m
r=1 k=0
d d
=2 =),
r!
r=1
00 J k
u Cu u®(p/q) du
H(J):/O e [1 € p/qz (k{ ]uyﬂ
k=0

We have

and, by parts,

00 1 J ek d
I(j) = / —eTU 4 —emu/a Z ﬂ _ e u/a Z u p/q 712
0 q =0 Ju

. 1 _ p/ Q)" | du
— —e u + - u/qu] p q u/q —
/0 [ QJ- / Z Jul

nG-1) (p/q)
J gt

Set

This leads to

or

B(0) = 0.

p=-3 D
— k
Returning to (17), this gives (with an identity proved in [7]),

dopd [(=1)rL  (=1)4"B(d—r
T4:Z[((d)—r)! + )(d—f)! =,

with

=T

Z dr'_ P B(d— 7).

r=1

Now T35 and T3 can be grouped, by setting v = r 4+ k. This gives

(u—d—1 “ "
Z Z . u)_r!)p (a/p) .

u=d+1 r=1
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Let us try to simplify 1% := Ts + 11

d —du r
Z d\ rtulg%p (a/p)
K] rl(u— rudtL

u=d+1 k=0 u
_ b d d)l rE
e 2 2
b d-1
TFT“TI:ude;{Z} N Frers e e
S {Z N ()
- d—k[(d—k)' (b—k)'] [1_qk_d}

Putting everything together, this finally leads to
1

L[L+T5+T7].

miq =

But even that could again be simplified!

2" pi(d—1)!
_ C‘Z; (dz,_(fi([)!”i by I
= AZ: {i} (:: T _(Z_i);)!i! P (_jl)j (p/a)’
- é {5} P Lot df( o ()
) jZ_o ) i o gy (152
} j; W 2 (e

L (d Ad _q
- {A} (dEA) d— N

T
o)

Now




(b — d)! d_l{d} ¢=4i—1

viz)~ (b—1)qL

The periodic component is obtained as follows

wi g = Z Z i lm o p(r, a)e Hilosn

Z;AO r—1 Oé—)L d— Xl
d b—
= Z Z Td lim 7" _ Oé ZS F rtk— Oé) ke OL(p/q)k 6—2l7rilogn
S et [ L o Lrlk!
1 &1 d ' b dt
SIS oG a (P, e
120 7 j=1 J J

after all simplifications (we omit the details). Again, m;; = 1,w;; = 0. The moments of W can be
similarly computed. We leave this to the interested reader. |

9.3 Distribution of R
Theorem 9.3

Proof. We have

and

r=1u=r
i b u
=1- % Hy Z(“ LY rl(u—r)! (Q/p)T] (18)
u=1 r=1""
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Again, this can obtained from lim,_,o ¢(r,0).
The moments of R are computed as follows

b b u
E(R) ~ err = % [b — Z(u —1)!p* Z M(Q/P)T]

1 u=1 r=1
1 b q
-~ |p= U] u—1
7 uglp(/p) ]
1 pb
~ — |b— bl =
7 b—al="7,
b

9.4 Moments of 1/R, R > 0 for large b

Theorem 9.4 ) )
b p
E{l=R>0)~—=-.
(37 g ) Lbg

Proof. Using (18), we have

1 R - 1
=7 [—w(l,bJr 1)+ 5 Z(u - 1)!19“2 m(q/p)’"

u=1 r=1

+ Z (u—1)lp* erv( ! i/

u=b+1

Now

o u

S (w-1)p*> M(ul_r)!(q/p)’"
r=1

u=1
SIS

=> > m;? (a/p)"

r=1u=r
00

Z( q/pv+1z< >w+1

v=0
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v=0 ( t 1)
2
- =1 (19
This is the same value as in the symmetric case!
Now ) )
b
Lb+1)~ = —
¥(1,b+1) b+(9<b2>,
and
o u 1
Z (u—1)lp" Z W(Q/p)r
u=b+1 r=1 ’ :
=T + 1y,
b+1 '
T —
] Z q/p)" Z " W, u_r)
u=b+1
b w
=p 5(a/p)"* Z <v)
v=0
= (u—1)!
B 3 S
r=b+1
= 1 w
_ - v+1 w
=3 (gl wz (>p

oo
:Z v—l—l

V=

We now turn to the asymptotics of (i‘)’) p¥ for large w. We obtain, by Stirling and setting w = yv+a,
(y will be fixed later on)
(w) w e Y w/2rw yota
~ p
v )P e~ (=) (w — V)=, /27 (w — v)e v’/ 27V
e wrrel(yo 4+ ) e 2m(yo + )

_ Yv+o
e~ ((y=Dvta)((y — 1)v + a)y-Dvte \/27r((y —1)v+ a)e‘”v”\/%p

e Y (yv)yote (1 + y%)ywa y/(y—1)

~ (y—1)v+a p
((y — 1)v)—Dvte (1 + o= 1)v) ! el 21

a+ va y/( ) yyv+a Yv+a

_ p
a+2<y 1)U T, (y_l)(y 1v+ta

yv+ao

Let us choose y such that

This gives



This finally leads to

a2q2

w w 67 2vp pU
v b 2 2 gvtt
wup/q® 4

This is a Gaussian function, centered at v/q with variance 02 = pv/q? and multiplied by qﬁ’%. Pro-
ceeding as in Section 6.2, and omitting the details, we finally obtain

b 1
T, ~ —_—
ey

v=bq
and
1 » 1 p
El=R>0)~—=.
<R > Lbq
The moments of (%; R > 0) are computed as in Section 6.2. [
10 Conclusion

Once again, the techniques using Gumbel-like distributions and Stein methodology proved to be quite
efficient in the analysis of algorithms such as Adaptive Sampling.
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