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ASYMPTOTIC EXPANSION OF HOLONOMY

ERLEND GRONG AND PIERRE PANSU

Abstract. Given a principal bundle with a connection, we look for an asymp-
totic expansion of the holonomy of a loop in terms of its length. This length
is defined relative to some Riemannian or sub-Riemannian structure. We are
able to give an asymptotic formula that is independent of choice of gauge.

1. Introduction

Let G → P → M be a principal bundle with some connection ω and let Ω
be its curvature form. The realization of curvature as the infinitesimal generator
of holonomy of ω appears in the now classical Ambrose and Singer theorem, [1].
Further elaborated by Ozeki [10], this result explains how the holonomy group of
ω is infinitesimally generated by Ω and its covariant derivatives at a point.

If we look at an individual loop γ based in x ∈ M , we can also make the
correspondence concrete in the case when G is abelian. An application of Stokes
theorem shows that for any p ∈ Px, the corresponding holonomy Holωp (γ) equals

exp(−
∫

disk(γ) σ
∗Ω) where σ denotes an arbitrary gauge satisfying σ(x) = p and

∫

disk(γ) denotes the integral over an arbitrary filling disk. Using ideas from [11],

we are able to show that this result holds approximately for short loops relative to
some Riemannian or even sub-Riemannian metric onM . Such expressions have real
world applications, see [9, 5]. A question in these applications if often to look for
the best choice of gauge. In the case of M = Rn, we obtain the following expansion
using the radial gauge.

Theorem 1.1. For every x ∈ Rn, define

mΩ(x) =

{

3 + k Ω and all its covariant derivatives of order ≤ k vanish at x,
2 otherwise.

Let σ : Rn → P be a gauge in which ω is parallel in radial directions emanating
from x. Then for p = σ(x) ∈ Px, there is an ε > 0 and C ≥ 0 such that

(1.1)

∣

∣

∣

∣

∣

exp−1 Holωp (γ) +

∫

disk(γ)

σ∗Ω

∣

∣

∣

∣

∣

≤ Cℓ(γ)2mΩ(x),

for every loop γ based at x with ℓ(γ) < ε. In the above formula,
∫

disk(γ) denotes the

integral over a radial filling disk.
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2 E. GRONG AND P. PANSU

The above result also holds true on Carnot groups, which also have dilations and
hence the possibility of defining a radial gauge. The details are found in Section 2.

For this reason, the radial gauge is convenient, but may not always be so simple
to compute in practice. We therefore continue in Section 3, showing that the
two-form σ∗Ω in (1.1) can be replaced by a two-form with polynomial coefficients
whose terms are independent of choice of gauge. For the special case of Rn with
coordinates (z1, . . . , zn), we have the following result.

Theorem 1.2. Write ∂k = ∂
∂zk

and let x = (x1, . . . , xn) be any point. Let σ be

an arbitrary gauge such that σ(x) = p. Use the notation ωσ
k = (σ∗ω)(∂k) and

Ωσ
ij = (σ∗Ω)(∂i, ∂j) and define

Fp(γ) =
1

2

n
∑

i,j=1

Ωσ
ij(x)

∫

γ

(zi − xi)dzj(1.2)

+
1

3

n
∑

i,j,k=1

(

(∂kΩ
σ
ij)(x) + [ωσ

k (x),Ω
σ
ij(x)]

)

∫

γ

(zi − xi)(zk − xk)dzj ,

for any loop based at x. Then Fp does not depend on the choice of gauge. Further-
more, there exist constants ε > 0 and C ≥ 0, such that

∣

∣exp−1 Holωp (γ) + Fp(γ)
∣

∣ ≤

Cℓ(γ)4 for every γ with ℓ(γ) < ε.

For a general Riemannian or sub-Riemannian manifold, we first need to choose
an appropriate local coordinate system of a type called privileged. However, after
this choice is made, the above statement remains true with respect to the dilations
in this coordinate system. We give the details of this in Section 4.

It was observed in [11] that integrating the curvature over a radial filling disk in
the sub-Riemannian Heisenberg group will actually give a better approximation of
the holonomy than in the Euclidean case. This result was found using ideas from
[4, 13]. By applying the new theory of horizontal holonomy found in [3], we are
able to show the following (for more details, see Section 5).

Theorem 1.3. Let π : P → M be a principal bundle over a sub-Riemannian
manifold (M,D, g), where D has rank n1. Assume that the sections of D and their
iterated brackets up to order k span a subbundle of rank equal to the rank of the
free nilpotent algebra of step k + 1 and of n1 generators. Then there is a“modified
curvature” Ω̃ such that

∣

∣

∣

∣

∣

exp−1 Holωp (γ) +

∫

disk(γ)

σ∗Ω̃

∣

∣

∣

∣

∣

≤ Cℓ(γ)2k+2,

The result of Theorem 1.2 follows from computations on Euclidean space found
in Section 6. In that Section, we also look at the examples of Riemannian manifolds,
the Heisenberg group and the sub-Riemannian Hopf fibration.

2. Euclidean space and Carnot groups

2.1. Sub-Riemannian manifolds. Throughout our paper, any manifold M will
be connected. In this section we will revisit some basic facts about sub-Riemannian
manifolds. For more details, we refer to [8].

On a manifold M , a sub-Riemannian structure is a pair (D, g), where D is a
subbundle of the tangent bundle TM and g ∈ Γ(Sym2 D∗) is a positive definite,
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smooth, symmetric tensor defined only on D. We will refer to the subbundle D
as the horizontal bundle. For any v, w ∈ Dx, we write 〈v, w〉g = g(v, w) and

|v|g = 〈v, v〉
1/2
g . We say that a continuous curve γ : [a, b] → M is horizontal if is

absolutely continuous and satisfies γ̇(t) ∈ Dγ(t) for almost every t ∈ [a, b]. For such
a curve, we define its length ℓ(γ) by

ℓ(γ) =

∫ b

a

|γ̇(t)|g dt.

We have the corresponding Carnot-Carathéodory metric of the sub-Riemannian
structure,

(2.1) d(x, y) = inf

{

ℓ(γ) :
γ : [0, 1] → M horizontal

γ(0) = x, γ(1) = y

}

.

The distance in (2.1) is in general not finite for two arbitrary points x and y.
For a given horizontal bundle D, define D1 = Γ(D) and for every j = 1, 2, . . . ,

Dj+1 = span
{

X, [X,Y ] : X ∈ Dj , Y ∈ Γ(D)
}

.

For any point x ∈ M , we define the growth vector n(x) = (nj(x))
∞
j=1 of D at x by

nj(x) = rank
{

X(x) : X ∈ Dj
}

.

We say that λ is the step of D at x if

λ = min {k ∈ N : nj(x) = nk(x) for any j ≥ k} .

We often give the growth vector at x only by n(x) = (n1(x), . . . , nλ(x)), indicating
that the remaining numbers equal nλ(x).

We say that D is bracket-generating if for every x there exists some j such that
nj(x) = dimM . In other words, D is called bracket-generating if the sections
of D and their iterated brackets span the entire tangent bundle. If D is bracket-
generating, then the distance d defined in (2.1) is always finite and its topology
coincides with that of the manifold.

If n(·) is constant in a neighborhood of x, then x is called a regular point of D.
The point x is called singular if it is not regular. The set of singular points of D is
closed with empty interior, cf. [6, Sect. 2.1.2, p. 21]. If all points of M are regular,
D is called equiregular. If D is equiregular, the step λ is constant and there is a
flag of subbundles of TM ,

D1 = D ⊆ D2 ⊆ · · · ⊆ Dλ,

such that Dj = Γ(Dj).

Remark 2.1. A sub-Riemannian metric can alternatively be described as a possibly
degenerate cometric g∗ on T ∗M such that the image D of the map ♯ : T ∗M → TM ,
β 7→ 〈β, ·〉g∗ is a subbundle. These two points of views are related by

〈β, α〉g∗ = 〈♯β, ♯α〉g .

Remark 2.2. We could have considered an even more general setting where we
have a Finsler metric rather than a Riemannian metric on D, thus considering sub-
Finsler geometry. The techniques and results of this paper are still valid in this
sub-Finsler setting.



4 E. GRONG AND P. PANSU

2.2. Carnot groups. Let n be a nilpotent Lie algebra. Assume that this Lie
algebra is stratified, meaning that we can write n = n1 × · · · × nλ with bracket
relations satisfying

[n1, nj] =

{

nj+1 if 1 ≤ j ≤ λ− 1,
0 if j = λ.

Let N be the connected, simply connected Lie group corresponding to n. Choose
an inner product on n1 and define a sub-Riemannian structure (D, g) on N by left
translation of n1 and this inner product. The sub-Riemannian manifold (N,D, g)
is then called a Carnot group of step λ. Observe that the case λ = 1 is just an
inner product space.

With slight abuse of notation, we will use 0 for the identity element of N , even
though N is abelian only if λ = 1. For each s > 0, define the dilation δs as the Lie
group automorphism δs : N → N uniquely determined by

(2.2) (δs)∗A ∈ nj 7→ sjA.

Dilation δs is homothetic: it multiplies the Carnot-Carathéodory distance by s.
Therefore, as a metric space, (N,D, g) is geodesic, locally compact, it has a tran-
sitive group of isometries and homotheties. Conversely, a theorem of Le Donne [7]
asserts that metric spaces with such properties are Finsler Carnot groups.

Write n0 = 0 and define nj as the dimension of n1 × · · · × nj for any 1 ≤ j ≤ λ.
Choose a basis Z1, . . . , Zn of n such that

(2.3) span{Znj−1+1, . . . , Znj
} = nj .

Since N is simply connected and nilpotent, the exponential map is a global diffeo-
morphism. We introduce exponential coordinates (z1, . . . , zn) corresponding to the
point exp(z1Z1 + · · ·+ znZn). In these coordinates, we have

δs : (z1, . . . , zi, . . . , zn) 7→ (sz1, . . . , s
wizi, . . . , s

λzn),

where wi is the number such that Zi ∈ nwi
. We call wi the i-th weight.

We define the radial vector field S by S(x) = d
dtδ1+t(x)

∣

∣

t=0
. It follows that if

t 7→ etS is the flow of S, then δs = e(log s)S for any s > 0. If Z1, . . . , Zn is a basis of
n satisfying (2.3) and (z1, . . . , zn) are the corresponding exponential coordinates,
then

S =

n
∑

i=1

wizi
∂

∂zi
.

Furthermore, since δs is a group homomorphism, it commutes with the left action,
meaning that we also have

(2.4) S =
n
∑

i=1

wiziZi,

Here, we have used the same symbols for elements in n and their corresponding left
invariant vector fields.

As all Carnot groups are contractible spaces, we know that any principal bun-
dle π : P → M can be trivialized. Furthermore, we have the following stronger
statement by using our dilations δs. Let π : P → N be a principal bundle with
a connection ω. Let hS denote the horizontal lift of S with respect to ω and let
t 7→ ethS be its flow. Define δωs : P → P by formula δωs (p) = e(log s)hS(p).
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Lemma 2.3. (a) There exists a unique principal bundle isomorphism ζ : P →
N × P0 such that
(i) ζ(p0) = (0, p0) for any p0 ∈ P0,
(ii) if ζ(p) = (x, p0), then ζ(δωs (p)) = (δs(x), p0).

(b) For every p0 ∈ P0, there is a unique gauge σ : N → P such that σ(0) = p0 and
(σ∗ω)(S) = 0. Furthermore, this satisfies (σ∗ω)(v) = 0 for every v ∈ T0N .

Proof. (a) For a fixed x, define γ(t) = δ1−t(x). Let γp(t) denote this curve’s hori-
zontal lift to p ∈ Px. Define then

ζ(p) = (x, γp(1)).

By smooth dependence on initial conditions of ODEs, this is a well defined
smooth map. Furthermore, from properties of horizontal lifts, ζ(p ·a) = ζ(p) ·a.
Hence, ζ is a principal bundle isomorphism.

(b) Define σ by the relation ζ(σ(x)) = (x, p0). We then have σ∗S = hS ◦ σ which
is obviously in the kernel of ω. The last statement follows from the fact that
there exist points x1, . . . , xn ∈ N such that tangent vectors at 0 ∈ N of the
form d

dsδs(x)|s=0 form of basis of T0N .
�

We call any gauge such as in Lemma 2.3 (b) radial, centered at 0. We can define
radial gauges centered at an arbitrary point x ∈ N similarly, replacing dilations δs
with δxs := lx ◦ δs ◦ lx−1 , with lx denoting left translations by x.

2.3. Weighting of functions, forms and vector fields. For any q-form α on N
with q ≥ 0, we define δ∗sα as the pull-back with respect to δs. We say that a q-form
α is homogeneous of weight m ∈ Z if δ∗sα = smα. We say that α is of weight ≥ m if
lims↓0 s

−kδ∗sα = 0 for any k < m. We remark that if αj is homogeneous of weight
mj (resp. of weight ≥ mj) for j = 1, 2, then α1 ∧ α2 is homogeneous of weight
m1 +m2 (resp. of weight ≥ m1 +m2) and α1 + α2 is of weight ≥ min{m1,m2}.

Write d0(x) := d(0, x). Since {δs}s>0 is a dilation, any function f of weight
≥ m satisfies f = O(dm0 ) as x → 0. For a general smooth function f , we have a

weighted Taylor polynomial at 0, Tay0(f ; k) =
∑k

m=0 f
(m), with each f (m) being

homogeneous of weight m. Each f (m) is defined by

(2.5) f (m) =
1

m!

dm

dsm
δ∗sf

∣

∣

∣

∣

s=0

.

We can also give a similar Taylor expansion for forms. The one-forms dz1, . . . , dzn
are a global basis of T ∗N and dzi is homogeneous of weight wi. It follows that every
one-form α is of weight ≥ 1 and has a weighted Taylor expansion Tay0(α; k) =
∑k

m=1 α
(m) as well. Here

α(m) =
n
∑

i=1

f
(m−wi)
i dzi, whenever α =

n
∑

i=1

fidzi,

with the convention that f (m) = 0 whenever m < 0. Similarly, any q-form α has
weight ≥ q and Taylor expansion Tay0(α; k) by defining (α ∧ β)(m) =

∑m
k=1 α

(k) ∧

α(m−k).
For a vector field X on N , we define δ∗sX such that for any function f ,

(δ∗sX)(δ∗sf) = δ∗s (Xf).
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In other words,

δ∗sX(x) = (δ1/s)∗X(δs(x)).

We define homogeneous vector fields and vector fields of weight ≥ m in analogy
with our definition on forms. If X is any vector field of weight ≥ m and f is any
function, then fX is of weight ≥ m as well. Furthermore, since

(2.6) [δ∗sX1, δ
∗
sX2] = δ∗s [X1, X2], X1, X2 ∈ Γ(TM).

it follows that if Xj is homogeneous of weight mj (resp. of weight ≥ mj), then
[X1, X2] is homogeneous of weight m1+m2 (resp. of weight ≥ m1+m2). Consider
Z1, . . . , Zn as the basis of n satisfying (2.3). Use the same symbols for the corre-
sponding left invariant vector fields. By definition, Zi is a homogeneous vector field
of weight −wi for 1 ≤ i ≤ n. As a consequence, any vector field with values in D
has weight ≥ −1 and all vector fields are of weight ≥ −λ.

Observe that any homogeneous function, vector field or form is uniquely deter-
mined by their values in a neighborhood U of 0. Hence, we call a function on
such a neighborhood U homogeneous if it is the restriction of a homogeneous func-
tion on N . Similarly, for any neighborhood U of 0, there exists a neighborhood
0 ∈ Ũ ⊆ U such that δs(Ũ) ⊆ Ũ for s ≤ 1. We say that a function f defined on U
is of weight ≥ m if lims↓0 s

kδ∗sf |Ũ = 0 for any k < m. We use analogous definitions
for forms and vector fields.

Remark 2.4. Notice that since the flow of S commutes with δs, the vector field S
is homogeneous of weight 0.

2.4. Approximation of holonomy. Let M be a manifold. Define L (x,M) as
the space of all absolutely continuous loops γ : [0, 1] → M based at x ∈ M with
finite length relative to some (and hence any) complete Riemannian metric g̃ on
M .

Definition 2.5. Let d be a metric on M . Let ℓ = ℓd : L (x,M) → [0,∞] be the
length relative to d,

ℓ(γ) = sup







k
∑

j=1

d
(

γ(tj−1), γ(tj)
)

: k ≥ 1, 0 = t0 < t1 < · · · < tk = 1







.

Let f be a real-valued function defined on a subset of R and let F be a function
defined on a subset of L (x,M) with values in a normed vector space (E, ‖·‖). We
then say that F = O(f(ℓ)) as ℓ → 0 if there exist positive constants ε and C such
that

(i) f is defined on (−ε, ε),
(ii) F (γ) is well defined for any γ with ℓ(γ) < ε,
(iii) for any ℓ(γ) < ε, we have

‖F (γ)‖ ≤ Cf(ℓ(γ)).

Note that the definition of O(f(ℓ)) does not change if we replace the norm on E
with an equivalent norm. Hence, if E is finite dimensional, we do not need to
specify a norm in Definition 2.5, since all norms are equivalent.

Let us now consider the special case when (M,D, g) is a sub-Riemannian man-
ifold and d is defined as in (2.1). The following observations are important to
note.
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(i) If γ is any absolutely continuous curve such that ℓ(γ) < ∞, then γ must be
horizontal.

(ii) Any absolutely continuous curve γ : [0, 1] → M in a Riemannian mani-
fold (M, g̃) can be parametrized by arc length, meaning that we can find

a reparametrization γ̃ : [0, 1] → M satisfying | ˙̃γ(t)|g̃ = ℓ(γ) whenever ˙̌γ(t) ex-
ists, see e.g. [12, Chapter 5.3]. By a similar argument, we can reparametrize
any horizontal curve in a sub-Riemannian manifold (M,D, g) to have constant
speed.

Let π : P → N be a principal bundle with connection ω with curvature Ω. For
any γ ∈ L (x,M), we define the corresponding radial disk disk(γ) : [0, 1]2 → M by

disk(γ)(s, t) = δxs (γ(t)).

Theorem 2.6. Let p ∈ Px, x ∈ N be an arbitrary point. Let σ be a radial gauge
centered at x and satisfying σ(x) = p. Define Fp : L (x,M) → g by

Fp(γ) =

∫

disk(γ)

σ∗Ω.

Assume that σ∗Ω is of weight ≥ mΩ. Then

Holωp = exp
(

−Fp +O(ℓ2mΩ)
)

.

The proof is given in Section 2.5.3

2.5. Theory and proof for Theorem 2.6.

2.5.1. Metric spaces with dilations. Let (M, d) be a metric space with possibly some
points being of infinite distance. We call a collection of maps {δs : M → M}s>0

dilations if

δ1 = idM , δs1 ◦ δs2 = δs1s2 .

and if d(δs(x), δs(y)) = s d(x, y).
Assume that M is a smooth manifold and define L (M) =

∐

x∈M L (x,M).
For any curve γ ∈ L (M), define δsγ as the loop δsγ(t) = δs(γ(t)). Let d be
a metric on M and assume that this metric has dilations {δs}s>0 that are also
diffeomorphisms.

Lemma 2.7. Let F : L (M) → E be a function with values in a normed vector
space (E, ‖·‖). Let x0 ∈ M be an arbitrary point. Assume that there are constants
ε ∈ (0, 1] and C > 0 such that for every y ∈ {δs(x0)}s≥1 and γ ∈ L (y,M) with
ℓ(γ) ≤ ε,

‖F (δsγ)‖ ≤ Cf(εs), whenever 0 < s ≤ 1.

Then F = O(f(ℓ)) at x0.

Proof. For any γ ∈ L (x0) with ℓ(γ) < ε, define γ̃ = δε/ℓ(γ)γ. Then by our
assumptions

‖F (γ)‖ = ‖F (δℓ(γ)/εγ̃)‖ ≤ Cf(ℓ(γ)).

�

Notice that F in Lemma 2.7 needs only be defined for any γ ∈ L (y,M), y ∈
{δs(x0)}s≥1 with ℓ(γ) ≤ ε. If x0 is a fixed point for every δs, then we only need
to consider y = x0 in Lemma 2.7. If d only has finite values and δs has a fixed
point x0, then this point is unique since lims↓0 δs(x) = x0 for any x ∈ M .
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For a Carnot group, the maps δs defined in (2.2) are dilations in the above sense
with fixed point 0. In general, for every x ∈ N , the maps δxs = lx ◦ δs ◦ lx−1 are
dilations with fixed point x.

2.5.2. Forms on Carnot groups and functionals. Let (N,D, g) be a Carnot group
with dilations δs. We want to consider functions on loop space L (x,N) related to
forms.

Lemma 2.8. Let α be a two-form on N with values in some finite dimensional
vector space g. Assume that α is of weight ≥ m at x. Consider the map

(2.7) Φα : L (x,N) → g, Φα(γ) =

∫

disk(γ)

α.

Then Φα = O(ℓm).

Proof. It is sufficient to consider g = R and x = 0. Choose an arbitrary loop
γ ∈ L(0, U) and assume that it is parametrized to have constant speed, i.e. |γ̇(t)|g =
ℓ(γ) at all points where the derivative exists. Write ιSα =

∑n
j=1 fjdzj and define

(2.8) βs =

n
∑

j=1

swj

(
∫ 1

0

rwj−1(δ∗srfj)dr

)

dzj.

We compute
∫

disk(δsγ)

α =

∫ 1

0

∫ 1

0

1

r
(δ∗srα)(S, γ̇(t)) dr dt =

∫ 1

0

βs(γ̇(t)) dt,

and so

‖Φα(γ)‖ ≤ ℓ(γ)

∫ 1

0

|βs|g∗(γ(t)) dt.

Since ιSα is of weight ≥ m, each fj is of weight ≥ m − wj . It follows that for
sufficiently small ε > 0, there are constants Cj , 1 ≤ j ≤ n1 such that ‖fj(x)‖ ≤
Cjd(x)

m−1 whenever d0(x) < ε. Combining these bounds, we obtain,

|βs|g∗(x) ≤
sm

m

n1
∑

i=1

Cjd0(x)
m−1.

Defining C0 = max1≤j≤n1
Cj and using that d0(γ(t)) ≤

ℓ(γ)
2 , gives us the inequality

‖Φα(γ)‖ ≤
n1ℓ(γ)

mC0

2mm
sm <

n1ε
mC0

m
sm,

whenever ℓ(γ) < 2ε. The result follows from Lemma 2.7. �

2.5.3. Proof of Theorem 2.6. Choose an embedding of g into gl(q,C) and put a
Banach algebra norm ‖·‖ on gl(q,C). We will show that there exists an ε > 0 and
C such that

(i) exp−1 Holωσ(0)(γ) is well defined whenever ℓ(γ) < ε,

(ii) For every 0 < s ≤ 1 and γ with ℓ(γ) < ε,

‖ exp−1 Hol(δsγ) + Φσ∗Ω(δsγ)‖ ≤ Cs2mΩ .
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Let γ be an arbitrary curve with length ℓ(γ) < ε. Without loss of generality,
we may assume that γ is parametrized to have constant speed, so |γ̇(t)|g = ℓ(γ)
whenever it is defined. Let σ be a radial gauge. Give p ∈ P coordinates (x, a) ∈
N ×G if p = σ(x) · a and define γs = δsγ. In these coordinates, the horizontal lift
(γs(t), as(t)) of γs(t) to σ(0) is given by

ȧs(t) · as(t)
−1 = −σ∗ω(γ̇s(t)) =: As(t), as(0) = 1,

and as(1) = Holωσ(0)(γs).
By Lemma A.1, there is an ε0 < 1 such that whenever

‖As‖L∞ = max
t∈[0,1]

‖As(t)‖L∞ < ε0,

then exp−1 as(t) is well defined and
∥

∥

∥

∥

exp−1 as(1)−

∫ 1

0

As(t) dt

∥

∥

∥

∥

≤ C2‖As‖
2
L∞ ,

for some constant C2. Since (σ∗ω)(S) = 0,

−As(t) =

∫ s

0

∂

∂r
(σ∗ω)(γ̇r) dr =

∫ s

0

d(σ∗ω)

(

∂

∂r
γr, γ̇r

)

dr

=

∫ s

0

1

r
(σ∗Ω) (S(γr), γ̇r) dr.

Since ιSσ
∗Ω is of weight ≥ mΩ, there is a constant C3 such that

‖As‖L∞ ≤ C3s
m0ℓ(γ)m0 .

Hence, if we choose C3ε
m0 < ε0,

∥

∥

∥

∥

exp−1 as(1)−

∫ 1

0

As(t) dt

∥

∥

∥

∥

=
∥

∥exp−1 Holωp (δsγ)− Fp(δsγ)
∥

∥ ≤ C2C
2
3ε

2m0s2mΩ .

The result now follows.

3. Gauge-free formulation

3.1. Equivariant forms and adjoint bundle. Let π : P → M be a principal
bundle with structure group G. Let g be the Lie algebra of G. We can then
introduce a vector bundle Ad(P ) → M called the adjoint bundle by considering the
product bundle of P and M × g divided out by the right action

(p,A) · a = (p · a,Ad(a−1)A), p ∈ P,A ∈ g, a ∈ G.

We write [p,A] ∈ Ad(P ) for the equivalence class of (p,A) ∈ P × g.
Sections of Ad(P ) correspond to G-equivariant functions on P . A function

ϕ : P → g is called G-equivariant if f(p · a) = Ad(a−1)f(p). This function can be
considered as a section of Ad(P ) through the identification ϕ(x) = [p, ϕ(p)], p ∈ Px.
Similarly, a g-valued form α on P is called G-equivariant if

α(v1 · a, . . . , vq · a) = Ad(a−1)α(v1, . . . , vq).

Any G-equivariant form that vanishes on kerπ∗ can be considered as a form on M
with values in Ad(P ).

Let ω be a connection on π. Let hX denote the horizontal lift of a vector field
X with respect to ω. For any G-equivariant function ϕ, the function hXϕ is still
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G-equivariant. We denote the corresponding section of Ad(P ) by ∇ω
Xϕ, giving us

an affine connection ∇ω on Ad(P ). Remark that for any gauge (σ, U), we have

(3.1) σ∗∇ω
Xϕ = Xσ∗(ϕ) + [σ∗ω(X), σ∗ϕ].

3.2. Explicit formulas of weighted components. Let N be a Carnot group
with stratified Lie algebra n and with exponential coordinates z. We give two
formulas for the m-th homogeneous component of a general function f relative to
0 ∈ N . Let n be the dimension of N and define an index set Jn by

(3.2) Jn(0) = {∅}, Jn(j) = {1, . . . , n}j , Jn =

∞
⋃

j=0

Jn(j).

and define functions j, w, | · | : Jn → N by

(3.3) j(µ) = j, w(µ) =

j
∑

i=1

wµi
, |µ| =

j
∑

i=1

µi, for any µ ∈ Jn(j).

We use the convention that w(∅) = 0 and |∅| = 0.
By rearranging the terms of the usual Taylor expansion, we have

(3.4) f (m)(z) =
∑

µ∈Jn

w(µ)=m

1

j(µ)!

∂f

∂zµ
(x0)zµ,

where zµ = zµ1
· · · zµj

and ∂
∂zµ

= ∂
∂zµ1

· · · ∂
∂zµj

for any µ ∈ Jn(j). We use the

conventions z∅ = 1 and ∂
∂z∅

f = f . On the other hand, for any element Z ∈ n,

we have the Taylor expansion f(exp tZ) =
∑k

j=0
1
j! t

j(Zjf)(0) + O(tk+1). Since

z1, . . . , zn are exponential coordinates, we obtain

f(z1, . . . zn) =
∑

µ∈Jn

j(µ)≤k

zµ
j(α)!

(Zµf)(0) +O(|z|k+1).

with Zµ defined analogously to ∂
∂zµ

. Collecting all the homogeneous components

of this sum with k sufficiently large, we obtain

(3.5) f (m)(z) =
∑

µ∈Jn

w(µ)=m

zµ
j(µ)!

(Zµf)(0).

3.3. Weighted components of equivariant forms. In order to introduce ap-
proximations that are independent of choice of gauge, we will introduce Taylor
expansions of Ad(P )-valued forms. Let π : P → N be a principal bundle with
connection ω. Define δωs : P → P and ζ : P → N × P0 as in Section 2.2. For any

ϕ ∈ Γ(Ad(P )) and p ∈ P0, introduce Tay
ω
p (ϕ; k) =

∑k
m=0 ϕ

(m) where ϕ(m) : N → g

is defined by

ϕ(m)(x) =
dm

dsm
ϕ
(

δωs (ζ
−1(x, p))

)

∣

∣

∣

∣

s=0

.

We emphasize that Tayωp (ϕ; k) is a function on N , not on P .

We want to use (3.4) to give an explicit representation of ϕ(m). Write ∂j =
∂

∂zj

and let ∇ be the connection on N determined by ∇∂j = 0. Denote the induced
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connection by ∇ and ∇ω on Ad(P )-valued forms by the symbol ∇ω as well. Next,

for any j ≥ 1, define ∇ω,1
X ϕ = ∇ω

Xϕ and iteratively

∇ω,j+1
X0,X1,...,Xj

ϕ = ∇ω
X0

∇ω,j
X1,...,Xj

ϕ−∇ω,j
∇X0

X1,...,Xj
ϕ− · · · − ∇ω,j

X1,...,∇X0
Xj

ϕ.

Finally, for any µ ∈ Jn(j), we write

∇ω
µ = ∇ω,j

∂µ1
,...,∂µj

.

Then we have the expansion

(3.6) ϕ(m)(z) =
∑

µ∈Jn

w(µ)=m

zµ
j(µ)!

(∇ω
µϕ)(p).

Alternatively, we can use (3.5). Define a connection ∇ by the rule ∇Zj = 0.

Define ∇
ω,j analogously to the definition of ∇ω,j and furthermore

∇
ω
µ = ∇

ω,j
Zµ1

,...,Zµj
,

giving us

ϕ(m)(z) =
∑

µ∈Jn

w(µ)=m

zµ
j(µ)!

(∇ω
µϕ)(p)

as well.
We extend the definition of Tayωp (α; k) =

∑k
m=q α

(m) to a general q-form α with

values in Ad(P ) as in Section 2.3. Remark that

Tayωp·a(α; k) = Ad(a−1)Tayωp (α; k),

and, in particular, the number 0 ≤ mα ≤ ∞ defined by

(3.7) mα = sup
{

m ∈ Z : α(m)(0) = 0
}

,

is independent of p ∈ P0.

3.4. Gauge-free Taylor expansion. The curvature for Ω is an Ad(P )-valued
valued 2-form on M . We will define an expansion of holonomy using the Taylor
expansion of Ω that does not depend on gauge.

Theorem 3.1. Let π : P → N be a principal bundle with connection ω. Let p ∈ P0

be an arbitrary element. Define

F k
p (γ) =

∫

disk(γ)

Tayωp (Ω; k).

Then for any k < 2mΩ,

Holωp = exp
(

−F k
p +O(ℓk+1)

)

.

Remark 3.2. F k
p (γ) is a linear combination of terms involving iterated covariant

derivatives of Ω at 0, whose coefficients are moments (integrals of polynomial 1-
forms along γ). It is gauge free in the sense that ∇ω

µΩ(p) does not depend on a
choice of local gauge. This will be more apparent in the computation of examples
in section 6.
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3.4.1. Proof of Theorem 3.1. By Theorem 2.6

Holωp = exp
(

−Φσ∗Ω +O(ℓ2m0)
)

.

We write Φσ∗Ω = F k
p +Φα such that

α = σ∗Ω− Tayp(σ
∗Ω; k).

Since α is of order ≥ k + 1, the result follows from Lemma 2.8.

4. Privileged coordinates and general Riemannian and
sub-Riemannian spaces

4.1. Privileged coordinates. Let us now consider a sub-Riemannian manifold
(M,D, g) with D being bracket-generating, but with no further assumptions. Such
manifolds do not have dilations in general. However, we can locally find coordinate
systems that play a role similar to the exponential coordinates of Section 2.2.

Let x0 be a regular point of M . Let U be a neighborhood of x0 where the growth
vector n(·) is constant. All points in this neighborhood will be regular and of the
same step λ. Hence, by replacing M with U , we may assume that the horizontal
bundle D is equiregular with constant growth vector n = (n1, n2, . . . ). Relative
to this growth vector, for any 1 ≤ i ≤ n, define the i-th weight wi as the integer
uniquely determined by

nwi−1 < i ≤ nwi
,

with the convention that n0 = 0.

Definition 4.1. Let D be a bracket-generating, equiregular subbundle with corre-
sponding flag D ⊆ D2 ⊆ · · · ⊆ Dλ = TM and growth vector n = (n1, n2, . . . , nλ).
Let z : U ⊆ M → Rn be a local coordinate system such that z(U) = Rn and
z(x0) = 0 for some x0 ∈ U .

(a) The coordinate system (z, U) is called linearly adapted at x0 if dzi(D
j
x0
) = 0

whenever nj < i.
(b) A function f defined in some neighborhood of x0 is said to have order ≥ m at x0

if for any j = 0, 1, . . . ,m − 1 and any collection of vector fields X1, . . . , Xj ∈
Γ(D), we have

(X1 · · ·Xjf)(x0) = 0.

Furthermore, f is said to have order m if it is of order ≥ m but not of order
≥ m+ 1.

(c) The coordinate system (z, U) is called privileged if zi has order wi at x0. Any
such coordinate system will be linearly adapted at x0.

For any sub-Riemannian manifold (M,D, g) and any x0 ∈ M , there exist priv-
ileged coordinate systems centered at x0. For a construction, see [2, Section
4.3]. Note that the definition of a privileged coordinate system at x0 for a sub-
Riemannian manifold (M,D, g) only depends on D, but not on g. The following
characterization of the order of functions is found in [2, Proposition 4.10].

Proposition 4.2. Let f be a function defined around x0. Let d be the Carnot-
Carathéodory metric of (M,D, g). The following are equivalent.

(a) f has order ≥ m at x0.
(b) f(x) = O(d(x0, x)

m) for x → x0.
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Let (z, U) be a privileged coordinate system and define δs : U → U such that

δs : (z1, z2, . . . , zi, . . . , zn) 7→ (sw1z1, s
w2z2, . . . , s

wizi, . . . , s
wnzn).

Relative to this privileged coordinate system, define functions, forms and vector
fields of weight m or ≥ m as in Section 2.3. We warn the reader not to confuse
notions of weight and order. In particular, for an arbitrary function f, being of order
m at x0 is an intrinsic property of f and D while being homogenous of weight m is
something that depends on the chosen privileged coordinate system. These notions
are however related in the following way, see [2, Section 5.1].

Lemma 4.3. A function f is of order ≥ m at x0 if and only if it has weight ≥ m
relative to any privileged coordinate system centered at x0. In particular, f has
order m at x0 if and only if it has weight ≥ m, but not weight ≥ m+ 1.

Lemma 4.3 also gives us the following corollary.

Corollary 4.4. Relative to a privileged coordinate system (z, U) centered at x0, if
a function, differential form or vector field has weight ≥ m (resp. not weight ≥ m),
then the same holds true relative to any other privileged coordinate system.

Proof. The statement is true for functions by Lemma 4.3. In particular, the function
zi must have weight ≥ wi but not weight ≥ wi + 1 with respect to any privileged
coordinate system. The same must then hold true for the form dzi. This gives us
the desired result for forms since, near x0, all such forms can be written as a sum
of elements fdzi1 ∧ · · · ∧ dziq for some function f . Finally, any vector field X is of
weight ≥ m if and only if for any one-form α of weight ≥ m2 we have that α(X)
is of weight ≥ m+m2, which shows independence of privileged coordinate system
for vector fields as well. �

Relative to a privileged coordinate system, we can define a radial gauge as in
Lemma 2.3.

Theorem 4.5. Let π : P → M be a principal bundle over a sub-Riemannian
manifold (M,D, g), equipped with a connection ω. Let x0 ∈ M be a regular point
of (M,D, g). Let (z, U) be any privileged coordinate system around x0. For any
p ∈ Px0

, let σ : U → P |U be the corresponding radial gauge satisfying σ(x0) = p.
Define

Fp(γ) =

∫

disk(γ)

σ∗Ω.

Assume that σ∗Ω has weight ≥ mΩ at x0. Then

Holωp = exp
(

−Fp +O(ℓ2mΩ)
)

.

We will give the proof in Section 4.3.

4.2. Tangent cone of a sub-Riemannian space at a regular point. Let x0

be a given regular point (M,D, g). By choosing an appropriate neighborhood U of
x0, we can make the following assumptions.

(i) All points in U are regular. Hence, D|U is equiregular with growth vector
(n1, . . . , nλ).

(ii) D|U has a global orthonormal basis X1, . . . , Xn1
.

(iii) There is a privileged coordinate system z : U → R
n centered at x0.
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For now on, we will replace M with U and consider the sub-Riemannian manifold
(U,D, g). We will use the privileged coordinates (z1, . . . , zn) to identify U with Rn.
In particular, we identify x0 with 0.

Define Z1, . . . , Zn1
as the −1 homogeneous component of our orthonormal basis,

meaning that
Zj(z) := lim

s↓0
s(δ∗sXj)(z), z ∈ U.

Let n = Lie{Z1, . . . , Zn1
} be the Lie algebra generated by these vector fields. Since

these vector fields are homogeneous of weight −1 and since there are no nonzero
homogeneous vector fields of weight < −λ, the Lie algebra n must be nilpotent of
step at most λ by (2.6). Actually, from [2], we can conclude the following.

Theorem 4.6. (a) The vector fields Z1, . . . , Zn1
are linearly independent at every

point.
(b) Define a sub-Riemannian structure on (D̂, ĝ) such that Z1, . . . , Zn1

is an or-

thonormal basis. Then D̂ and D have the same growth vector. Furthermore,
(U, D̂, ĝ) is a sub-Riemannian Carnot group of step λ, n is its Lie algebra and
(z1, . . . , zn) are exponential coordinates with respect to some basis of n.

(c) If d̂ is the Carnot-Carathéodory metric of (D̂, ĝ), then (U, d̂) is the metric
tangent cone of (M, d) at x0 in the sense of Gromov-Hausdorff convergence.

(d) For any ρ > 0 there exists an ε > 0 such that

(1 − ρ)d̂(0, x) ≤ d(0, x) ≤ (1 + ρ)d̂(0, x).

whenever d(0, x) < ε.

4.3. Dilation of extended space and proof of Theorem 4.5. We continue
with the notation and assumptions of Section 4.2. Introduce a space Ũ = R>0 ×U
with coordinates (s, z) = (s, z1, . . . zn). Define a projection ν : Ũ → U by (s, z) 7→ z.

Consider any vector field X on U with local flow etX as a vector field on Ũ by

(Xf)(s, z) =
d

dt
f(s, etX(z))

∣

∣

∣

∣

t=0

.

Introduce a map δ̃s : Ũ → Ũ by

δ̃s(s0, z0) = (ss0, δs(z)).

Then ν ◦ δ̃s = δs ◦ ν, and so δ̃∗sν
∗α = ν∗δ∗sα for any form on U .

Relative to the global orthonormal basis X1, . . . , Xn1
of D, define vector fields

X̃1, . . . , X̃n1
by

X̃j(s, z) := s−1(δ̃∗1/sXj)(s, z).

Define a sub-Riemannian structure (D̃, g̃) on Ũ such that the vector fields X̃1, . . . X̃n1

form an orthonormal basis. The subbundle D̃ is then not bracket-generating, but
we will still consider the Carnot-Carathéodory metric d̃ of (D̃, g̃). By definition,

any D̃-horizontal curve is on the form γ̃(t) = (s, δsγ(t)) where γ(t) is a D-horizontal
curve in U and s > 0. Furthermore, if γ(t) has finite length, then

ℓ(γ̃) :=

∫ 1

0

∣

∣ ˙̃γ(t)
∣

∣

g̃
dt = sℓ(γ).

As a consequence,

d̃
(

(s1, z1), (s2, z2)
)

=

{

∞ if s1 6= s2,
s1d(z1, z2) if s1 = s2.
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The manifold U is isometric to the submanifold {(1, z) ∈ Ũ : z ∈ U} and we will
identify these two manifolds from now on.

Lemma 4.7. Let α be a two-form on U that is of weight ≥ m taking values in
some finite dimensional vector space g. Consider the map

Φα : L (0, U) → g, γ 7→

∫

disk(γ)

α.

Then Φα = O(ℓm).

Proof. It is sufficient to consider the case g = R. We consider L (0, U) as a subset

L (Ũ). Define Φ̃ : L (Ũ) → R by Φ̃(γ̃) = Φα(ν(γ)). Consider any loop γ̃(t) =
(s0, δs0γ(t)) where γ is a horizontal loop in U of length ℓ(γ) and s0 ≥ 1. Assume
that ℓ(γ̃) ≤ ε so that s0ℓ(γ) ≤ ε. Furthermore, choose ε sufficiently small such that
1
2 d̂(0, x) ≤ d(0, x) ≤ 3

2 d̂(0, x) whenever d(0, x) < 2ε.

Write ιSα =
∑n

i=1 fjdzi and define βs as

βs =

n
∑

j=1

swj

(
∫ 1

0

rwj−1(δ∗srfj)dr

)

dzj.

By possibly choosing ε smaller, we can assume that

|fj |(x) ≤ Cjd(0, x)
m−1 ≤ (

3

2
)m−1Cj d̂(0, x)

m−1,

whenever x < ε. Since d(0, δs0γ(t)) < ε, we have

(i) Φ̃(δ̃sγ̃) = Φα(δs0sγ) =
∫ 1

0 βs0s(γ̇(t))dt,

(ii) |Φα(δs0sγ)| ≤ ℓ(γ)
∫ 1

0
|βs0s|g∗(γ(t)) dt,

(iii) If C0 = max1≤j≤n1
{Cj}, then for 0 < s ≤ 1,

|βs0s|g∗(x) ≤
3m−1n1s

m
0 sm

2m−1
C0

(
∫ 1

0

rm−1dr

)

d̂(0, x)m−1

≤
3m−1n1s

m
0 sm

m
C0d(0, x)

m−1.

As a consequence, ‖Φα(δs0sγ)‖ ≤ 3n1C0ε
m

2m−1m sm.

Hence, ‖Φ̃(δsγ̃)‖ ≤ 3n1C0ε
m

2m−1m sm and since Ũ a metric space with dilations, Φ̃ =
O(ℓm) by Lemma 2.7 . As a consequence, we finally have Φ = O(ℓm). �

Proof of Theorem 4.5. Define U and Ũ as above. Consider the pull-back bundle
ν∗π : ν∗P → Ũ and define prP : ν∗P → P by (s, z, p) 7→ p for (s, z) ∈ Ũ and p ∈ P .
This gives us a pull-back connection ω̃ = pr∗P ω on ν∗π, which has curvature pr∗P Ω.

We may now modify the proof of Theorem 2.6 as in the proof of Lemma 4.7 for
the result. �

Remark 4.8. The gauge free expression of F k
p found in Section 3 can be used in

Theorem 4.5 as well.

Remark 4.9. Assume that (z, U) is a coordinate system satisfying all conditions
of a privileged coordinate system centered at x0 except that z(U) = V ⊆ R

n

where V is some neighborhood of 0. Define δs : Rn → Rn by δs(z1, . . . , zn) =
(sz1, . . . , s

wizi, . . . , s
λzn). Consider the norm, ‖z‖ =

∑n
i=1 |zi|

1/wi , and define

Vr = {z ∈ R
n : ‖z‖ ≤ 1}.
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Let ε > 0 be such that Vε ⊆ V and define U∨ = z−1(Vε). We can then for s ≤ 1,
define dilations δ∨s : U∨ → U∨. Finally, taking a diffeomorphism φ : Vε → Rn such
that φ|Vε/2 = id, it follows that we can define a proper privileged coordinate system
z̃ = φ ◦ z|U∨ whose dilations equals δ∨s for points close to x0.

Hence, if we have a coordinate system (z, U) which in privileged in all ways
apart from being surjective, we can still define Taylor expansions as in Section 3
with these coordinates and Theorem 4.5 is still valid.

5. Increase of order in the sub-Riemannian case

If d is the Carnot-Carathéodory metric of a sub-Riemannian structure (D, g),
any curve of finite length is D-horizontal. Hence, when considering the expansion
of holonomy in terms of length, the following concept is natural to consider. If
P → M is a principal bundle and D is a subbundle of TM then two connections
ω and ω̃ are called D-equivalent if ω(v) = ω̃(v) for any v ∈ TP with π∗v ∈ D. Let

[ω]D denote the equivalence class of ω. By definition, Holωp (γ) = Holω̃p (γ) for any
D-horizontal loop γ based at x ∈ M , p ∈ Px and ω̃ ∈ [ω]D.

Assume that D is an equiregular subbundle with corresponding flag D = D1 ⊆
D2 ⊆ · · · ⊆ Dλ. Denote by D0 the zero section of TM . Let Ann(Dj) denote the
subbundle of T ∗M of covectors vanishing on Dj .

Definition 5.1. A two-vector-valued one-form χ ∈ Γ(T ∗M ⊗
∧2

TM) is called a
selector of D if it satisfies the following two properties.

(i) For 0 ≤ j ≤ r − 1, χ(Dj+1) ⊆
∧2

Dj.
(ii) For 1 ≤ j ≤ r − 1 and any α ∈ Γ(Ann(Dj)),

v 7→ α(v) + dα(χ(v))

vanishes on Dj+1.

Relative to such a selector χ, the corresponding contraction operator

ιχ :

2
∧

T ∗M → T ∗M

is defined by (ιχη)(v) = η(χ(v)), v ∈ TxM , η ∈
∧2

T ∗
xM , x ∈ M . It was shown in

[3] that any equiregular subbundle D has at least one selector. Actually, from the
construction in [3, Lemma 2.7], we know that D has a selector such that χ(Dj) ⊆
⊕j−1

i=1 Di ⊕Dj−i for any j = 2, . . . , λ. From the same reference, we also have the
following relation between holonomy along D-horizontal curves and selectors.

Theorem 5.2. Let χ be a selector of D ⊆ TM . Let ω be an arbitrary connection
on a principal bundle P → M . Then there exists a unique connection ω̃ ∈ [ω]D
such that its curvature Ω̃ satisfies

ιχΩ̃ = 0.

Furthermore, for any x ∈ M and p ∈ Px, this connection satisfies
{

Holω̃p (γ) :
γ is D-horizontal
γ(0) = γ(1) = x

}

=
{

Holω̃p (γ) : γ ∈ L (x)
}

.

Finally, if Ω is the curvature of ω, then

ω̃ = ω + ιχ

λ−1
∑

j=1

(

λ− 1

j

)

(Lωιχ)
j−1Ω,(5.1)
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Ω̃ = (id+Lωιχ)
λ−1Ω,(5.2)

where λ is the step of D and Lω : Γ(T ∗M ⊗ Ad(P )) → Γ(
∧2

T ∗M ⊗ Ad(P )) is
given by

(5.3) Lωα = d∇
ω

α+
1

2
[α, α].

We see that a choice of selector gives us a unique way of choosing a connection
in a D-equivalence class, which is “optimal”, in the sense that the holonomy of any
loop γ is also the holonomy of some D-horizontal curve. Recall that the exterior
covariant derivative d∇

ω

of Ad(P )-valued j-forms is determined by the following
rules,

(i) For j = 0, any d∇
ω

ϕ = ∇ωϕ for any ϕ ∈ Γ(Ad(P )),
(ii) If α is an Ad(P )-valued j-form and β a real-valued form

d∇
ω

(α ∧ β) = d∇
ω

α ∧ β + (−1)jα ∧ dβ.

If the increase in the growth vector is maximal, then we can improve our expan-
sion by changing our connection to a D-equivalent one. Given n1 = rank(D), the
maximal increase in the growth vector (n1, . . . , nλ) is given by the free nilpotent
Lie algebra. The free nilpotent Lie algebra f[n1; k] of step k with n1 generators is
defined as the free Lie algebra on n1 generators divided by the ideal generated by
brackets of length greater than k. If we define ν[n1; k] = rank(f[n1; k]), then

nk ≤ ν[n1;λ].

Remark in particular that n2 ≤ ν[n1; 2] =
1
2n1(n1 − 1).

Corollary 5.3. Let (M,D, g) be a sub-Riemannian manifold with D equiregular
of step λ, with canonical flag D ⊆ D2 ⊆ · · · ⊆ Dλ = TM and with growth vector
(n1, . . . , nλ). Let ω be some connection on π : P → M .

(a) Assume that Ω̃ defined as in (5.2) vanishes on
∑k−1

i=1 Di ⊕Dk−i. Then

Holωp = exp
(

−F̃ 2k+1
p +O(ℓ2k+2)

)

,

where F̃ j
p (γ) =

∫

disk(γ)
Tayω̃p (Ω̃; j), ω̃ is defined as in (5.1) and Tayω̃p (Ω̃; j) is

defined relative to some privileged coordinate system centered at x ∈ M .
(b) Assume that nk = ν[n1, k]. Let χ be a selector satisfying

χ(Dj) ⊆

j−1
⊕

i=1

Di ⊕Dj−i, j = 2, . . . , k,

and define Ω̃ as (5.2) relative to χ. Then Ω̃ vanish on
∑k−1

i=1 Di ⊕Dk−i.

Proof. The first statement follows by Theorem 5.2 and from the fact that if Ω̃
vanish on ⊕k−1

i=1 D
i ⊕Dk−i, it must have weight ≥ k+1. For the second statement,

observe that nj = ν[n1, j] for any j = 1, . . . , k. Let hX denote the horizontal lift
of a vector field on M to P with respect to ω̃. Write E = ker ω̃, Ej = {w ∈ E :

π∗w ∈ Dj} and E j = Γ(Ej). Note that rankEj = nj . If we then define F1 = E1

and F j+1 = F j + [F1,F j ], we claim that E j = F j for any i = 1, . . . , k.

We will first show that Ej = F j for any j = 1, . . . , λ by induction. Assume that

Ej = F j for some j. For any vector field Z ∈ Γ(Dj+1) with χ(Z) =
∑l

i=1 Xi ∧ Yi
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and for any α, we have α(Z −
∑l

i=1[Xi, Yi]) = α(Z) + dα(χ(Z)) = 0. This means
that

Z = Z0 +

l
∑

i=1

[Xi, Yi],

for some Z0 ∈ Γ(Dj). By our assumptions Xi ∧ Yi also take values in
⊕j

i=1 D
i ⊕

Dj+1−i. Since we know that Ω̃(χ(Z)) = 0 =
∑l

i=1 Ω(Xi, Yi), we have that

hZ = hZ0 +
l
∑

i=1

[hXi, hYi] ∈ F j+1.

This completes the induction step.
As a consequence of the above statement,

Ej
x ⊆ F j

x = {Y (x) : Y ∈ F j} ⊆ TxM,

for any x ∈ M . However, since E1 has rank n1, we must have rankF j
x ≤ ν[n1, k] =

rankEj for j = 1, . . . , k and so Ej = F j . This means that for any vector field
X ∈ Γ(Di) and Y ∈ Γ(Dk−i), we have

[hX, hY ] ∈ Γ(Ek),

which is equivalent to the curvature vanishing on
∑k

i=1 D
i ⊕Dk−i.

�

6. Examples

6.1. Euclidean space. Consider the special case when N is an inner product
space. Let x0 ∈ N be an arbitrary point. We may choose coordinates (z1, . . . , zn)
so that we can identify N with Rn with the standard inner product and x0 = 0.
Write ∂k = ∂

∂zk
. Let π : P → Rn be a principal bundle with connection ω and

curvature Ω. Since any Ω has mΩ ≥ 2, we have

Holωp = exp
(

−F 3
p +O(ℓ4)

)

,

with F k
p as in Theorem 3.1 and p ∈ P0. Write Ω = 1

2

∑n
i,j=1 Ωijdzi ∧ dzj with

Ωij ∈ Γ(Ad(P )), Ωij = −Ωji. Then

F 3
p (γ) =

1

2

n
∑

i,j=1

∫

disk γ

(

Ωij(p) +
n
∑

k=1

zk∇
ω
∂k
Ωij(p)

)

dzi ∧ dzj

=
1

2

n
∑

i,j=1

Ωij(p)

∫

γ

zidzj +
1

3

n
∑

i,j,k=1

∇ω
∂k
Ωij(p)

∫

γ

zizkdzj .

If (σ, U) is any gauge around 0 such that σ(0) = p, and we write (σ∗ω)(∂k) = ωσ
k

and σ∗Ωij = Ωσ
ij , then

F 3
p (γ) =

1

2

n
∑

i,j=1

Ωσ
ij(0)

∫

γ

zidzj(6.1)

+
1

3

n
∑

i,j,k=1

(

(∂kΩ
σ
ij)(0) + [ωσ

k (0),Ω
σ
ij(0)]

)

∫

γ

zizkdzj .
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6.2. Riemannian manifolds. For any n-dimensional Riemannian manifold (M, g)
and point x0 ∈ M , choose a normal coordinate system (z, U) centered at x0.
This coordinate system satisfies all assumptions of privileged coordinate system
except surjectivity. It follows from Remark 4.9 that for any p ∈ Px0

, Holωp =

exp
(

−F 3
p +O(ℓ4)

)

with F 3
p written as in (6.1) in the coordinates (z, U).

6.3. The Heisenberg group. Consider the 3-dimensional Heisenberg group N .
This is the Carnot group of step 2 with Lie algebra

n = n1 ⊕ n2, n1 = span{Z1, Z2}, n2 = span{Z3}.

where n2 is the center and [Z1, Z2] = Z3. Denote the left invariant vector fields
corresponding to Z1, Z2, Z3 by the same symbol. If we give the point exp(xZ1 +
yZ2 + zZ3) coordinates (x, y, z) then

Z1 =
∂

∂x
−

1

2
y
∂

∂z
, Z2 =

∂

∂y
+

1

2
x
∂

∂z
, Z3 =

∂

∂z
.

The corresponding coframe is given by dx, dy and θ = dz + 1
2 (ydx− xdy).

We want to compute our approximation of holonomy on N . Using left transla-
tion, it is sufficient to consider loops based at 0. We will use Theorem 5.2. The
unique selector χ of D is given by

χ : Z1 7→ 0, Z2 7→ 0, Z3 7→ Z1 ∧ Z2.

The corresponding contraction operator is

ιχ : dx ∧ dy 7→ θ, dx ∧ θ 7→ 0, dy ∧ θ 7→ 0.

Write Ω = Ω1dx ∧ θ +Ω2dy ∧ θ +Ω3dx ∧ dy. Define

Ω̃ = Ω + d∇
ω

Ω3 ∧ θ =
(

Ω1 +∇ω
Z1
Ω3
)

dx ∧ θ +
(

Ω1 +∇ω
Z2
Ω3
)

dy ∧ θ

=: Ψ1dx ∧ θ +Ψ2dy ∧ θ,

and ω̃ = ω + β, where
β = ιχΩ = Ω3θ.

Notice that for any ϕ ∈ Γ(Ad(P )) and vector field X , we have ∇ω̃
Xϕ = ∇ω

Xϕ +
[β(X), ϕ].

We now want to compute Tayω̃p (Ω̃; 5) = Tayωp (Ψ
1; 2)dx ∧ θ +Tayωp (Ψ

2; 2)dy ∧ θ.

With ∇
ω̃
α defined as in Section 3.3 and for j = 1, 2,

Tayp(Ψ
j , 2)

= Ψj(p) + z1∇
ω̃
1Ψ

j(p) + z2∇
ω̃
2Ψ

j(p) + z3∇
ω̃
3Ψ

j(p)

+
1

2

(

z21∇
ω̃
1,1Ψ

j(p) + z22∇
ω̃
2,2Ψ

j(p)
)

+
z1z2
2

(

∇
ω̃
1,2Ψ

j(p) + z22∇
ω̃
2,1Ψ

j(p)
)

= Ψj(p) + z1∇
ω
1Ψ

j(p) + z2∇
ω
2Ψ

j(p) + z3
(

∇
ω
3Ψ

j(p) + [Ω3,Ψj]
)

+
1

2

(

z21∇
ω
1,1Ψ

j(p) + z22∇
ω
2,2Ψ

j(p)
)

+
z1z2
2

(

∇
ω
1,2Ψ

j(p) + z22∇
ω
2,1Ψ

j(p)
)

which equals

Tayp(Ψ
j , 2)

= Ωj(p) + z1∇
ω
1Ω

j(p) + z2∇
ω
2Ω

j(p) + z3
(

∇
ω
3Ω

j(p) + [Ω3,Ωj ]
)

+
1

2

(

z21∇
ω
1,1Ω

j(p) + z22∇
ω
2,2Ω

j(p)
)

+
z1z2
2

(

∇
ω
1,2Ω

j(p) + z22∇
ω
2,1Ω

j(p)
)
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+∇
ω
j Ω

3(p) + z1∇
ω
1,jΩ

3(p) + z2∇
ω
2,jΩ

3(p) + z3
(

∇
ω
3,jΩ

3(p) + [Ω3,∇ω
j Ω

3]
)

+
1

2

(

z21∇
ω
1,1,jΩ

3(p) + z22∇
ω
2,2,jΩ

3(p)
)

+
z1z2
2

(

∇
ω
1,2,jΩ

3(p) +∇
ω
2,1,jΩ

3(p)
)

.

In conclusion, we obtain

Holωp = exp
(

−F 5
p +O(ℓ6)

)

,

where F 5
p =

∫

disk(γ)
Tayω̃p (Ω̃; 5) =

∫

γ
q1(xθ − 2zdx) +

∫

γ
q2(yθ − 2zdy), where

qj(z) =
1

3
Ωj(p) +

z1
4
∇

ω
1Ω

j(p) +
z2
4
∇

ω
2Ω

j(p) +
z3
5

(

∇
ω
3Ω

j(p) + [Ω3,Ωj ]
)

+
1

10

(

z21∇
ω
1,1Ω

j(p) + z22∇
ω
2,2Ω

j(p)
)

+
z1z2
10

(

∇
ω
1,2Ω

j(p) + z22∇
ω
2,1Ω

j(p)
)

+
1

3
∇

ω
j Ω

3(p) +
z1
4
∇

ω
1,jΩ

3(p) +
z2
4
∇

ω
2,jΩ

3(p) +
z3
5

(

∇
ω
3,jΩ

3(p) + [Ω3,∇ω
j Ω

3]
)

+
1

10

(

z21∇
ω
1,1,jΩ

3(p) + z22∇
ω
2,2,jΩ

3(p)
)

+
z1z2
10

(

∇
ω
1,2,jΩ

3(p) +∇
ω
2,1,jΩ

3(p)
)

.

6.4. Sub-Riemannian Hopf fibration. Consider the Lie algebra su(2) given by
basis X1, X2 and X3 and relations

[X1, X2] = X3, [X2, X3] = X1, [X3, X1] = X2.

This can be considered as the Lie algebra of the group of matrices SU(2) of the
form

a =

(

w1 w2

−w̄2 w̄1

)

, w1, w2 ∈ C, |w1|
2 + |w2|

2 = 1.

In these coordinates and with wj = uj + ivj , j = 1, 2, we can identify X1, X2 and
X3 with the left invariant vector fields

2X1 = −u2∂u1
− v2∂v1 + u1∂u2

+ v1∂v2 ,

2X2 = −v2∂u1
+ u2∂v1 − v1∂u2

+ u1∂v2 ,

2X3 = −v1∂u1
+ u1∂v1 + v2∂u2

− u2∂v2 .

Introduce a sub-Riemannian structure (D, g) on SU(2) by defining X1 and X2 to
be an orthonormal basis.

On the neighborhood U = {a ∈ SU(2) : u1 > 0}, define coordinates

z : U → R
3, a 7→ (2u2, 2v2, 2v1) .

This is a privileged coordinate system centered at the identity (u1, v1, u2, w2) =
(1, 0, 0, 0) apart from the requirement of surjectivity. Furthermore, the dilations
δs : U → U are well defined for 0 < s ≤ 1.

The vector fields X1, X2, X3 in the coordinate system z are given by

X1 = z1Y +
√

1− |z|2∂z1 + z3∂z2 − z2∂z3 ,

X2 = z2Y − z3∂z1 +
√

1− |z|2∂z2 + z1∂z3 ,

X3 = z3Y + z2∂z1 − z1∂z2 +
√

1− |z|2∂z3 .

Y =
1

√

1− |z|2
(z1∂z1 + z2∂z2 + z3∂z3)

Define α1, α2, α3 as the coframe dual toX1, X2, X3. In the coordinates (z1, z2, z3)
this is given by

α1 =
√

1− |z|2dz1 + z3dz2 − z2dz3,
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α2 = −z3dz1 +
√

1− |z|2dz2 + z1dz3

α3 = z2dz1 − z1dz2 +
√

1− |z|2dz3.

Let P → SU(2) be a principal bundle with connection ω. We study the holonomy
of horizontal loops based at 1. Let Ω be the curvature of ω, given in the coframe by
Ω = Ω1α1 ∧ α3 +Ω2α2 ∧ α3 +Ω3α1 ∧ α2. with Ωj ∈ Γ(AdP ). The unique selector

χ : T ∗M →
∧2

T ∗M is given by

χ : X1 7→ 0, X2 7→ 0, X3 7→ X1 ∧X2.

This allows us to us to use the connection ω̃ = ω +Ω3α1 and curvature

Ω̃ = (Ω1 +∇ω
X1

Ω3)α1 ∧ α3 + (Ω2 +∇ω
X2

Ω3)α2 ∧ α3 =: Ψ1α1 ∧ α3 +Ψ2α2 ∧ α3,

which has order ≥ 3.
For j = 1, 2, consider the vector fields Zj = lims↓0 sδ

∗
sXj and define Z3 =

[Z1, Z2] = lims↓0 s
2δ∗sX3. Then

Z1 = ∂z1 − z2∂z3 , Z2 = ∂z2 + z1∂z3 , Z3 = ∂z3 .

Furthermore, S = z1Z1 + z2Z2 + 2z3Z3. Let ∇ be the connection such that Z1,
Z2, Z3 are parallel. The corresponding frame is given by dz1, dz2 and θ = dz3 +
z2dz1 − z1dz2. It follows that

Ω̃ = Ξ1dz1 ∧ θ + Ξ2dz2 ∧ θ + Ξ3dz1 ∧ dz2,

with

Ξ1 = Ψ1(1− z21 − z23)−Ψ2(z3
√

1− |z|2 + z1z2),

Ξ2 = Ψ1(z3
√

1− |z|2 − z2z1) + Ψ2(1 − z22 − z23).

Ξ3 = −Ψ1(1 −
√

1− |z|2)(z1
√

1− |z|2 + z2z3)

+Ψ2(1 −
√

1− |z|2)(z1z3 − z2
√

1− |z|2),

Hence, Holωp = exp
(

−F 5
p +O(ℓ6)

)

where

F 5
p (γ) =

∫

disk(γ)

Tayω̃p (Ξ
1; 2)dz1 ∧ θ +

∫

disk(γ)

Tayω̃p (Ξ
2; 2)dz2 ∧ θ

+

∫

disk(γ)

Tayω̃p (Ξ
3; 3)dz1 ∧ dz2.

Appendix A. Approximation of ODEs in Lie groups

A.1. Lie groups and right logarithmic derivatives. Let G be a connected Lie
group with Lie algebra g. For any continuous curve [0, t1] → g, t 7→ A(t), consider
the initial value problem on G,

ȧ(t) = A(t) · a(t), a(0) = 1.

Assume that for any t ∈ [0, t1] the curve Q(t) = exp−1 a(t) in g is well defined.
Note that

d exp : TAg → TexpAG, B 7→ exp(A) · f(adA)B, f(z) =
1− e−z

z
.

Hence

f(adQ(t))Q̇(t) = A(t), Q(0) = 0,
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and

(A.1) Q̇(t) = g(adQ(t))A(t), g(z) =
z

1− e−z
.

Consider g as a subalgebra of gl(q,C) for some q > 0 and let ‖·‖ be a Banach
algebra norm on gl(q,C). Write ‖A‖L∞[0,t] = sups∈[0,t] ‖A(s)‖.

Lemma A.1. Define constants B1 and B2 such that on the disk {z ∈ C : |z| ≤ π},

|g(z)| ≤ B1, |g′(z)| ≤ B2.

Define
‖ ad ‖ = sup{‖ ad(A1)A2‖ : ‖A1‖ = ‖A2‖ = 1}.

Then there exists ε > 0, such that for any A : [0, T ] → g with

t‖A‖L∞[0,t] < ε,

we have
∥

∥

∥

∥

Q(t)−

∫ t

0

A(s) ds

∥

∥

∥

∥

≤
‖ ad ‖t2B2

2

1− ‖ ad ‖B2ε
‖A‖2L∞[0,t].

Proof. We want to estimate Q(t) using Picard iteration. For any t > 0, write Mt =

sups∈[0,t] ‖A(s)‖. Define A (Q)(t) =
∫ t

0
g(adQ(s))A(s) ds and write b = π/‖ ad ‖.

Note that
‖A (Q)‖L∞[0,t] ≤ tMtB1 whenever ‖Q‖L∞[0,t] ≤ b,

and
‖A (Q1 −Q2)‖L∞[0,t] ≤ tMtB2‖ ad ‖‖Q1 −Q2‖L∞[0,t].

Define B = max{B1‖ ad ‖/π,B2‖ ad ‖} and assume that tMt < 1/B. Then it
follows that Q(t) = limn→∞ A

n(0) is the solution of (A.1) and

‖Q(t)− A (0)(t)‖ ≤ ‖Q− A (0)‖L∞[0,t]

≤ tMtB2‖ ad ‖‖Q(t)‖L∞[0,t] ≤
t2M2

t B
2
2

1− tMtB2
.

The result follows from choosing ε ≤ 1/B.
�
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versité Paris-Saclay, 3 rue Joliot-Curie, 91192 Gif-sur-Yvette, France and University
of Bergen, Department of Mathematics, P. O. Box 7803, 5020 Bergen, Norway.

E-mail address: erlend.grong@gmail.com
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