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# EASY ISING <br> OR <br> CURIE-WEISS MODEL EXPLAINED TO ERGODICISTS 

RENAUD LEPLAIDEUR AND FRÉDÉRIQUE WATBLED


#### Abstract

We state a dictionary for thermodynamic formalism within the CurieWeiss model between the Probability-Statistical Mechanics and the Ergodic viewpoints. Limits for probabilistic Gibbs measures are identified as combinations of, say $N(\beta)$, dynamical conformal measures. Phase transitions are then related to a change in $N(\beta)$ as $\beta$ moves.

More surprising we point out that, to be closer to what is done in Statistical Mechanics, ergodicists should study the supremum of the sum of the entropy and the square of the integral of the potential instead of the sum of the entropy and the integral of the potential.


## 1. Introduction

1.1. Background, main motivations and results. The notion of Gibbs measure comes from Statistical Mechanics. It has been studied a lot from the probabilistic viewpoint (see [13, 7, 9, 10]). This notion was introduced in Ergodic Theory in the 70's by Sinai, Ruelle and Bowen (see [24, 25, [23, 22, 3]). Since that moment, the thermodynamic formalism became in Dynamical Systems a pure mathematical question and somehow disconnected from the original physical questions.

Since the 00 's, ergodicists started to reconnect the questions in Dynamical Systems with the original physical ones. Notions as ground states and phase transitions were re-defined and investigated from the ergodic viewpoint. From that moment, the sharing of the vocabulary started to be a source of confusion, and the main motivation for this paper is to make clear some similitudes and differences between Gibbs measures within the probabilistic or the ergodic viewpoints.

Beyond stating a kind of dictionary between thermodynamic formalisms in Statistical Mechanics and Probability on the one hand, and Ergodic Theory on the other hand, the main byproduct of our work is a very strange discovery within the ergodic viewpoint.

[^0]Actually, and using the Ergodic viewpoint and vocabulary, Theorem 2 shows that, in Statistical Mechanics and Probability, one maximizes the entropy plus the square of an integral, whereas in Ergodic Theory one maximizes the entropy plus an integral.

This has a lot of nice consequences and further possible research questions. Some of them are discussed later (see Subsubsection 1.2.3).

Our dictionary works as follows. In Statistical Mechanics and in Probability theory, the system is a finite set of sites. There is an interaction between sites given by an Hamiltonian. A Gibbs measure is a probability on the finite set of configurations which is optimal with respect to some quantity. All the objects depend on a parameter $\beta$ equal to the inverse of the temperature. Then, the issue is to define the possible accumulation points for the Gibbs measures as the number of sites goes to $+\infty$. A phase transition occurs if, as moving the parameter $\beta$, this set of accumulation points admits a discontinuity for some $\beta_{c}$.

In Ergodic Theory (on symbolic dynamics) one immediately considers the set of infinite configurations $\Sigma$. Instead of having an Hamiltonian one considers a potential $\psi: \Sigma \rightarrow \mathbb{R}$. We consider here the case where $\psi$ is Hölder continuous. The Gibbs measure is an invariant measure, also called equilibrium state, which maximizes the pressure (see below). The pressure function is the pressure for $\beta . \psi$ considered as a function of $\beta$. Then, a phase transition occurs if the pressure function is not analytic at some $\beta_{c}$. It is noteworthy that in this setting, the number of equilibrium states is almost independent of the regularity of the pressure function (see [27, 18]).

Roughly speaking, our dictionary identifies accumulation points of Gibbs measures in Probability with conformal measures in Ergodic Theory. Conformal measures are not Gibbs measures (within the Ergodic viewpoint) but are strongly related to them. More precisely, we show that for the Curie-Weiss model (see Theorem 1) and the Curie-Weiss-Potts model (see Theorem 3) the Gibbs measures converge to a convex combination of conformal measures. A (probabilistic) phase transition occurs when the number of conformal measures in the limit changes. This notion of phase transition is thus different from the one used in Ergodic Theory.

Although some of the convergences we prove here were already known (see [19]), we point out that the identification of the limit with ergodic quantities was not stated. We claim that the novelty here does not concern the convergence but the dictionary and identification/similitude/differences between Gibbs measures and phase transitions in Probability Theory or Ergodic Theory. We point out that this dictionary works well for the Curie-Weiss and Curie-Weiss-Potts models probably because for these models, the Hamiltonian turns out to be easily writable as a function of a Birkhoff sum. This is the core of Theorem 2,

At last, we mention works of Cioletti and Lopes (see [5, 4, 6]). There, for different settings (non Hölder continuous potentials and not for the Curie-Weiss models), the
connection between DLR-Gibbs measures (within the Statistical Mechanics viewpoint) and the conformal measures (within the Ergodic viewpoint) is also done.

### 1.2. Precise settings and results.

1.2.1. Ergodic and Dynamical settings. We consider a finite set $\Lambda$ with cardinality bigger or equal to 2 . It is called the alphabet. Then we consider the one-sided full shift $\Sigma=\Lambda^{\mathbb{N}}$ over $\Lambda$. A point $x$ in $\Sigma$ is a sequence $x_{0}, x_{1}, \ldots$ (also called an infinite word) where the $x_{i}$ are in $\Lambda$. Most of the times we shall use the notation $x=x_{0} x_{1} x_{2} \ldots$ A $x_{i} \in \Lambda$ can either be called a letter, or a digit or a symbol.

The shift map $\sigma$ is defined by

$$
\sigma\left(x_{0} x_{1} x_{2} \ldots\right)=x_{1} x_{2} \ldots
$$

The distance between two points $x=x_{0} x_{1} \ldots$ and $y=y_{0} y_{1} \ldots$ is given by

$$
d(x, y)=\frac{1}{2^{\min \left\{n, x_{n} \neq y_{n}\right\}}} .
$$

A finite string of symbols $x_{0} \ldots x_{n-1}$ is also called a word, of length $n$. For a word $w$, its length is $|w|$. A cylinder (of length $n$ ) is denoted by $\left[x_{0} \ldots x_{n-1}\right]$. It is the set of points $y$ such that $y_{i}=x_{i}$ for $i=0, \ldots n-1$. We shall also talk about $n$-cylinder instead of cylinder of length $n$.

If $w$ is the word of finite length $w_{0} \ldots w_{n-1}$ and $x$ is a word, the concatenation $w x$ is the new word $w_{0} w_{1} \ldots w_{n-1} x_{0} x_{1} \ldots$

For $\psi: \Sigma \rightarrow \mathbb{R}$ continuous and $\beta>0$, the pressure function is defined by

$$
\begin{equation*}
\mathcal{P}(\beta \psi):=\sup _{\mu}\left\{h_{\mu}+\beta \int_{\Sigma} \psi d \mu\right\} \tag{1}
\end{equation*}
$$

where the supremum is taken among the set $\mathcal{M}_{\sigma}(\Sigma)$ of $\sigma$-invariant probabilities on $\Sigma$ and $h_{\mu}$ is the Kolmogorov-Sinaï entropy of $\mu$. The real parameter $\beta$ is assumed to be positive because it represents the inverse of the temperature in statistical mechanics. It is known that the supremum is actually a maximum and any measure for which the maximum is attained in (1) is called an equilibrium state for $\beta \psi$. We refer the reader to [3, 23] for basic notions on thermodynamic formalism in ergodic theory.

If $\psi$ is Lipschitz continuous then the Ruelle-Griffith theorem (see [14]) states that for every $\beta$, there is a unique equilibrium state for $\beta \psi$, which is denoted by $\widetilde{\mu}_{\beta \psi}$. It is ergodic and it shall be called the dynamical Gibbs measure (DGM for shor ${ }^{[1]}$ ). It

[^1]is the unique $\sigma$-invariant probability measure which satisfies the property that for every $x=x_{0} x_{1} \ldots$ and for every $n$,
\[

$$
\begin{equation*}
e^{-C_{\beta}} \leq \frac{\widetilde{\mu}_{\beta \psi}\left(\left[x_{0} \ldots x_{n-1}\right]\right)}{e^{\beta \cdot S_{n}(\psi)(x)-n \mathcal{P}(\beta \psi)}} \leq e^{C_{\beta}} \tag{2}
\end{equation*}
$$

\]

where $C_{\beta}$ is a positive real number depending only on $\beta$ and $\psi$ (but not on $x$ or $n$ ), and $S_{n}(\psi)$ stands for $\psi+\psi \circ \sigma+\ldots+\psi \circ \sigma^{n-1}$.

With these settings, the $\beta \psi$-conformal measure is the unique probability measure such that for every $x$ and for every $n$,

$$
\begin{equation*}
\nu_{\beta \psi}\left(\left[x_{0} \ldots x_{n-1}\right]\right)=\int e^{\beta S_{n}(\psi)\left(x_{0} \ldots x_{n-1} y\right)-n \mathcal{P}(\beta \psi)} d \nu_{\beta \psi}(y) . \tag{3}
\end{equation*}
$$

A precise (and more technical) definition of conformal measure is given in page 19 . Again, we refer the reader to [3, 23] to see the connection between conformal measures and DGM. We emphasize that in our settings, conformal measures and DGM are equivalent measures and one can obtain one from the other.

If the choice of $\psi$ is clear we shall drop the $\psi$ and write $\widetilde{\mu}_{\beta}, \nu_{\beta}$ and $\mathcal{P}(\beta)$.
1.2.2. The Curie-Weiss model. Probabilistic settings 1 and results. We consider the case $\Lambda=\{-1,+1\} ; \Sigma$ will be denoted by $\Sigma_{2}$.

If $\omega_{0} \ldots \omega_{n-1}$ is a finite word, we set

$$
\begin{equation*}
H_{n}(\omega):=-\frac{1}{2 n} \sum_{i, j=0}^{n-1} \omega_{j} \omega_{i} \tag{4}
\end{equation*}
$$

It is called the Curie-Weiss Hamiltonian. The empirical magnetization for $\omega$ is $m_{n}(\omega):=\frac{1}{n} \sum_{j=0}^{n-1} \omega_{j}$. Then we have

$$
\begin{equation*}
H_{n}(\omega)=-\frac{n}{2}\left(m_{n}(\omega)\right)^{2} \tag{5}
\end{equation*}
$$

We denote by $\mathbb{P}:=\rho^{\otimes \mathbb{N}}$ the product measure on $\Sigma_{2}$, where $\rho$ is the uniform measure on $\{-1,1\}$, i.e. $\rho(\{1\})=\rho(\{-1\})=\frac{1}{2}$, and we define the probabilistic Gibbs measure (PGM for short) $\mu_{n, \beta}$ on $\Sigma_{2}$ by

$$
\begin{equation*}
\mu_{n, \beta}(d \omega):=\frac{e^{-\beta H_{n}(\omega)}}{Z_{n, \beta}} \mathbb{P}(d \omega), \tag{6}
\end{equation*}
$$

where $Z_{n, \beta}$ is the normalization factor

$$
Z_{n, \beta}=\frac{1}{2^{n}} \sum_{\omega^{\prime},\left|\omega^{\prime}\right|=n} e^{-\beta H_{n}\left(\omega^{\prime}\right)}
$$

Note that $\mu_{n, \beta}$ can also be viewed as a probability defined on $\Lambda^{n}$.

The measure $\mathbb{P}$ is a Bernoulli measure and is $\sigma$-invariant. In Ergodic Theory it is usually called the Parry-measure (see [20]) and turns out to be the unique measure with maximal entropy. With our previous notations it corresponds to the DGM $\widetilde{\mu}_{0}$.

If $P_{n}, P$ are probability measures on the Borel sets of a metric space $S$, we say that $P_{n}$ converges weakly to $P$ if $\int_{S} f d P_{n} \rightarrow \int_{S} f d P$ for each $f$ in the class $C_{b}(S)$ of bounded, continuous real functions $f$ on $S$. In this case we write $P_{n} \underset{n \rightarrow+\infty}{\underset{\rightarrow}{w}} P$.

Our first result concerns the weak convergence of the measures $\mu_{n, \beta}$.

## Theorem 1. Weak convergence for the CW model

Let $\xi_{\beta}$ be the unique point in $[0,1]$ which realizes the maximum for $\varphi_{I}(x):=\log (\cosh (\beta x))-$ $\frac{\beta}{2} x^{2}$. Let $\widetilde{\mu}_{b}^{+}$and $\widetilde{\mu}_{b}^{-}$be the dynamical Gibbs measures for $b \mathbb{1}_{[+1]}$ and $b \mathbb{1}_{[-1]}$ respectively. Then

$$
\mu_{n, \beta} \xrightarrow[n \rightarrow+\infty]{w} \begin{cases}\widetilde{\mu}_{0} & \text { if } \beta \leq 1,  \tag{7}\\ \frac{1}{2}\left[\widetilde{\mu}_{2 \beta \xi_{\beta}}^{+}+\widetilde{\mu}_{2 \beta \xi_{\beta}}^{-}\right] & \text {if } \beta>1 .\end{cases}
$$

Remark 1. Actually $\mu_{n, \beta}$ converges towards $\frac{1}{2}\left[\widetilde{\mu}_{2 \beta \xi_{\beta}}^{+}+\widetilde{\mu}_{2 \beta \xi_{\beta}}^{-}\right]$for every $\beta>0$ since we shall see that for $\beta \leq 1$ we have $\xi_{\beta}=0$, and it is clear that $\widetilde{\mu}_{0}^{+}=\widetilde{\mu}_{0}^{-}=\widetilde{\mu}_{0}=\rho^{\otimes \mathbb{N}}$.

We refer to [8], sections IV. 4 and V.9, for a discussion of the Curie-Weiss model and historical references (see also [21], section 3.4). In Theorem IV.4.1 it is proved, using large deviations, that the sequence of image probabilities $\mathbb{Q}_{n}$ defined by

$$
\begin{equation*}
\mathbb{Q}_{n}(A):=\mu_{n, \beta}\left(m_{n} \in A\right) \tag{8}
\end{equation*}
$$

converges to an atomic measure as $n$ goes to $+\infty$. By using this theorem, Orey ([19), Corollary 1.2) proved by a nice simple probabilistic argument the weak convergence of $\mu_{n, \beta}$ towards an explicit atomic measure. We were not aware of the work of Orey when we proved our theorem 1. We think it is still interesting because it makes the link with dynamical Gibbs measures, and furthermore our proof is direct and does not use large deviations.

We emphasize the equality

$$
\begin{equation*}
m_{n}(\omega):=\frac{1}{n} S_{n}\left(\mathbb{1}_{[+1]}-\mathbb{1}_{[-1]}\right)(\omega) \tag{9}
\end{equation*}
$$

which shows that $m_{n}$ can be written as a Birkhoff mean of a continuous function.
A consequence of (9) is that (5) can be rewritten under the form

$$
H_{n}(\omega)=-\frac{n}{2}\left(\frac{1}{n} S_{n}(\psi)(\omega)\right)^{2}
$$

where $\psi:=\mathbb{1}_{[+1]}-\mathbb{1}_{[-1]}$. We are thus led to investigate about results similar to those of Theorem 1 but for a more general Hamiltonian. From that point we discovered a very strange result: to export the Curie-Weiss Model in Ergodic Theory, one should focus on the invariant measures $\mu$ which maximize

$$
h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}
$$

instead of measures which maximize $h_{\mu}+\beta \int \psi d \mu$.

## Theorem 2. Convergence for a more general Hamiltonian

Let $\psi$ be a locally constant function ${ }^{2}$ on $\Sigma_{2}$. Let $H_{n}$ be the Hamiltonian defined by

$$
H_{n}(\omega)=-\frac{n}{2}\left(\frac{1}{n} S_{n}(\psi)(\omega)\right)^{2}
$$

Let $\mu_{n, \beta}$ be the PGM defined by (6) with this new value for $H_{n}$. Then, for each $\beta>0$,
(1) there are finitely many real numbers $t_{1}, \ldots t_{J}$, and $J$ depends on $\beta$ such that the DGM $\widetilde{\mu}_{\beta t_{j}}$ 's associated to $\beta t_{j} \psi$ are the unique measures which maximize $h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}$.
(2) As $n$ goes to $+\infty, \mu_{n, \beta}$ converges weakly to a convex combination of the conformal measures $\nu_{\beta t_{j}}$ 's associated to $\beta t_{j} \psi$.

From this theorem it makes sense to define a new concept of pressure as

$$
P_{2}(\beta \psi):=\max \left\{h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}\right\}
$$

and to study measures which realize this maximum. This quantity shall be referred to as the quadratic pressure. Note that upper semi-continuity for entropy shows that the maximum is well defined. The function $\beta \mapsto P_{2}(\beta \psi)$ is obviously convex (thus continuous). Theorem 1 shows that it can be piecewise analytic and that the number of measures which realize the maximum may change with respect to $\beta$.

Remark 2. We emphasize that Theorem 1 is a particular case of Theorem 2 with $\psi=\mathbb{1}_{[+]}-\mathbb{1}_{[-]}$. Note that for this particular case, the DGM is also the conformal measure.
${ }^{2}$ That is $\psi$ is of the form $\psi=\sum_{j=0}^{k} a_{j} \mathbb{1}_{C_{j}}$ where the $C_{j}$ 's are disjoint cylinders
1.2.3. Some consequences of Theorem 2. Several questions arise from Theorem 2. Actually, the main goal for Thermodynamic Formalism is to furnish a way to select one (or finitely many) invariant ergodic measure via the variational principle (see (11). In terms of mathematics, it does not make neither more nor less sense to select measures which maximize $h_{\mu}+\beta \int \psi d \mu$ instead of $h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}$.
Therefore, we are naturally led to redo the Thermodynamic Formalism for all known Dynamical Systems but inquiring for measures $\mu$ which maximize $h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}$. In particular, a natural question is to inquire whether Theorem 2 holds for any sufficiently regular potential $\psi$ and not only the locally constant ones. We point out that our proof cannot be easily adapted to that more general case. Moreover, the usual tool in Thermodynamic Formalism - that is the Transfer operator- does not seem to be well adapted to this question.

For more geometric dynamical systems, one usually considers or studies the special class of physical or/and SRB-measures. These measures are usually considered as the most natural ones with the measures of maximal entropy. It is clear that measures of maximal entropy also maximize $h_{\mu}+\left(\int \psi d \mu\right)^{2}$ for $\psi \equiv 0$. A natural question is thus to know if SRB-measures can also be characterized as measures maximizing $h_{\mu}+\left(\int \psi d \mu\right)^{2}$.
1.2.4. The Curie-Weiss-Potts model. Probabilistic settings 2 and result. The Curie-Weiss-Potts model will be for $\Lambda=\left\{\theta^{1}, \ldots, \theta^{q}\right\}$ with $q>2$. In that case we shall write $\Sigma_{q}$ instead of $\Sigma$.

The Curie-Weiss-Potts Hamiltonian is defined for a finite word $\omega=\omega_{0} \cdots \omega_{n-1}$ by

$$
\begin{equation*}
H_{n}(\omega):=-\frac{1}{2 n} \sum_{i, j=0}^{n-1} \mathbb{1}_{\omega_{j}=\omega_{i}} . \tag{10}
\end{equation*}
$$

We define the vector $L_{n}(\omega)=\left(L_{n, 1}(\omega), \cdots, L_{n, q}(\omega)\right)$ where

$$
L_{n, k}(\omega)=\sum_{i=0}^{n-1} \mathbb{1}_{\omega_{i}=\theta^{k}}
$$

is the number of digits of $\omega$ which take the value $\theta^{k}$, so that we can write

$$
\sum_{i, j=0}^{n-1} \mathbb{1}_{\omega_{j}=\omega_{i}}=\sum_{k=1}^{q}\left(\sum_{i=0}^{n-1} \mathbf{1}_{\omega_{i}=\theta^{k}}\right)^{2}=\left\|L_{n}(\omega)\right\|^{2}
$$

where $\|\cdot\|$ stands for the euclidean norm on $\mathbb{R}^{q}$.

We denote by $\mathbb{P}:=\rho^{\otimes \mathbb{N}}$ the product measure on $\Sigma_{q}$, where $\rho$ is the uniform measure on $\Lambda$, i.e. $\rho=\frac{1}{q} \sum_{k=1}^{q} \delta_{\theta^{k}}$, and we define the probabilistic Gibbs measure $\mu_{n, \beta}$ on $\Sigma_{q}$ by

$$
\begin{equation*}
\mu_{n, \beta}(d \omega):=\frac{e^{-\beta H_{n}(\omega)}}{Z_{n, \beta}} \mathbb{P}(d \omega)=\frac{e^{\frac{\beta}{2 n}\left\|L_{n}(\omega)\right\|^{2}}}{Z_{n, \beta}} \mathbb{P}(d \omega), \tag{11}
\end{equation*}
$$

where $Z_{n, \beta}$ is the normalization factor

$$
Z_{n, \beta}=\frac{1}{q^{n}} \sum_{\omega^{\prime},\left|\omega^{\prime}\right|=n} e^{\frac{\beta}{2 n}\left\|L_{n}\left(\omega^{\prime}\right)\right\|^{2}} .
$$

Now we can state the analog of Theorem 1 .

## Theorem 3. Weak convergence for the CWP model

For $1 \leq k \leq q, b \in \mathbb{R}$, let $\widetilde{\mu}_{b}^{k}$ be the dynamical Gibbs measure for $b \mathbb{1}_{\left[\theta^{k}\right]}$. Let $\beta_{c}=\frac{2(q-1) \log (q-1)}{q-2}$. For $0<\beta<\beta_{c}$ set $s_{\beta}=0$ and for $\beta \geq \beta_{c}$ let $s_{\beta}$ be the largest solution of the equation

$$
\begin{equation*}
s=\frac{e^{\beta s}-1}{e^{\beta s}+q-1} . \tag{12}
\end{equation*}
$$

Then,

$$
\mu_{n, \beta} \xrightarrow[n \rightarrow+\infty]{w}\left\{\begin{array}{lr}
\rho^{\otimes \mathbb{N}} & \text { if } 0<\beta<\beta_{c},  \tag{13}\\
\frac{1}{q} \sum_{k=1}^{q} \widetilde{\mu}_{\beta s_{\beta}}^{k} & \text { if } \beta>\beta_{c}, \\
\frac{A \widetilde{\mu}_{0}^{1}+B \sum_{k=1}^{q} \widetilde{\mu}_{\beta_{c} s_{\beta_{c}}}^{k}}{A+q B} & \text { if } \beta=\beta_{c},
\end{array}\right.
$$

with $A=\left(1-\frac{\beta_{c}}{q(q-1)}\right)^{\frac{q-2}{2}}$ and $B=\left(1-\frac{\beta_{c}}{q}\right)^{\frac{q-2}{2}}$.
Remark 3. Actually $\mu_{n, \beta}$ converges towards $\frac{1}{q} \sum_{k=1}^{q} \widetilde{\mu}_{\beta s_{\beta}}^{k}$ for every $\beta \neq \beta_{c}$ since $s_{\beta}=0$ for $\beta<\beta_{c}$, and it is clear that $\widetilde{\mu}_{0}^{k}=\rho^{\otimes \mathbb{N}}$ for each $1 \leq k \leq q$.

We refer to 11 for a discussion of the Curie-Weiss-Potts model and historical references. Orey ([19], Theorem 4.4) mentions the weak convergence of $\mu_{n, \beta}$ towards an explicit atomic measure, but he makes a mistake concerning the case $\beta=\beta_{c}$, as pointed out in [11].

It is highly probable that a similar result to Theorem 2 holds for the Curie-WeissPotts model. Note that as for Theorem 1, in the settings of Theorem 3 conformal and Gibbs measures are equal.
1.3. Plan of the paper. The paper is composed as follows.

In Section 2 we prove Theorem 1. In Section 3 we prove Theorem 3. Both proofs are very similar and are based on the convergence of $\mu_{n, \beta}(C)$ where $C$ is a cylinder in $\Sigma$.

Theorem 2 is proved in Section 4. The proof is similar to the ones of Theorem 1 and 3. The main difference is that the auxiliary function is more delicate to control. For that, we need to use the Transfer Operator.

## 2. Proof of Theorem $\mathbb{1}$

To prove the convergence of $\mu_{n, \beta}$ towards $\mu$, it is enough to show that for every cylinder $C$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu_{n, \beta}(C)=\mu(C) . \tag{14}
\end{equation*}
$$

First we justify that $\varphi_{I}$ admits a unique maximum in $[0,1]$ and use this point to get convergence for $\mu_{n, \beta}(C)$, where $C$ is any cylinder. In the second subsection we show that this limit is equal to the right convex combinations of DGM's.
2.1. The auxiliary function $\varphi_{I}$ and limit for $\mu_{n, \beta}$. We recall that we set $\varphi_{I}(x):=$ $\log (\cosh (\beta x))-\frac{\beta}{2} x^{2}$.
Lemma 2.1. Maxima for $\varphi_{I}$
The function $\varphi_{I}$ attains its maximum on $\mathbb{R}^{+}$at a unique point $\xi_{\beta}$ which is the unique non-negative solution of the equation $\tanh (\beta x)=x$. If $\beta \leq 1$, then $\xi_{\beta}=0$.

Proof. Note that $\varphi_{I}^{\prime}(x)=\beta(\tanh (\beta x)-x)$ and $\varphi_{I}^{\prime \prime}(x)=\beta\left(\beta-1-\beta \tanh ^{2}(\beta x)\right)$. If $\beta \leq 1, \varphi_{I}^{\prime \prime}$ is non-positive, thus $\varphi_{I}^{\prime}$ decreases and $\varphi_{I}^{\prime}(0)=0$ yields that $\varphi_{I}$ is a decreasing function. The maximum is then attained for $\xi_{\beta}=0$.
If $\beta>1$, then $\varphi_{I}^{\prime \prime}$ is positive and then negative, which yields that $\varphi_{I}^{\prime}$ is first an increasing and then a decreasing function. Note that $\varphi_{I}^{\prime}(0)=0$ and $\varphi_{I}^{\prime}(1)<0$, which shows that $\varphi_{I}^{\prime}$ is positive on some interval $] 0, \xi_{\beta}\left[\right.$ with $0<\xi_{\beta}<1$ and negative on $] \xi_{\beta},+\infty\left[\right.$. Consequently, $\varphi_{I}$ reaches its maximal value on $\mathbb{R}$ at the points $\pm \xi_{\beta}$ defined by

$$
\begin{equation*}
\tanh \left(\beta \xi_{\beta}\right)=\xi_{\beta} . \tag{15}
\end{equation*}
$$

Now we are ready to compute the limit of a fixed cylinder. Let $\omega=\omega_{0} \ldots \omega_{p-1}$ be a finite word of length $p$. We denote by $S_{p}(\omega)=\sum_{i=0}^{p-1} \omega_{i}$ the sum of the $p$ digits of $\omega$.

## Lemma 2.2. Limit of the measure of a fixed cylinder

$$
\lim _{n \rightarrow \infty} \mu_{n, \beta}\left(\left[\omega_{0} \ldots \omega_{p-1}\right]\right)=\left\{\begin{array}{l}
\frac{1}{2^{p}} \text { if } \beta \leq 1,  \tag{16}\\
\frac{1}{2}\left(f\left(\xi_{\beta}\right)+f\left(-\xi_{\beta}\right)\right) \text { if } \beta>1,
\end{array}\right.
$$

where

$$
f(y)=\frac{e^{\beta y S_{p}(\omega)}}{\left(e^{\beta y}+e^{-\beta y}\right)^{p}} .
$$

Proof. For big $n$,

$$
[\omega]=\bigsqcup\left[\omega_{0} \ldots \omega_{p-1} \alpha_{p} \ldots \alpha_{n-1}\right]=\bigsqcup_{\alpha,|\alpha|=n-p}[\omega \alpha]
$$

and

$$
\mu_{n, \beta}([\omega])=\sum_{\alpha,|\alpha|=n-p} \mu_{n, \beta}([\omega \alpha])=\frac{\sum_{\alpha,|\alpha|=n-p} e^{-\beta H_{n}(\omega \alpha)}}{\sum_{\alpha,|\alpha|=n} e^{-\beta H_{n}(\alpha)}} .
$$

For any word $x=x_{0} x_{1} x_{2} \ldots$ and any $n \in \mathbb{N}^{*}$, we denote by $S_{n}(x)=\sum_{i=0}^{n-1} x_{i}$ the sum of the $n$ first digits of $x$. Then

$$
e^{-\beta H_{n}(\omega \alpha)}=e^{\left(\sqrt{\frac{\beta}{2 n}} S_{n}(\omega \alpha)\right)^{2}} \text { and } S_{n}(\omega \alpha)=S_{p}(\omega)+S_{n-p}(\alpha)
$$

We use the equality

$$
e^{a^{2}}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}+\sqrt{2} a x} d x
$$

sometimes called the Hubbard-Stratonovich transformation ([16], [26]), to compute the following.

$$
\begin{aligned}
\sum_{\alpha,|\alpha|=n-p} e^{-\beta H_{n}(\omega \alpha)} & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}} \sum_{\alpha} e^{\sqrt{\frac{\beta}{n}} x S_{n}(\omega \alpha)} d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}+\sqrt{\frac{\beta}{n}} x S_{p}(\omega)} \sum_{\alpha} e^{\sqrt{\frac{\beta}{n}} x S_{n-p}(\alpha)} d x \\
& =\frac{\sqrt{n \beta}}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{\beta y^{2}}{2}+\beta y S_{p}(\omega)} \sum_{\alpha} e^{\beta y S_{n-p}(\alpha)} d y
\end{aligned}
$$

where we made the change of variable $\beta y:=\sqrt{\frac{\beta}{n}} x$. Now we notice that the sum $\sum_{\alpha,|\alpha|=n-p} e^{\beta y S_{n-p}(\alpha)}$ is equal to $2^{n-p} \mathbb{E}\left(e^{\beta y \sum_{i=0}^{n-p-1} X_{i}}\right)$ where the $X_{i}$ 's are independent identically distributed with law $\mathbb{P}\left(X_{i}=-1\right)=\mathbb{P}\left(X_{i}=1\right)=\frac{1}{2}$, and we deduce that

$$
\sum_{\alpha,|\alpha|=n-p} e^{\beta y S_{n-p}(\alpha)}=\left(e^{\beta y}+e^{-\beta y}\right)^{n-p}=2^{n} \frac{\cosh (\beta y)^{n}}{\left(e^{\beta y}+e^{-\beta y}\right)^{p}} .
$$

Eventually we obtain

$$
\begin{equation*}
\sum_{\alpha,|\alpha|=n-p} e^{-\beta H_{n}(\omega \alpha)}=\frac{2^{n} \sqrt{n \beta}}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{n \varphi_{I}(y)} f(y) d y \tag{17}
\end{equation*}
$$

Similarly, $p=0$ yields

$$
\sum_{\alpha,|\alpha|=n} e^{-\beta H_{n}(\alpha)}=\frac{2^{n} \sqrt{n \beta}}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{n \varphi_{I}(y)} d y
$$

therefore we obtain that

$$
\begin{equation*}
\mu_{n, \beta}([\omega])=\frac{\int_{-\infty}^{+\infty} e^{n \varphi_{I}(y)} f(y) d y}{\int_{-\infty}^{+\infty} e^{n \varphi_{I}(y)} d y} . \tag{18}
\end{equation*}
$$

We recall that the Laplace method shows that if $\varphi_{I}^{\prime}$ vanishes on a single point $\xi$ in the interior of the interval $I$ and if $\varphi_{I}^{\prime \prime}(\xi)<0$ and $f(\xi) \neq 0$, then

$$
\begin{equation*}
\int_{I} e^{n \varphi_{I}(y)} f(y) d y \sim_{n \rightarrow \infty} \frac{\sqrt{2 \pi}}{\sqrt{\left|\varphi_{I}^{\prime \prime}(\xi)\right|}} e^{n \varphi_{I}(\xi)} f(\xi) n^{-1 / 2} \tag{19}
\end{equation*}
$$

We remind that $u_{n} \sim_{n \rightarrow+\infty} v_{n}$ means $u_{n}=v_{n}(1+\varepsilon(n))$ with $\lim _{n \rightarrow+\infty} \varepsilon(n)=0$.
If $\beta<1$ : we may consider $I=\mathbb{R}$ and $\xi=\xi_{\beta}=0$. We thus get $\left.\varphi_{I}^{\prime \prime}(0)\right)=\beta(\beta-1)$, $f(0)=\frac{1}{2^{p}}$, and

$$
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{f(0)}{1}=\frac{1}{2^{p}} .
$$

If $\beta=1$ : in this case $\left.\varphi_{I}^{\prime \prime}(0)\right)=0$ but the Laplace method still works if we consider the least integer $k$ such that $\varphi_{I}^{(k)}(0) \neq 0$. We do not need to calculate it because we have as in the preceding case that

$$
\int_{\mathbb{R}} e^{n \varphi_{I}(y)} f(y) d y \sim_{n \rightarrow \infty} \frac{1}{2^{p}} \int_{\mathbb{R}} e^{n \varphi_{I}(y)} d y,
$$

therefore we still have $\mu_{n, \beta}([\omega]) \sim_{n \rightarrow+\infty} \frac{1}{2^{p}}$.
If $\beta>1$ : we may consider two intervals $\mathbb{R}_{-}$and $\mathbb{R}_{+}$and $\xi= \pm \xi_{\beta}$. Then we get

$$
\int_{-\infty}^{+\infty} e^{n \varphi_{I}(y)} f(y) d y \sim_{n \rightarrow \infty} \frac{\sqrt{2 \pi}}{\sqrt{\left|\varphi_{I}^{\prime \prime}\left(\xi_{\beta}\right)\right|}} e^{n \varphi_{I}\left(\xi_{\beta}\right)}\left(f\left(\xi_{\beta}\right)+f\left(-\xi_{\beta}\right)\right) n^{-1 / 2}
$$

which yields

$$
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{f\left(\xi_{\beta}\right)+f\left(-\xi_{\beta}\right)}{2}
$$

2.2. Identification of the limit as a convex combination of DGM's. First, we point out that Lemma 2.2 yields $\lim _{n \rightarrow+\infty} \mu_{n, \beta}=\widetilde{\mu}_{0}$ if $\beta \leq 1$. We thus have to deal with the case $\beta>1$.

Let us first compute the dynamical Gibbs measures $\widetilde{\mu}_{b}^{+}$and $\widetilde{\mu}_{b}^{-}$. We denote by $L_{p,+}(\omega):=\sum_{k=0}^{p-1} \mathbf{1}_{\omega_{k}=1}$ the number of digits of $\omega$ which take the value 1 , and similarly $L_{p,-}(\omega):=\sum_{k=0}^{p-1} \mathbf{1}_{\omega_{k}=-1}$ is the number of digits which take the value -1 .
Lemma 2.3. Computation for $\widetilde{\mu}_{b}^{ \pm}$

$$
\begin{equation*}
\widetilde{\mu}_{b}^{+}([\omega])=\frac{e^{b L_{p,+}(\omega)}}{\left(e^{b}+1\right)^{p}} \quad \text { and } \quad \widetilde{\mu}_{b}^{-}([\omega])=\frac{e^{b L_{p,-}(\omega)}}{\left(e^{b}+1\right)^{p}} \tag{20}
\end{equation*}
$$

Proof. The function $b \mathbb{1}_{[+1]}$ depends only on the zero coordinate. It is shown for instance in Example 4.2.2 of [17] that in this case the supremum in (1) is attained for the product measure $\mathbb{P}_{p}:=\rho_{p}^{\otimes \mathbb{N}}$, where $p \in[0,1], \rho_{p}=p \delta_{1}+(1-p) \delta_{-1}$, and $p$ satisfies

$$
-p \log p-(1-p) \log (1-p)+b p=\sup _{q \in[0,1]}(-q \log q-(1-q) \log (1-q)+b q)
$$

It is easy to show that $p=\frac{e^{b}}{1+e^{b}}$, and then

$$
\widetilde{\mu}_{b}^{+}([\omega])=\frac{e^{b L_{p,+}(\omega)}}{\left(e^{b}+1\right)^{p}}
$$

Exchanging the roles of +1 and -1 gives the equality

$$
\widetilde{\mu}_{b}^{-}([\omega])=\frac{e^{b L_{p,-}(\omega)}}{\left(e^{b}+1\right)^{p}}
$$

We recall that $S_{p}(\omega)=\sum_{k=0}^{p-1} \omega_{k}=L_{p,+}(\omega)-L_{p,-}(\omega)=2 L_{p,+}(\omega)-p=p-2 L_{p,-}(\omega)$. Then

$$
\begin{aligned}
f\left(\xi_{\beta}\right) & =\frac{e^{\beta \xi_{\beta} S_{p}(\omega)}}{\left(e^{\beta \xi_{\beta}}+e^{-\beta \xi_{\beta}}\right)^{p}} \\
& =\frac{e^{\beta \xi_{\beta}\left(2 L_{p,+}(\omega)-p\right)}}{\left(e^{\beta \xi_{\beta}}+e^{-\beta \xi_{\beta}}\right)^{p}} \\
& =\frac{e^{2 \beta \xi_{\beta} L_{p,+}(\omega)}}{\left(e^{2 \beta \xi_{\beta}}+1\right)^{p}} .
\end{aligned}
$$

Similarly we have $f\left(-\xi_{\beta}\right)=\frac{e^{2 \beta \xi_{\beta} L_{p,-}(\omega)}}{\left(e^{2 \beta \xi_{\beta}}+1\right)^{p}}$ and replacing these values in we get

$$
\lim _{n \rightarrow+\infty} \mu_{n, \beta}([\omega])=\frac{1}{2}\left(\widetilde{\mu}_{2 \beta \xi_{\beta}}^{+}([\omega])+\widetilde{\mu}_{2 \beta \xi_{\beta}}^{-}([\omega])\right),
$$

and the theorem is proved.

## 3. Proof of Theorem 3

The proof follows the same lines as the proof of Theorem 1. In the first step we use an auxiliary function $\varphi_{P}$. Note that the function was already studied by Ellis and Wang in [11]. Then we deduce that $\mu_{n, \beta}(C)$ converge for any cylinder $C$. In the second step we identify the limit as the relevant convex combination of dynamical measures.
3.1. Auxiliary function $\varphi_{P}$ and convergence for $\mu_{n, \beta}$. We shall need the function $\varphi_{P}$ defined on $\mathbb{R}^{q}$ by

$$
\begin{equation*}
\varphi_{P}(z)=-\frac{\beta}{2}\|z\|^{2}+\log \sum_{k=1}^{q} e^{\beta z_{k}} \tag{21}
\end{equation*}
$$

This function attains its maximum on $\mathbb{R}^{q}$ since $\varphi_{P}(z) \leq-c\|z\|^{2}$ as $\|z\|$ tends to $\infty$. We recall Theorem 2.1 of [11], which describes precisely the global maximum points of $\varphi_{P}$.

Theorem 4. (Ellis Wang [11])
Let $\beta_{c}=\frac{2(q-1) \log (q-1)}{q-2}$. For $0<\beta<\beta_{c}$ set $s_{\beta}=0$ and for $\beta \geq \beta_{c}$ let $s_{\beta}$ be the largest solution of the equation

$$
\begin{equation*}
s=\frac{e^{\beta s}-1}{e^{\beta s}+q-1} . \tag{22}
\end{equation*}
$$

The function $\beta \mapsto s_{\beta}$ is strictly increasing on the interval $\left[\beta_{c},+\infty\left[, s\left(\beta_{c}\right)=\frac{q-2}{q-1}\right.\right.$, and $\lim _{\beta \rightarrow \infty} s_{\beta}=1$.

Denote by $\phi$ the function from $[0,1]$ into $\mathbb{R}^{q}$ defined by

$$
\phi(s)=\left(\frac{1+(q-1) s}{q}, \frac{1-s}{q}, \cdots, \frac{1-s}{q}\right),
$$

the last $(q-1)$ components all equal $\frac{1-s}{q}$. Let $K_{\beta}$ denote the set of global maximum points of the symmetric function $\varphi_{P}$. Define $\nu^{0}=\phi(0)=\left(\frac{1}{q}, \cdots, \frac{1}{q}\right)$. For $\beta \geq \beta_{c}$, define $\nu^{1}(\beta)=\phi\left(s_{\beta}\right)$ and let $\nu^{i}(\beta), i=2, \cdots, q$ denote the points in $\mathbb{R}^{q}$ obtained by interchanging the first and ith coordinates of $\nu^{1}(\beta)$. Then

$$
K_{\beta}=\left\{\begin{array}{lr}
\left\{\nu^{0}\right\} & \text { for } 0<\beta<\beta_{c} \\
\left\{\nu^{1}(\beta), \nu^{2}(\beta), \cdots, \nu^{q}(\beta)\right\} & \text { for } \beta>\beta_{c} \\
\left\{\nu^{0}, \nu^{1}\left(\beta_{c}\right), \nu^{2}\left(\beta_{c}\right), \cdots, \nu^{q}\left(\beta_{c}\right)\right\} & \text { for } \beta=\beta_{c}
\end{array}\right.
$$

For $\beta \geq \beta_{c}$ the points in $K_{\beta}$ are all distinct.
We fix a finite word $\omega=\omega_{0} \cdots \omega_{p-1}$ of length $p$ and we compute the limit of $\mu_{n, \beta}([\omega])$.

## Lemma 3.1.

$$
\lim _{n \rightarrow \infty} \mu_{n, \beta}([\omega])=\left\{\begin{array}{l}
\frac{1}{q^{p}} \text { if } \beta<\beta_{c}, \\
\frac{1}{q} \frac{1}{\left(e^{\beta s_{\beta}}+q-1\right)^{p}} \sum_{k=1}^{q} e^{\beta s_{\beta} L_{p, k}(\omega)} \text { if } \beta>\beta_{c}, \\
\frac{A}{q^{p}}+\frac{B}{\left(e^{\left.\beta s_{\beta}+q-1\right)^{p}}\right.} \sum_{k=1}^{q} e^{\beta_{c} s_{\beta_{c}} L_{p, k}(\omega)} \\
A+q B
\end{array} \text { if } \beta=\beta_{c} .\right.
$$

Proof. The proof is very much the same as the proof of Lemma 2.2, but the Hamiltonian has changed and we are in dimension $q$ instead of dimension one. We want to evaluate the limit of

$$
\mu_{n, \beta}([\omega])=\sum_{\alpha,|\alpha|=n-p} \mu_{n, \beta}([\omega \alpha])=\frac{\sum_{\alpha,|\alpha|=n-p} e^{\frac{\beta}{2 n}\left\|L_{n}(\omega \alpha)\right\|^{2}}}{\sum_{\alpha,|\alpha|=n} e^{\frac{\beta}{2 n}\left\|L_{n}(\alpha)\right\|^{2}}}
$$

With the help of the identity

$$
\begin{equation*}
e^{\|u\|^{2}}=\frac{1}{(2 \pi)^{q / 2}} \int_{\mathbb{R}^{q}} \exp \left(-\frac{1}{2}\|y\|^{2}+\sqrt{2}\langle y, u\rangle\right) d y \tag{23}
\end{equation*}
$$

and noticing that $L_{n}(\omega \alpha)=L_{p}(\omega)+L_{n-p}(\alpha)$, we write

$$
\begin{aligned}
\sum_{\alpha,|\alpha|=n-p} e^{\frac{\beta}{2 n}\left\|L_{n}(\omega \alpha)\right\|^{2}} & =\frac{1}{(2 \pi)^{q / 2}} \int_{\mathbb{R}^{q}} e^{-\frac{1}{2}\|y\|^{2}} \sum_{\alpha} e^{\sqrt{\frac{\beta}{n}}\left\langle y, L_{n}(\omega \alpha)\right\rangle} d y \\
& =\frac{1}{(2 \pi)^{q / 2}} \int_{\mathbb{R}^{q}} e^{-\frac{1}{2}\|y\|^{2}+\sqrt{\frac{\beta}{n}}\left\langle y, L_{p}(\omega)\right\rangle} \sum_{\alpha} e^{\sqrt{\frac{\beta}{n}}\left\langle y, L_{n-p}(\alpha)\right\rangle} d y .
\end{aligned}
$$

It is easily seen that

$$
\sum_{\alpha,|\alpha|=n-p} e^{\sqrt{\frac{\beta}{n}}\left\langle y, L_{n-p}(\alpha)\right\rangle}=\left(\sum_{k=1}^{q} e^{\sqrt{\frac{\beta}{n}} y_{k}}\right)^{n-p},
$$

therefore we get

$$
\begin{aligned}
& \sum_{\alpha,|\alpha|=n-p} e^{\frac{\beta}{2 n}\left\|L_{n}(\omega \alpha)\right\|^{2}}= \\
& \frac{1}{(2 \pi)^{q / 2}} \int_{\mathbb{R}^{q}} \exp \left(-\frac{1}{2}\|y\|^{2}+\sqrt{\frac{\beta}{n}}\left\langle y, L_{p}(\omega)\right\rangle+(n-p) \log \left(\sum_{k=1}^{q} e^{\sqrt{\frac{\beta}{n}} y_{k}}\right)\right) d y .
\end{aligned}
$$

Now we make the change of variable $\beta z=\sqrt{\frac{\beta}{n}} y$, and we obtain

$$
\begin{equation*}
\sum_{\alpha,|\alpha|=n-p} e^{\frac{\beta}{2 n}\left\|L_{n}(\omega \alpha)\right\|^{2}}=\left(\frac{n \beta}{2 \pi}\right)^{q / 2} \int_{\mathbb{R}^{q}} e^{n \varphi_{P}(z)} f(z) d z \tag{24}
\end{equation*}
$$

where $\varphi_{P}$ was defined in (21) and $f$ is defined on $\mathbb{R}^{q}$ by

$$
\begin{equation*}
f(z)=\exp \left(\beta\left\langle z, L_{p}(\omega)\right\rangle-p \log \left(\sum_{k=1}^{q} e^{\beta z_{k}}\right)\right) \tag{25}
\end{equation*}
$$

Similarly, $p=0$ yields

$$
\sum_{\alpha,|\alpha|=n} e^{\frac{\beta}{2 n}\left\|L_{n}(\alpha)\right\|^{2}}=\left(\frac{n \beta}{2 \pi}\right)^{q / 2} \int_{\mathbb{R}^{q}} e^{n \varphi_{P}(z)} d z
$$

hence

$$
\mu_{n, \beta}([\omega])=\frac{\sum_{\alpha,|\alpha|=n-p} e^{\frac{\beta}{2 n}\left\|L_{n}(\omega \alpha)\right\|^{2}}}{\sum_{\alpha,|\alpha|=n} e^{\frac{\beta}{2 n}\left\|L_{n}(\alpha)\right\|^{2}}}=\frac{\int_{\mathbb{R}^{q}} e^{n \varphi_{P}(z)} f(z) d z}{\int_{\mathbb{R}^{q}} n^{n \varphi_{P}(z)} d z} .
$$

We denote by $D \varphi_{P}(z)$, respectively $\mathcal{H}(z)$, the gradient, respectively the Hessian matrix, of $\varphi_{P}$ at $z$. It is proved in Proposition 2.2 of [11] that the Hessian matrix of $\varphi_{P}$ is negative definite at each global maximum point of $\varphi_{P}$. Now if $D \varphi_{P}$ vanishes at a single point $z_{0}$ in an open set $O$ of $\mathbb{R}^{q}$, if $\mathcal{H}\left(z_{0}\right)$ is negative definite and if $f\left(z_{0}\right) \neq 0$, then we know by Laplace's method that

$$
\int_{0} e^{n \varphi_{P}(z)} f(z) d z \sim_{n \rightarrow \infty} \frac{(2 \pi)^{q / 2} f\left(z_{0}\right) e^{n \varphi_{P}\left(z_{0}\right)}}{n^{q / 2} \sqrt{\left|\operatorname{det} \mathcal{H}\left(z_{0}\right)\right|}}
$$

If $0<\beta<\beta_{c}$ : according to Theorem 4, $\varphi_{P}$ attains its maximum at the unique point $\nu^{0}$ so applying Laplace's method yields

$$
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{f\left(\nu^{0}\right)}{1}=\frac{1}{q^{p}} .
$$

If $\beta>\beta_{c}$ : Theorem 4 states that $\varphi_{P}$ attains its maximum at exactly $q$ points $\nu^{i}(\beta), i=1, \cdots, q$, where $\nu^{i}(\beta), i=2, \cdots, q$ is obtained by interchanging the first and ith coordinates of $\nu^{1}(\beta)$. Due to the symmetry of the function $\varphi_{P}$ it is clear that $\operatorname{det} \mathcal{H}\left(\nu^{i}\right)=\operatorname{det} \mathcal{H}\left(\nu^{1}\right), i=2, \cdots, q$. Considering a family of disjoint open sets $\left(O_{i}\right)_{1 \leq i \leq q}$ such that $O_{i}$ contains $\nu^{i}$ and $\mathbb{R}^{q}=\cup_{i=1}^{q} O_{i} \cup N$, where $N$ is a set of measure zero, Laplace's method yields

$$
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{1}{q} \sum_{i=1}^{q} f\left(\nu^{i}\right) .
$$

Recall that

$$
f\left(\nu^{i}\right)=\frac{e^{\beta\left\langle\nu^{i}, L_{p}(\omega)\right\rangle}}{\left(\sum_{k=1}^{q} e^{\beta \nu_{k}^{i}}\right)^{p}}
$$

with

$$
\nu_{k}^{i}= \begin{cases}\frac{1-s_{\beta}}{q} & \text { if } k \neq i \\ \frac{1+(q-1) s_{\beta}}{q} & \text { if } k=i\end{cases}
$$

As $\sum_{k=1}^{q} L_{p, k}(\omega)=p$ it is easily seen that

$$
\begin{equation*}
e^{\beta\left\langle\nu^{i}, L_{p}(\omega)\right\rangle}=\exp \left(\frac{\beta p\left(1-s_{\beta}\right)}{q}+\beta s_{\beta} L_{p, i}(\omega)\right) . \tag{26}
\end{equation*}
$$

As $\nu^{i}$ is a critical point of $\varphi_{P}$ and $\frac{\partial \varphi_{P}}{\partial z_{i}}(z)=\frac{\beta e^{\beta z_{i}}}{\sum_{k=1}^{q} e^{\beta z_{k}}}-\beta z_{i}$, we know that

$$
\begin{equation*}
\sum_{k=1}^{q} e^{\beta \nu_{k}^{i}}=\frac{e^{\beta \nu_{j}^{i}}}{\nu_{j}^{i}}=\frac{q}{1-s_{\beta}} e^{\frac{\beta\left(1-s_{\beta}\right)}{q}} \tag{27}
\end{equation*}
$$

Putting together (26) and (27) we obtain

$$
f\left(\nu^{i}\right)=\left(\frac{1-s_{\beta}}{q}\right)^{p} e^{\beta s_{\beta} L_{p, i}(\omega)},
$$

which can also be written

$$
\begin{equation*}
f\left(\nu^{i}\right)=\frac{1}{\left(e^{\beta s_{\beta}}+q-1\right)^{p}} e^{\beta s_{\beta} L_{p, i}(\omega)} \tag{28}
\end{equation*}
$$

since $s_{\beta}$ is solution of the equation (12). Therefore

$$
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{1}{q} \frac{1}{\left(e^{\beta s_{\beta}}+q-1\right)^{p}} \sum_{i=1}^{q} e^{\beta s_{\beta} L_{p, i}(\omega)} .
$$

If $\beta=\beta_{c}$ : the function $\varphi_{P}$ admits exactly $q+1$ maximun points $\nu^{i}(\beta), i=0, \cdots, q$ but $\operatorname{det} \mathcal{H}\left(\nu^{0}\right) \neq \operatorname{det} \mathcal{H}\left(\nu^{1}\right)$, therefore Laplace's method yields

$$
\begin{equation*}
\mu_{n, \beta}([\omega]) \sim_{n \rightarrow \infty} \frac{\left|\operatorname{det} \mathcal{H}\left(\nu^{0}\right)\right|^{-1 / 2} f\left(\nu^{0}\right)+\left|\operatorname{det} \mathcal{H}\left(\nu^{1}\right)\right|^{-1 / 2} \sum_{i=1}^{q} f\left(\nu^{i}\right)}{\left|\operatorname{det} \mathcal{H}\left(\nu^{0}\right)\right|^{-1 / 2}+q\left|\operatorname{det} \mathcal{H}\left(\nu^{1}\right)\right|^{-1 / 2}} . \tag{29}
\end{equation*}
$$

In the proof of Proposition 2.2 of [11] it is proved that $\mathcal{H}\left(\nu^{0}\right)$ has a simple eigenvalue at $\beta$ and an eigenvalue of multiplicity $(q-1)$ at $\beta q^{-1}(q-\beta)$ whereas $\mathcal{H}\left(\nu^{1}\right)$ has simple eigenvalues at $\beta$ and $\beta-\beta^{2} q a b$ and an eigenvalue of multiplicity $(q-2)$ at $\beta-\beta^{2} b$, where $a=q^{-1}\left(1+(q-1) s_{\beta}\right)$ and $b=q^{-1}\left(1-s_{\beta}\right)$. Recalling that $s\left(\beta_{c}\right)=\frac{q-2}{q-1}$ we deduce that

$$
\begin{gathered}
\left|\operatorname{det} \mathcal{H}\left(\nu^{0}\right)\right|=\beta_{c}^{q}\left(1-q^{-1} \beta_{c}\right)^{q-1} \\
\left|\operatorname{det} \mathcal{H}\left(\nu^{1}\right)\right|=\beta_{c}^{q}\left(1-q^{-1} \beta_{c}\right)\left(1-\frac{\beta_{c}}{q(q-1)}\right)^{q-2} .
\end{gathered}
$$

Reporting in (29) and recalling (28) we get the result.
3.2. Identification of the limit. We can already deduce from Lemma 3.1 that $\mu_{n, \beta} \xrightarrow[n \rightarrow+\infty]{w} \widetilde{\mu}_{0}$ if $\beta<\beta_{c}$.

## Lemma 3.2. Computation for $\widetilde{\mu}_{b}^{k}$

For $k=1, \ldots, q$,

$$
\begin{equation*}
\widetilde{\mu}_{b}^{k}([\omega])=\frac{e^{b L_{p, k}(\omega)}}{\left(e^{b}+q-1\right)^{p}} . \tag{30}
\end{equation*}
$$

Proof. The function $b \mathbb{1}_{\left[\theta^{k}\right]}$ depends only on the zero coordinate, therefore the supremum in (11) is attained for the product measure $\left(m^{k}\right)^{\otimes \mathbb{N}}$, where the probability vector $\left(m_{j}^{k}\right)_{1 \leq j \leq q}$ on $\Lambda$ maximizes the quantity

$$
-\sum_{j=1}^{q} p_{j} \log p_{j}+b p_{k}
$$

over all the probability vectors $\left(p_{j}\right)_{1 \leq j \leq q}$ on $\Lambda$, and is given by $m_{k}^{k}=\frac{e^{b}}{e^{b}+q-1}, m_{j}^{k}=$ $\frac{1}{e^{b}+q-1}$ if $j \neq k$ (see for instance Example 4.2.2 of [17]). The result is then clear.

The limit in (13) is now a direct consequence of the lemmas 3.1 and 3.2 .

## 4. Proof of Theorem 2

We consider a function $\psi$ of the form

$$
\psi:=\sum_{i} a_{i} \mathbb{1}_{C_{i}},
$$

where the sum is finite, the $C_{i}$ 's are disjoint cylinders, and the $a_{i}$ 's are real numbers which are not all equal to zero. We can always assume that all the cylinders have the same length, say $q$.

In the following we assume that we have chosen an order on $q$-cylinders and we consider the vector $\mathbf{a}:=\left(a_{1}, \ldots, a_{2^{q}}\right)$.
4.1. Convergence of $\mu_{n, \beta}$. Let $\omega=\omega_{0} \ldots \omega_{p-1}$ be a finite word of length $p$. To fix the ideas, we assume that $p$ is bigger than $q$. Note that if the convergence holds for any cylinder with length larger than $q$ then it holds for any cylinder.
For $n$ very big and $x \in \Sigma_{2}, S_{n}(\psi)(x)$ involves digits $x_{0}, \ldots, x_{n+q-2}$. Then, we get

$$
\mu_{n, \beta}([\omega])=\sum_{\alpha,|\alpha|=n-p+q-1} \mu_{n, \beta}\left(\left[\omega_{0} \ldots \omega_{p-1} \alpha_{0} \ldots \alpha_{n-p+q-2}\right]\right) .
$$

For simplicity we write $S_{n}(\omega \alpha)$ for $S_{n}(\psi)(\omega \alpha)$ (which is well defined if $|\alpha| \geq n-p+$ $q-1$ ). Again, using the Hubbard-Stratonovich transformation we get

$$
\begin{align*}
\sum_{\alpha,|\alpha|=n-p+q-1} e^{\frac{\beta}{2 n} S_{n}^{2}(\omega \alpha)} & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}} \sum_{\alpha} e^{\sqrt{\frac{\beta}{n}} x S_{n}(\omega \alpha)} d x  \tag{31}\\
& =\sqrt{\frac{\beta n}{2 \pi}} \int_{-\infty}^{+\infty} e^{-n \frac{\beta}{2} z^{2}} \sum_{\alpha} e^{\beta z S_{n}(\omega \alpha)} d z
\end{align*}
$$

where we have made the change of variable $\beta z=\sqrt{\frac{\beta}{n}} x$.
We point out the equality

$$
\begin{equation*}
S_{n}(\omega \alpha)=S_{p-q+1}(\omega)+S_{q-1}\left(\sigma^{p+1-q}(\omega \alpha)\right)+S_{n-p}(\alpha) . \tag{32}
\end{equation*}
$$

This equality means that the first $p+1-q$ terms in the Birkhoff sum $S_{n}(\omega \alpha)$ only involve the $\omega_{i}$ 's, then come $q-1$ terms which involve the tail of $\omega$ and the head of $\alpha$, and then comes the tail of the sum which only depends on $\alpha$.

Let us define the operator $\mathcal{L}_{\xi}$, depending on a real or complex parameter $\xi$, by

$$
\mathcal{L}_{\xi}(T)(x):=e^{\xi \psi(-1 x)} T(-1 x)+e^{\xi \psi(1 x)} T(1 x) .
$$

Here $x$ is a point in $\Sigma_{2}, T$ is a continuous function on $\Sigma_{2}$, and we remind that $i x$, with $i= \pm 1$, is the infinite word $i x_{0} x_{1} x_{2} \ldots \mathcal{L}_{\xi}$ is the transfer operator ${ }^{3}$ associated to the potential $\xi . \psi$. We notice that for any $m \in \mathbb{N}^{*}$,

$$
\mathcal{L}_{\xi}^{m}(T)(x):=\sum_{\alpha,|\alpha|=m} e^{\xi S_{m}(\alpha x)} T(\alpha x) .
$$

Now, we write $\alpha=\alpha^{\prime} \alpha^{\prime \prime}$, with $\left|\alpha^{\prime}\right|=n-p$ and $\left|\alpha^{\prime \prime}\right|=q-1$. Using the equality (32) it is easy to check that

$$
\begin{equation*}
\sum_{\alpha} e^{\beta z S_{n}(\omega \alpha)}=e^{\beta z S_{p-q+1}(\omega)} \sum_{\alpha^{\prime \prime}}^{\left|\alpha^{\prime \prime}\right|=q-1} \mathcal{L}_{\beta . z}^{n-p}\left(e^{\beta z S_{q-1}\left(\sigma^{p+1-q}(\omega .)\right)}\right)\left(\alpha^{\prime \prime} x\right) . \tag{33}
\end{equation*}
$$

We point out that the $x$ on the right hand side of this equality is just there to make sense but the expression actually does not depend on $x$ because $\left|\alpha^{\prime \prime}\right|=q-1$.

It is known (see [3]) that $\mathcal{L}_{\xi}$ acts on continuous and Hölder continuous functions. Moreover on the space of Hölder continuous functions it is quasi-compact: its spectral radius, say $\lambda(\xi)$, is a simple dominating eigenvalue associated to a positive eigenfunction, say $H_{\xi}$. The adjoint operator acts on measures and it admits a unique eigenmeasure associated to the spectral radius, say $\nu_{\xi}$. Moreover $\int H_{\xi} d \nu_{\xi}=1$ and for every continuous function $T$,

$$
\lim _{n \rightarrow+\infty} \max _{x \in \Sigma_{2}}\left|\lambda(\xi)^{-n} \mathcal{L}_{\xi}^{n}(T)(x)-\left(\int T d \nu_{\xi}\right) H_{\xi}(x)\right|=0 .
$$

[^2]Remark 4. The measure $\nu_{\xi}$ is exactly the conformal measure associated to $\xi \psi$.
We refer the reader to [15] for properties of quasi-compact operators , in particular regularity of the maximal eigenvalue and the eigenvectors with respect to $\xi$.

Furthermore, $\mathcal{L}_{\xi}$ acts on functions constant on $(q-1)$-cylinders because $\psi$ is constant on $q$-cylinders. In that case we can give a simple characterization for $\lambda(\xi)$. First, we order the $(q-1)$-cylinders, say $K_{1}, \ldots, K_{2 q-1}$, and the $q$-cylinders, say $C_{1}, \ldots, C_{2 q}$. Let $\mathbf{z}=\left(z_{1}, \ldots, z_{2^{q}}\right)$ be a vector in $\mathbb{R}^{2^{q}}$. We consider the $2^{q-1} \times 2^{q-1}$ matrix $M(\mathbf{z})$ whose entries are defined as follows: From the ( $q-1$ )-cylinder $K_{i}=\left[\omega_{0}^{i}, \ldots \omega_{q-2}^{i}\right]$ we can construct two new ( $q-1$ )-cylinders

$$
\left[\omega_{1}^{i}, \ldots, \omega_{q-2}^{i},+1\right] \text { and }\left[\omega_{1}^{i}, \ldots, \omega_{q-2}^{i},-1\right]
$$

corresponding respectively to say $K_{j_{1}(i)}$ and $K_{j_{2}(i)}$. We can also define two $q$-cylinders $C_{k_{1}(i)}=\left[\omega_{0}^{i}, \ldots, \omega_{q-2}^{i},+1\right]$ and $C_{k_{2}(i)}=\left[\omega_{0}^{i}, \ldots, \omega_{q-2}^{i},-1\right]$. Then we set

$$
M(\mathbf{z})_{i j}=\left\{\begin{array}{l}
0 \text { if } j \notin\left\{j_{1}(i), j_{2}(i)\right\} \\
e^{z_{k_{1}(i)}} \text { if } j=j_{1}(i) \\
e^{z_{k_{1}(i)}} \text { if } j=j_{2}(i)
\end{array}\right.
$$

A simple computation shows that

$$
\mathcal{L}_{\xi}\left(\mathbb{1}_{K_{i}}\right)=e^{\xi a_{k_{1}(i)}} \mathbb{1}_{K_{j_{1}(i)}}+e^{\xi a_{k_{2}(i)}} \mathbb{1}_{K_{j_{2}(i)}} .
$$

Let us call $E_{q-1}$ the vector space of functions constant on $(q-1)$-cylinders. The set $\left\{\mathbb{1}_{K_{i}} ; 1 \leq i \leq 2^{q-1}\right\}$ is a basis of $E_{q-1}$, which can be identified with the canonical basis $\left(e_{i}\right)_{1 \leq i \leq 2^{q-1}}$ of $\mathbb{R}^{2^{q-1}}$. With this identification we get that the restriction of $\mathcal{L}_{\xi}$ to $E_{q-1}$ is a linear operator whose matrix is exactly the transpose ${ }^{t} M(\xi \cdot \mathbf{a})$ of $M(\xi . \mathbf{a})$. Therefore, $\lambda(\xi)$ is the dominating eigenvalue for $M(\xi \cdot \mathbf{a})$. We emphasize that this matrix is aperiodic and then the Perron Frobenius theorem on matrices holds. Furthermore, $H_{\xi}$ is a left eigenvector for $M(\xi . \mathbf{a})$ associated to $\lambda(\xi)$.

Let us denote by $T_{\xi}$ the function $x \mapsto e^{\xi S_{q-1}\left(\sigma^{p+1-q}(\omega x)\right)}$. This function $T_{\xi}$ belongs to $E_{q-1}$, and

$$
\left\|T_{\xi}\right\|_{\infty} \leq e^{(q-1)|\xi| A}
$$

where $A:=\max \left\{\left|a_{i}\right| ; 1 \leq i \leq 2^{q}\right\}$. The spectral properties of $\mathcal{L}_{\xi}$ then yield that

$$
\begin{equation*}
\left\|\frac{\mathcal{L}_{\xi}^{n-p}\left(T_{\xi}\right)}{\lambda(\xi)^{n-p}}-\int T_{\xi} d \nu_{\xi} \cdot H_{\xi}\right\|_{\infty} \leq \frac{C(\xi)}{(1+\varepsilon(\xi))^{n-p}} e^{(q-1)|\xi| A} \tag{34}
\end{equation*}
$$

where $\varepsilon(\xi)$ is continuous and positive (in $\xi$ ) and $C(\xi)$ does only depend on $\xi$.
Lemma 4.1. Let $\varphi_{O S}$ be defined be $\varphi_{O S}(t)=-\frac{\beta}{2} t^{2}+\log \lambda(\beta t)$. Then, for each $\beta$, $\varphi_{O S}$ attains its maximum on $\mathbb{R}$ at finitely many points.

Proof. Recall that $A=\max \left|a_{i}\right|$. We do the case $t \geq 0$, the case $t \leq 0$ being the same with $-A$ instead of $A$.

Inequalities between eigenvalues of matrices and coefficients yield

$$
\lambda(\beta t) \leq 2 e^{A \beta t}
$$

This shows that for $t \geq 0, \varphi_{O S}(t) \leq-\frac{\beta}{2} t^{2}+A \beta t+\log 2$, and this upper bound goes to $-\infty$ if $t$ goes to $+\infty$. On the other hand, $\varphi_{O S}(0)=\log 2$. Therefore, $\varphi_{O S}$ reaches its maximum on $\mathbb{R}^{+}$only on some compact set $[0, \kappa(\beta)]$.

Furthermore, any $t$ which realizes the maximum must be a critical point of the derivative. Note that $\xi \mapsto \lambda(\xi)$ admits an analytic continuation in a complex neighborhood of $\mathbb{R}$ which prohibits to get infinitely many zeros of $\varphi_{O S}^{\prime}$ on the segment $[0, \kappa(\beta)]$.

Proposition 4.2. Let $\beta$ be fixed. Let $\left(t_{i}\right)_{1 \leq i \leq J}$ be the finitely many real numbers where $\varphi_{O S}$ reaches its maximum ${ }^{(4)}$. Then, there exist finitely many positive $b_{i}, 1 \leq$ $i \leq J$ such that $\sum_{i=1}^{J} b_{i}=1$ and such that $\mu_{n, \beta}([\omega])$ converges to

$$
\sum_{i=1}^{J} b_{i} \nu_{\beta t_{i}}([\omega]) .
$$

Proof. From the definition of $\mu_{n, \beta}$ we know that

$$
\mu_{n, \beta}([\omega])=\frac{\sum_{\alpha,|\alpha|=n-p+q-1} e^{\frac{\beta}{2 n} S_{n}^{2}(\omega \alpha)}}{\sum_{\gamma,|\gamma|=n+q-1} e^{\frac{\beta}{2 n} S_{n}^{2}(\gamma)}} .
$$

Using (31) and (33) we get

$$
\begin{equation*}
\mu_{n, \beta}([\omega])=\frac{\sum_{|\alpha|=q-1} \int_{-\infty}^{+\infty} e^{-n \frac{\beta}{2} z^{2}} e^{\beta z S_{p-q+1}(\omega)} \mathcal{L}_{\beta z}^{n-p}\left(T_{\beta z}\right)(\alpha) d z}{\sum_{|\alpha|=q-1} \int_{-\infty}^{+\infty} e^{-n \frac{\beta}{2} z^{2}} \mathcal{L}_{\beta z}^{n}(\mathbb{1})(\alpha) d z} . \tag{35}
\end{equation*}
$$

We can rewrite the numerator as a sum of $q$ terms of the form

$$
\int_{-\infty}^{+\infty} e^{n \varphi \varphi_{O S}(\beta z)} e^{\beta z S_{p-q+1}(\omega)-p \log \lambda(\beta z)} \frac{\mathcal{L}_{\beta z}^{n-p}}{\lambda(\beta z)^{n-p}}\left(T_{\beta z}\right)(\alpha) d z
$$

and the denominator as a sum of $q$ terms of the form

$$
\int_{-\infty}^{+\infty} e^{n \varphi \rho S(\beta z)} \frac{\mathcal{L}_{\beta z}^{n}}{\lambda(\beta z)^{n}}(\mathbb{1})(\alpha) d z .
$$

We want to use the Laplace method for these terms. Lemma 4.1 shows that the exponential term (in $n$ ) has only finitely many maximum. But we are not yet done and the problem comes from the last term in the integral which depends on $n$. Inequality (34) shows that this term converge as $n$ goes to $+\infty$ but the speed of convergence depends on $z$ and $z$ may goes to $\pm \infty$.

[^3]To deal with this fact, we recall that $A$ is $\max \left|a_{i}\right|$ and we notice that for every continuous $T$,

$$
\left\|\mathcal{L}_{\beta z}(T)\right\|_{\infty} \leq 2 e^{A \beta|z|}\|T\|_{\infty}
$$

therefore

$$
\left\|\mathcal{L}_{\beta z}\left(T_{\beta z}\right)\right\|_{\infty} \leq 2 e^{q \beta|z| A}
$$

and

$$
\left|e^{-n \frac{\beta}{2} z^{2}} e^{\beta z S_{p-q+1}(\omega)} \mathcal{L}_{\beta z}^{n-p}\left(T_{\beta z}\right)(\alpha)\right| \leq e^{n\left(-\frac{\beta}{2} z^{2}+\beta|z| A(p+1)+\log 2\right)}
$$

As $-\frac{\beta}{2} z^{2}+|z|(\beta A(p+1)+1)+\log 2$ goes to $-\infty$ as $|z|$ goes to $+\infty$, we can deduce that there exists $\kappa(\beta)>0$ such that for every $n \geq 2$,

$$
\begin{equation*}
\int_{|z| \geq \kappa(\beta)} e^{-n \frac{\beta}{2} z^{2}} e^{\beta z S_{p-q+1}(\omega)} \mathcal{L}_{\beta z}^{n-p}\left(T_{\beta z}\right)(\alpha) d z \leq e^{-n \kappa(\beta)} \tag{36}
\end{equation*}
$$

We choose $\kappa(\beta)$ big enough so that all the points $t_{j}, 1 \leq j \leq J$, where $\varphi_{O S}$ reaches its maximum, are in the interior of the interval $[-\kappa(\beta), \kappa(\beta)]$. Then we can write the integral over the segment $[-\kappa(\beta), \kappa(\beta)]$ as a finite sum of integrals over segments $\left[a_{j}, b_{j}\right]$ where each segment $\left[a_{j}, b_{j}\right]$ contains exactly one of the points $t_{j}, 1 \leq j \leq J$. We state the following lemma, which is an immediate adaptation of the Laplace method.

Lemma 4.3. Let $\varphi:[a, b] \rightarrow \mathbb{R}$ a function of class $C^{2}$, with $\varphi^{\prime}$ vanishing on a single point $c$ in $] a, b\left[\right.$ and $\varphi^{\prime \prime}(c)<0$. Let $\left(f_{n}\right)_{n \geq 1}, f$ some continuous functions from $[a, b]$ to $\mathbb{R}$ such that $f_{n}$ converges to $f$ uniformly on $[a, b]$, and $f(c) \neq 0$. Then as $n \rightarrow \infty$

$$
\int_{a}^{b} e^{n \varphi(x)} f_{n}(x) d x \sim \sqrt{\frac{\pi}{2\left|\varphi^{\prime \prime}(c)\right|}} e^{n \varphi(c)} f(c) n^{-1 / 2}
$$

We apply this lemma on every $\left[a_{j}, b_{j}\right]$ to the functions $f_{n}$ defined by

$$
f_{n}(z)=e^{\beta z S_{p-q+1}(\omega)-p \log \lambda(\beta z)} \frac{\mathcal{L}_{\beta z}^{n-p}}{\lambda(\beta z)^{n-p}}\left(T_{\beta z}\right)(\alpha)
$$

Thanks to (34) the functions $f_{n}$ converge uniformly on $\left[a_{j}, b_{j}\right]$ to $f$ defined by

$$
\begin{aligned}
f(z) & =\frac{e^{\beta z S_{p+1-q}(\omega)}}{\lambda(\beta z)^{p}} \int e^{\beta z S_{q-1}\left(\sigma^{p+1-q}(\omega x)\right)} d \nu_{\beta z}(x) \cdot H_{\beta z}(\alpha) \\
& =\frac{1}{\lambda(\beta z)^{p}} \int e^{\beta z S_{p}(\omega x)} d \nu_{\beta z}(x) \cdot H_{\beta z}(\alpha) \\
& =\frac{1}{\lambda(\beta z)^{p}} \int \mathcal{L}_{\beta z}^{p}\left(\mathbb{1}_{[\omega]}\right)(x) d \nu_{\beta z}(x) \cdot H_{\beta z}(\alpha) \\
& =H_{\beta z}(\alpha) \nu_{\beta z}([\omega]) .
\end{aligned}
$$

Putting together (36) and the result of Lemma 4.3 applied to every $\left[a_{j}, b_{j}\right]$ we obtain that the numerator of $\mu_{n \beta}([\omega])$ in (35) is equivalent to

$$
\sum_{|\alpha|=q-1} \sum_{j=1}^{J} \sqrt{\frac{\pi}{2\left|\varphi_{O S}^{\prime \prime}\left(t_{j}\right)\right|}} e^{n \varphi_{O S}\left(t_{j}\right)} H_{\beta t_{j}}(\alpha) \nu_{\beta t_{j}}([\omega]) n^{-1 / 2}
$$

Similarly, the denominator of $\mu_{n \beta}([\omega])$ in (35) is equivalent to

$$
\sum_{|\alpha|=q-1} \sum_{j=1}^{J} \sqrt{\frac{\pi}{2\left|\varphi_{O S}^{\prime \prime}\left(t_{j}\right)\right|}} e^{n \varphi \varphi_{O S}\left(t_{j}\right)} H_{\beta t_{j}}(\alpha) n^{-1 / 2}
$$

We then get that $\mu_{n \beta}([\omega])$ is equivalent to

$$
\frac{\sum_{j=1}^{J} \sum_{|\alpha|=q-1} \frac{H_{\beta t_{j}}(\alpha)}{\sqrt{\left|\varphi_{O S}^{\prime \prime}\left(t_{j}\right)\right|}} \nu_{\beta t_{j}}([\omega])}{\sum_{j=1}^{J} \sum_{|\alpha|=q-1} \frac{H_{\beta t_{j}}(\alpha)}{\sqrt{\left|\varphi_{O S}^{\prime \prime}\left(t_{j}\right)\right|}}}
$$

Let us set

$$
b_{i}:=\frac{\sum_{\alpha,|\alpha|=q-1} \frac{H_{\beta t_{i}}(\alpha)}{\sqrt{\left|\varphi_{O S}^{\prime \prime}\left(t_{i}\right)\right|}}}{\sum_{j, \alpha,|\alpha|=q-1} \frac{H_{\beta t_{j}}(\alpha)}{\sqrt{\left|\varphi_{O S}^{\prime \prime}\left(t_{j}\right)\right|}}} .
$$

Then the $b_{i}$ 's are positive, they satisfy $\sum_{i} b_{i}=1$, and $\mu_{n, \beta}([\omega])$ converges to

$$
\sum_{i} b_{i} \nu_{\beta t_{i}}([\omega]) .
$$

### 4.2. End of the Proof of Theorem 2.

4.2.1. Some properties for Pressure function. We recall here some properties for the pressure function. If $g$ is Hölder continuous on $\Sigma_{2}$ then $t \mapsto \mathcal{P}(t g)$ is convex thus continuous. The Ruelle theorem also yields

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathcal{P}(t g)_{t=t_{0}}=\int g d \widetilde{\mu}_{t_{0}} \tag{37}
\end{equation*}
$$

where $\widetilde{\mu}_{t_{0}}$ is the DGM for $t_{0} g$.
We recall also that for $g=\psi=\sum_{i=1}^{2^{q}} a_{i} \mathbb{1}_{C_{i}}, \mathcal{P}(\beta t \psi)=\log \lambda(\beta t)$, where $\lambda(\beta t)$ is the spectral radius for the matrix $M(\beta t \mathbf{a})$.
4.2.2. Maximizing the quadratic pressure. There are $2^{q} q$-cylinders in $\Sigma_{2}$. If $\mu$ and $\nu$ are invariant measures, then

$$
\mu \approx \nu \Longleftrightarrow \mu\left(\left[\omega_{0} \ldots \omega_{q-1}\right]\right)=\nu\left(\left[\omega_{0} \ldots \omega_{q-1}\right]\right) \text { for every } q \text {-cylinder. }
$$

defines an equivalence relation over the set of invariant probabilities. If $\mu \approx \nu$ then $\int \psi d \mu=\int \psi d \nu$ holds because $\psi$ is constant on $q$-cylinders.
Note that $h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}$ is maximal among elements of the same class for $\approx$ if and only if $h_{\mu}$ is maximal.

Because we are considering probability measures, it is sufficient to know $\mu\left(C_{i}\right)$ for all $i<2^{q}$ to know all of the measure $\mu$. If $y_{i}, i=1, \ldots 2^{q}-1$ are non-negative real numbers such that $\sum y_{i} \leq 1$, then we denote by $\approx_{\mathbf{y}}$, the class of measures such that $\mu\left(C_{i}\right)=y_{i}$ for all $i<2^{q}$.

Now, we state a lemma that is an adapted version of results from [2] (th. 7, 8) and [12] (th 4.8). These papers focus on multifractal analysis and they have different ways to state the result we need here. It is not clear to us if their statements can be directly applied in our case.

Lemma 4.4. Let $\mathbf{y}$ be such that $\approx_{\mathbf{y}}$ is non-empty. Then

$$
\max \left\{h_{\mu}, \mu \in \approx_{\mathbf{y}}\right\} \leq \inf _{\mathbf{z} \in \mathbb{R}^{2 q-1}, \mathbf{z} \neq 0}\left\{\mathcal{P}\left(\sum z_{i} \mathbb{1}_{C_{i}}\right)-\sum z_{i} y_{i}\right\}
$$

Proof. Note the immediate equality:

$$
\inf _{t \in \mathbb{R}_{+}, \mathbf{z} \in \mathbb{S}^{2^{q}-2}}\left\{\mathcal{P}\left(t \sum z_{i} \mathbb{1}_{C_{i}}\right)-t \sum z_{i} y_{i}\right\}=\inf _{\mathbf{z} \in \mathbb{R}^{2^{q}-1}, \mathbf{z} \neq 0}\left\{\mathcal{P}\left(\sum z_{i} \mathbb{1}_{C_{i}}\right)-\sum z_{i} y_{i}\right\}
$$

For our proof, we prefer to use the left hand side characterization. Let us pick $\mathbf{z} \in \mathbb{S}^{2^{q}-2}$. First we assume that $\sum z_{i} y_{i}=\max \int \sum z_{i} \mathbb{1}_{C_{i}} d \mu$, where the maximum is taken among all invariant measures. Then, it is well known (see [1]) that $t \mapsto \mathcal{P}\left(t \sum z_{i} \mathbb{1}_{C_{i}}\right)-t \sum z_{i} y_{i}$ is a convex decreasing function which converges to the residual entropy:

$$
\lim _{t \rightarrow+\infty} \mathcal{P}\left(t \sum z_{i} \mathbb{1}_{C_{i}}\right)-t \sum z_{i} y_{i}=\max \left\{h_{\mu}, \int \sum z_{i} \mathbb{1}_{C_{i}} \text { is maximal }\right\} .
$$

Clearly the residual entropy is bigger than $\max \left\{h_{\mu}, \mu \in \approx_{\mathbf{y}}\right\}$.
Let us now assume that the class $\approx_{\mathbf{y}}$ is not included into the set of maximizing measures for $\sum z_{i} \mathbb{1}_{C_{i}}$. Then $\lim _{t \rightarrow+\infty} \mathcal{P}\left(t \sum z_{i} \mathbb{1}_{C_{i}}\right)-t \sum z_{i} y_{i}=+\infty$ and the convex function admits a unique minimum on $R_{+}$.

If this minimum is reached at $t=0$, then its value is $h_{\top}=\log 2$ which is bigger than any metric entropy.

The last case holds if the minimum is reached at a critical point, say $t_{0}$. Note that if $\nu_{t_{0}}$ is the equilibrium state for $t_{0} \sum z_{i} \mathbb{1}_{C_{i}}$, then

$$
\frac{\partial}{\partial t} \mathcal{P}\left(t \sum z_{i} \mathbb{1}_{C_{i}}\right)_{\mid t=t_{0}}=\int \sum z_{i} \mathbb{1}_{C_{i}} d \nu_{t_{0}} .
$$

The fact that $t_{0}$ is a critical point yields

$$
\int \sum z_{i} \mathbb{1}_{C_{i}} d \nu_{t_{0}}=\sum z_{i} y_{i},
$$

and then for any $\mu$ in $\approx_{\mathbf{y}}$, we get
$h_{\mu}+t_{0} \sum z_{i} y_{i}=h_{\mu}+t_{0} \int \sum z_{i} \mathbb{1}_{C_{i}} d \mu \leq h_{\nu_{t_{0}}}+t_{0} \int \sum z_{i} \mathbb{1}_{C_{i}} d \nu_{t_{0}}=\mathcal{P}\left(t_{0} \sum z_{i} \mathbb{1}_{C_{i}}\right)$,
which concludes the proof.

Let $\mathbf{y}$ be such that $\approx_{\mathbf{y}}$ is non-empty. Note that for every $\mu \in \approx_{\mathbf{y}}, \int \psi d \mu$ is the constant $a_{2 q}+\sum\left(a_{i}-a_{2 q}\right) y_{i}$. For simplicity we denote this quantity by $\langle\psi \mid \mathbf{y}\rangle$. Upper semi-continuity for the entropy yields the existence of measures $\mu \in \approx_{\mathbf{y}}$ such that

$$
h_{\mu}=\max \left\{h_{\nu}, \nu \in \approx_{\mathbf{y}}\right\} .
$$

Then we set $h_{\mathbf{y}}:=h_{\mu}$.
Lemma 4.5. For every $\mathbf{y}$ such that $\approx_{\mathbf{y}}$ is non-empty, set $t=\langle\psi \mid \mathbf{y}\rangle$. Then,

$$
h_{\mathbf{y}}+\frac{\beta}{2} t^{2} \leq \varphi_{O S}(t) .
$$

Proof. Let $\widetilde{\mu}_{t}$ be the DGM associated to the potential $\beta t \sum\left(a_{i}-a_{2^{q}}\right) \mathbb{1}_{C_{i}}$. Note the following equality

$$
\beta t \sum\left(a_{i}-a_{2^{q}}\right) \mathbb{1}_{C_{i}}=\beta t \psi-\beta t a_{2^{q}} .
$$

Set

$$
\mathbf{z}:=\left(z_{1}, \ldots, z_{2^{q}-1}\right), \text { with } z_{i}:=\beta t\left(a_{i}-a_{2^{q}}\right) .
$$

The properties of the Pressure function (see Subsubsec. 4.2.1) yield that the pressure for $\beta t \sum\left(a_{i}-a_{2^{q}}\right) \mathbb{1}_{C_{i}}$ is equal to

$$
\mathcal{P}(\beta t \psi)-\beta t a_{2^{q}}=\log \lambda(\beta t)-\beta t a_{2^{q}} .
$$

On the other hand Lemma 4.4 yields

$$
\begin{equation*}
h_{\mathbf{y}} \leq \mathcal{P}\left(\sum z_{i} \mathbb{1}_{C_{i}}\right)-\sum z_{i} y_{i} . \tag{38}
\end{equation*}
$$

We immediately get the following sequence of inequalities:

$$
\begin{aligned}
h_{\mathbf{y}}+\frac{\beta}{2} t^{2} & \leq \log \lambda(\beta t)-\beta t a_{2^{q}}-\beta t \sum\left(a_{i}-a_{2^{q}}\right) y_{i}+\frac{\beta}{2} t^{2} \\
& \leq \log \lambda(\beta t)+\frac{\beta}{2} t^{2}-\beta t\langle\psi \mid \mathbf{y}\rangle \\
& \leq \log \lambda(\beta t)+\frac{\beta}{2} t^{2}-\beta t^{2}=\varphi_{O S}(t),
\end{aligned}
$$

where the last inequality uses $t=\langle\psi \mid \mathbf{y}\rangle$.
Lemma 4.6. If $t$ is a critical point for $\varphi_{O S}$, we consider the $D G M \widetilde{\mu}_{t \beta \psi}$ associated to $t \beta \psi$. We also set $y_{i}=\widetilde{\mu}_{t \beta \psi}\left(C_{i}\right)$ for $1 \leq i \leq 2^{q}$ and

$$
\mathbf{y}:=\left(y_{1}, \ldots y_{2^{q}-1}\right) .
$$

Then, $t=\int \psi d \widetilde{\mu}_{t \beta \psi}$ and $h_{\mathbf{y}}+\frac{\beta}{2} t^{2}=\varphi_{O S}(t)$.
Proof. The DGM $\widetilde{\mu}_{t \beta \psi}$ has pressure $\log \lambda(\beta t)$. Moreover Equality (37) yields

$$
\frac{\lambda^{\prime}(\beta t)}{\lambda(\beta t)}=\int \psi d \widetilde{\mu}_{\beta t \psi}
$$

As $t$ is a critical point for $\varphi_{O S}$ we have

$$
\beta t=\beta \cdot \frac{\lambda^{\prime}(\beta t)}{\lambda(\beta t)},
$$

and then $t=\int \psi d \widetilde{\mu}_{t \beta \psi}$ holds. We deduce that

$$
\mathcal{P}(\beta t \psi)-\beta t\langle\psi \mid \mathbf{y}\rangle=\log \lambda(\beta t)-\beta t^{2}=\varphi_{O S}(t)-\frac{\beta}{2} t^{2}
$$

Now by definition of the DGM we know that

$$
\mathcal{P}(\beta t \psi)-\beta t\langle\psi \mid \mathbf{y}\rangle=h_{\widetilde{\mu}_{t \beta \psi}}
$$

which is smaller than $h_{\mathbf{y}}$ by definition of this last term, therefore

$$
\varphi_{O S}(t) \leq h_{\mathbf{y}}+\frac{\beta}{2} t^{2}
$$

The reverse inequality holds true thanks to Lemma 4.5, which finishes the proof.
We can now finish the proof of Theorem 2. We have seen that the PGM $\mu_{\beta, n}$ converges to $\sum_{j} b_{j} \nu_{\beta t_{j}}$, where the $t_{j}$ 's are the maxima for $\varphi_{O S}$.
For these $t_{j}$ 's, Lemmas 4.5 and 4.6 show that

$$
h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2} \leq \varphi_{O S}\left(t_{j}\right)
$$

with equality if $\mu$ is one of the DGM's, $\widetilde{\mu}_{\beta t_{k} \psi}$.

It remains to prove that the DGM's are the only maximizers of the quadratic pressure. We define a new functional

$$
\phi_{r}(t):=\max \left\{h_{\mu}+\frac{\beta}{2} t^{2}, \int \psi d \mu=t\right\} .
$$

This function is defined on some interval $\mathcal{M}(\psi)$. If $\mu$ is a measure, Lemma 4.5 shows for $\int \psi d \mu=: t$

$$
h_{\mu}+\frac{\beta}{2} t^{2} \leq \varphi_{O S}(t) .
$$

This yields that for all $t \in \mathcal{M}(\psi)$,

$$
\begin{equation*}
\phi_{r}(t) \leq \varphi_{O S}(t) \tag{39}
\end{equation*}
$$

Therefore, Lemma 4.6 shows that the maxima for $\phi_{r}$ are the maxima for $\varphi_{O S}$. If a measure $\mu$ maximizes the quadratic pressure, then we have

$$
\mathcal{P}_{2}(\beta \psi)=h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}
$$

and setting $t:=\int \psi d \mu$ we must have $\phi_{r}(t)=\max \varphi_{O S}(t)$ which yields that $t$ is one of the $t_{j}$ 's. Now we have

$$
\int \psi d \mu=t_{j}=\int \psi d \widetilde{\mu}_{\beta t_{j} \psi},
$$

and then

$$
\mathcal{P}_{2}(\beta \psi)=h_{\mu}+\frac{\beta}{2}\left(\int \psi d \mu\right)^{2}=\varphi_{O S}\left(t_{j}\right)=h_{\widetilde{\mu}_{\beta t_{j} \psi}}+\frac{\beta}{2}\left(\int \psi d \widetilde{\mu}_{\beta t_{j} \psi}\right)^{2}
$$

hence $h_{\mu}=h_{\widetilde{\mu}_{\beta t_{j} \psi}}$. Therefore

$$
h_{\mu}+\frac{\beta}{2} \int \psi d \mu=h_{\widetilde{\mu}_{\beta t_{j} \psi}}+\frac{\beta}{2} \int \psi d \widetilde{\mu}_{\beta t_{j} \psi}
$$

and $\mu$ must be the DGM $\widetilde{\mu}_{\beta t_{j} \psi}$. This finishes the proof of Theorem 2 .
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[^1]:    ${ }^{1}$ We prefer the adjective "dynamical" instead of "ergodic" to avoid the discussion if an ergodic Gibbs measure is ergodic or not.

[^2]:    ${ }^{3}$ also called the Ruelle Perron Frobenius operator.

[^3]:    ${ }^{4}$ We emphasize that the $t_{i}$ 's depend on $\beta$ but we drop the index $\beta$ to get lighter notations.

