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ABSTRACT

In perceptual listening tests, subjects have to listen to short sound examples and rate their sound quality. As these tests can be quite long, a serious and practically relevant question is if participants change their rating behaviour over time, because the prolonged concentration while listening and rating leads to fatigue. This paper presents first results of and hypotheses about changes in the rating behaviour of subjects taking a long-lasting subjective listening test evaluating different algorithms for environmental sound texture synthesis. We found that ratings present small but statistically significant upwards tendency towards the end of the test. We put forward the hypotheses that this effect is due to the accustomation of the subjects to the artefacts present in the test stimuli. We also present the analysis of a second test evaluating wind noises in interior car recordings and find similar effects.

1. INTRODUCTION

In perceptual listening tests, subjects have to listen to short sound examples and rate their sound quality. The sound examples would typically be several variants of a speech or sound synthesis algorithm under test, in order to find the best methods or parameters. As these tests can be quite long (usually more than 15 minutes, up to two hours), a serious and practically relevant question is if participants change their rating behaviour over time, possibly because the prolonged concentration while listening and rating leads to fatigue or other long term effects.

This is a real and original research question relevant to countless researcher’s daily work, but it is rarely treated specifically in the literature.

We will present analyses of two data sets: A first data set (section 3) with sound quality ratings of five different environmental sound texture synthesis algorithms [1, 2], and a second data set (section 4) from a listening test of unpleasantness of wind noise in car interiors [3].

From an analysis of data set 1, we found that ratings present small but statistically significant upwards tendency in sound quality rating towards the end of the test. We put forward the hypothesis that this effect is due to the accustomation of the subjects to the artefacts present in the test stimuli.

Data set 2 presents a downwards tendency in the pleasantness rating for certain types of stimuli. Here the hypothesis is that listening fatigue could be the main factor.

Of course a good test design would randomise the order of presentation of sounds in order to cancel out these effects for calculation of the mean score for the different stimuli, but they do augment the standard deviation of the results.

2. PREVIOUS AND RELATED WORK

Despite the practical relevance of this question, existing literature on this subject is rather rare. Neither Bech and Zacharov [4], nor Pulkkki and Karjalainen [5] treat this question specifically. This observation was corroborated by the reaction of three researchers experienced in designing and carrying out listening test asked by the authors, who all showed surprise at the first hints of an effect. In experimental psychology, Ackerman and Kanfer [7] studied cognitive fatigue in SAT-type tests of 3 to 5 hours, which is much too far from our use case.

We have to look in fields such as usability testing to find relevant research: Schatz et al. [6] study the duration effect of a 90 min test (including a 10 min break) of video transmission quality and web site usability on user ratings. They find little difference of the mean scores of control questions repeated at the beginning and end of the test, although physiological measurements of fatigue (eye blink rate, heart rate mean and variation) and subjective task load index (TLX) questionnaires show clear signs of strain. However, they admit that “pure audio or speech tests might even cause stronger boredom and fatigue (due to higher monotony) than mixed task profiles”. Here we can argue further that the mental strain in our experiment 1 is higher, since the decision rate, i.e. the number of ratings to decide on is very high—after every stimulus of 7 s, two ratings were required—and more concentrated listening was asked for, whereas in the above studies, rather few judgments from the subjects were required.

We also have to note that above study took place in a lab, and subjects were payed to participate. Our experiment 1 is on-line and unpaid, and the subjects’ motivation is thus much lower.

3. EXPERIMENT 1

Data set 1 was collected in a subjective listening test [1, 2], comparing 5 different algorithms for extending an environmental sound texture recording for an arbitrary amount of time, using synthesis based on granular and spectral sound representations, with and without the use of audio descriptors. These algorithms were developed in the course of the
**PHYSIS** collaborative research project\(^1\). Their details are not subject of this article and can be found in [2, 8–12]. See also the state-of-the-art overview on sound texture synthesis [13] for further discussion and a general introduction of sound textures.

The 5 algorithms under test are evaluated in an ongoing listening test accessible online.\(^2\) The experiment setup is briefly described in the following, full details can be found in [1, 2].

### 3.1 Sound Base

The sounds to be tested stem from 27 original environmental sound texture examples that cover scenes relevant for games and audio–visual applications, such as nature sounds, human crowds, traffic, city background noises, etc. Each original sound of 7 s length is resynthesised by 5 different sound textures algorithms.

### 3.2 Experimental Procedure

The subjects take the experiment via a web-based form where first the instructions, and then the 27 sounds are presented in random order. For each sound example, the original, and the 6 test stimuli of 7 s length are presented. The stimuli contain in randomised order 5 syntheses, and the original as hidden reference. For each stimulus, the subject is asked to rate the aspects of sound quality and naturalness on a scale of 0–100.

### 3.3 Experiment 1 Results and Evaluation

Project members and members of the wider research teams were invited by email to take the listening test. There were 17 responders, 16 listening on headphones or earplugs, 1 on studio loudspeakers. None reporting hearing impairments, 5 reported not being familiar with listening tests.

We removed one responder from the statistics (reporting not being familiar with listening tests) who left 80% of the quality and all similarity ratings at the default setting of the web form of 50, and rated the quality of the rest of the stimuli as less than 50.

Figure 1 shows the mean quality and similarity ratings, over all responses and sounds, for the different algorithms. Table 1 shows that the inter-rater reliability, measured by Cronbach’s \(\alpha\), is very high (i.e. subjects agree to a high degree in their ratings), with SDIS being slightly lower.

<table>
<thead>
<tr>
<th></th>
<th>Quality</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>0.9874</td>
<td>0.9915</td>
</tr>
<tr>
<td>Orig</td>
<td>0.9672</td>
<td>0.9789</td>
</tr>
<tr>
<td>Descr</td>
<td>0.9431</td>
<td>0.9686</td>
</tr>
<tr>
<td>Montage</td>
<td>0.9560</td>
<td>0.9695</td>
</tr>
<tr>
<td>AudioTexture</td>
<td>0.9410</td>
<td>0.9628</td>
</tr>
<tr>
<td>Random</td>
<td>0.9337</td>
<td>0.9615</td>
</tr>
<tr>
<td>SDIS</td>
<td>0.8944</td>
<td>0.8979</td>
</tr>
</tbody>
</table>

Table 1. Inter-rater reliability of experiment 1 (standardized Cronbach’s \(\alpha\)) for all ratings, and per stimulus type.

### 3.4 Effects of Order on Ratings in Experiment 1

As the perceptual listening test was quite long (the minimal listening time for 27 sounds, each with 6 stimuli and one original, is already \(27 \cdot 7 \cdot 7 = 22\) min, the actual test time would be closer to 35 min), the question is if participants change their rating behaviour over time, because the prolonged concentration while listening and rating leads to fatigue.

Figure 2 shows the linear regression fit for all ratings for all synthesised stimuli. The quality ratings show a slight correlation significant at the 1% level with \(p = 0.0008\). The slope models a 0.24 and 0.22 increase in quality and similarity rating, respectively, per presentation order.

Figure 3 shows, for each stimulus type, a linear regression fit of the ratings versus the order of presentation of the sound example. We do observe a general trend for the ratings to rise towards the end of the test. For Descr and Random, the model is significant at the 5% level for quality ratings, for similarity ratings just above 5%, and for Montage quality rating at the 10% level. However, only a small fraction of the data is explained by the order, which is good, since we can conclude that the subjects in the test really made an effort to rate the stimuli with concentration and dedication throughout the long perceptual test.

The effect of presentation order is associated to a 0.24 slope that corresponds to a model difference of 6.5 rating points between the first and the last example. For the Descr and Random quality ratings, we found a 0.27 and 0.28 slope, respectively, that corresponds to a difference of 7.5 points.

Figure 3 also shows the standard deviation of ratings for each stimulus type over order of presentation, and a linear regression fit. These fits show in general a falling trend (the subjects converging towards common values), except for algorithm SDIS, which stands out also because it is always rated much lower.

### 3.5 Hypotheses for Experiment 1

The fact that the rise in ratings is only statistically significant for some of the algorithms, and only for their respective quality ratings, hints at a possible accustomation of the listeners to the artefacts of some of the algorithms.

## 4. EXPERIMENT 2

Data set 2 is from a psychoacoustic listening test [3] examining the unpleasantness of wind buffeting noises in the interior of 19 car models. The cars were recorded in a wind...
tunnel under three different conditions of a buffeting generating device. The test duration was 36 min on average (from 10 to 97 min), and each subject gave 121 ratings in 11 sets of 11 sounds. The experiment design foresaw a lower and an upper anchor reference recording that was present in each set of sounds to rate. In the following we will examine the mean of these ratings only as this eliminates the possibly confounding factors of the 19 different car models and 3 experimental conditions.

Note that the original rating of “unpleasantness” on a range from 0 to 1 has been inverted and rescaled here to a “pleasantness” rating from 0 to 100 to align with the more-is-better valence of experiment 1.

Table 2. Linear regression fit results for experiment 1: slope of the regression line $m$, p-value of the regression model, and percentage of the variation explained by the model $R^2$ and adjusted $R^2$.

<table>
<thead>
<tr>
<th>Quality</th>
<th>slope</th>
<th>p-value</th>
<th>$R^2$</th>
<th>adj. $R^2$</th>
<th>slope</th>
<th>p-value</th>
<th>$R^2$</th>
<th>adj. $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>0.24</td>
<td>0.0008</td>
<td>0.51%</td>
<td>0.46%</td>
<td>0.22</td>
<td>0.0030</td>
<td>0.40%</td>
<td>0.36%</td>
</tr>
<tr>
<td>Orig</td>
<td>0.11</td>
<td>0.3385</td>
<td>0.21%</td>
<td>-0.02%</td>
<td>0.12</td>
<td>0.2680</td>
<td>0.28%</td>
<td>0.05%</td>
</tr>
<tr>
<td>Descr</td>
<td>0.27</td>
<td>0.0366</td>
<td>1.00%</td>
<td>0.77%</td>
<td>0.24</td>
<td>0.0604</td>
<td>0.81%</td>
<td>0.58%</td>
</tr>
<tr>
<td>Montage</td>
<td>0.24</td>
<td>0.0673</td>
<td>0.77%</td>
<td>0.54%</td>
<td>0.16</td>
<td>0.2402</td>
<td>0.32%</td>
<td>0.09%</td>
</tr>
<tr>
<td>AudioTexture</td>
<td>0.21</td>
<td>0.1057</td>
<td>0.60%</td>
<td>0.37%</td>
<td>0.17</td>
<td>0.2163</td>
<td>0.35%</td>
<td>0.12%</td>
</tr>
<tr>
<td>Random</td>
<td>0.28</td>
<td>0.0388</td>
<td>0.98%</td>
<td>0.75%</td>
<td>0.27</td>
<td>0.0516</td>
<td>0.87%</td>
<td>0.64%</td>
</tr>
<tr>
<td>SDIS</td>
<td>0.21</td>
<td>0.1537</td>
<td>0.47%</td>
<td>0.24%</td>
<td>0.25</td>
<td>0.1383</td>
<td>0.50%</td>
<td>0.28%</td>
</tr>
</tbody>
</table>

Table 3. Linear regression fit results for experiment 2: slope of the regression line $m$, p-value of the regression model, and percentage of the variation explained by the model $R^2$ and adjusted $R^2$.

<table>
<thead>
<tr>
<th>slope</th>
<th>p-value</th>
<th>$R^2$</th>
<th>adj. $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>0.01</td>
<td>0.9127</td>
<td>0.00%</td>
</tr>
<tr>
<td>lower anchor</td>
<td>-0.86</td>
<td>0.0001</td>
<td>84.04%</td>
</tr>
<tr>
<td>upper anchor</td>
<td>-0.12</td>
<td>0.7146</td>
<td>1.56%</td>
</tr>
</tbody>
</table>

Table 4. Inter-rater reliability of experiment 2 (standardized Cronbach’s $\alpha$) for all ratings, and per condition.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>0.7681</td>
</tr>
<tr>
<td>lower anchor</td>
<td>0.9373</td>
</tr>
<tr>
<td>upper anchor</td>
<td>0.8900</td>
</tr>
</tbody>
</table>

While the global results in table 3 show that the randomisation evens out the ratings, the regressions for the anchor sounds, visible in figure 4, show no duration effect for the upper anchor, but a highly significant downwards trend of the pleasantness rating for the lower anchor, that makes for a theoretical difference of 9.5 points between the first and last example.

4.1 Hypotheses for Experiment 2

The sound stimuli for this experiment were all real recordings of car interiors, therefore the hypothesis for experiment 1 of accustomation to artefacts of synthesis algorithms can not apply. We hypothesise instead that the downward trend of the pleasantness rating for the lower anchor is due to accumulation of annoyance with the par-
Figure 3. Per-stimulus scatter plots and linear regression fit of ratings of experiment 1 explained by order, overlaid with bar plots of standard deviation and linear regression fit.
ticularly bad sound of this car, while the upper anchor’s much more pleasant sound didn’t provoke annoyance in the long term.

5. CONCLUSIONS AND FUTURE WORK

From the analysis of the two data sets we can conclude that there can be effects of changes in the rating behaviour of the subjects in perceptive listening tests over the duration of the tests. These effects vary depending on the type of stimuli and setup of the test. Although randomisation of the order of presentation cancels out these effects for calculation of the mean score for the stimuli, if we were to understand them better, we might reach more contrasted results of the tests, or could devise ways of designing the tests in order to minimise these effects. More research and the analysis of more data sets is necessary to see if the findings presented here generalise to other experiments and setups.

For further work, we could record more precisely the subject behaviour (listening activity and timing), and finally, a closer observation of the physiological and mental state of subjects while taking the test, e.g. via EEG, EMG, or heart rate sensors, could reveal relations between attention signals derived from the sensor data and the hypothesised effects of test duration.
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