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g r a p h i c a l a b s t r a c t
� X-ray tomographic images of liquid
water in a GDL are compared to
simulations.

� Pore network and full morphology
simulations reproduced well the
water distribution.

� Pore network extraction parameters
were benchmarked using full
morphology.
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Understanding and modeling two-phase flows in the gas diffusion layer (GDL) of proton exchange
membrane fuel cells are important in order to improve fuel cells performance. They are scientifically
challenging because of the peculiarities of GDLs microstructures. In the present work, simulations on a
pore network model are compared to X-ray tomographic images of water distributions during an ex-situ
water invasion experiment. A method based on watershed segmentation was developed to extract a pore
network from the 3D segmented image of the dry GDL. Pore network modeling and a full morphology
model were then used to perform two-phase simulations and compared to the experimental data. The
results show good agreement between experimental and simulated microscopic water distributions.
Pore network extraction parameters were also benchmarked using the experimental data and results
from full morphology simulations.
T, UPS, IMFT, Avenue Camille

Büchi), Joel.pauchet@cea.fr
1. Introduction

Water management is a crucial aspect of Polymer Electrolyte
Membrane Fuel Cells (PEMFC) operation. Water produced in excess
by the oxygen reduction reaction needs to be removed from the cell
to prevent flooding while the polymer membrane must stay well
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hydrated to conduct protons. Gas diffusion layers (GDL) are one of
the electrodes porous layers [1] and a key component with respect
to the water management. During fuel cell operation, liquid water
can also appear in GDLs as a result of condensation [2]. Its effect is
to impede the gas flux towards the catalyst layer where the electro-
chemical reactions take place, decreasing the fuel cell performance.
The biphasic, electrical, thermal and mechanical behaviors of GDLs
must be therefore understood and well characterized in order to
optimize fuel cell performance. In this respect, it is desirable to
develop efficient and accurate numerical tools to simulate two-
phase flows in GDLs.

Biphasic simulations in PEMFCs porous media have beenwidely
investigated [3,4]. The simulation methods can be divided into
direct methods such as Lattice-Boltzmann and (mesoscale) geom-
etry based methods like the full morphology [5] and pore networks
models [6e8]. Mesoscale methods are preferred here in order to
keep the computational cost low to allow for using images large
enough to be representative of the GDL structure. It should be noted
that the pore network models (PNM) have been frequently used to
investigate two-phase flows in GDL, e.g. Refs. [2,9e22]. Therefore, it
is particularly important to confirm that PNM are well adapted to
describe two-phase flows in fibrous materials, especially for the
case of the capillarity driven regime that is expected to prevail in
GDLs [9]. This is not obvious a priori because the microstructure of
fibrous materials is quite different from the structure of granular
materials or porous rocks mostly considered in previous applica-
tions of PNM, e.g. Refs. [23,24].

It is usual to distinguish the structured pore networks from the
unstructured ones. A structured pore network is constructed on a
given lattice, typically a cubic lattice for 3D simulations. The pores
are located on the nodes of the lattice and connected by narrower
channels, also referred to as links, corresponding to the constric-
tions of the pore space. In a simple cubic network the channels are
aligned with the three main directions of a Cartesian coordinate
system. By, contrast, the unstructured networks offer the possibility
to respect much more closely the local geometry of a given
microstructure. Starting from a digital image of the “real” micro-
structure, the network is directly constructed from the image using
appropriate numerical techniques. It is the approach taken in the
present paper.

In this context, the main objective of the present paper is to
investigate the capabilities of image based unstructured pore
network and full morphology models to predict water distributions
in fibrous materials such as the ones used in GDL. These simulation
methods have already been successfully used to predict capillary
pressure curves and saturation levels, e.g. Ref. [10] where a simple
structured cubic network is used. The novelty in the present effort
is to develop an image based unstructured pore network and to
look at the three dimensional water distributions and not only to
slice averaged saturation levels.

Extracting an unstructured pore network from a 3D digital im-
age of a microstructure is described in a number of publications
[25e29]. Most methods are based on medial axis analysis or the
consideration of maximal balls. Several articles reviewed and dis-
cussed these methods [30e33]. As far as we are concerned, we
develop a method based on watershed segmentation. Watershed
segmentation [34,35] or similar methods [36,37] are used in several
articles as an image analysis tool to segment pores without doing
pore network extraction [38e40]. Recently a few approaches use
watershed segmentation or similar methods as part of a pore
network extraction procedure [26,28,29,41,42]. The principle of
watershed segmentation is to find constrictions, defined in a robust
way as watershed lines. It has several advantages: it is a well-
known tool in image analysis, it is robust and off-the-shell open
source codes are available. It also offers an explicit degree of
freedom regarding the pore merging, thanks to pore markers
defined by the user.

In order to validate our pore network extraction procedure and
to study the impact of the pore merging degree of freedom, we
compare pore network simulations with experimental data and full
morphology simulations. Full morphology simulations are in fact
suggested as a useful benchmark to test pore network extraction
procedures.

The experimental data are 3D microscopic liquid water distri-
butions from water injection experiments obtained by X-ray
tomographic microscopy [11]. X-ray tomography has been used in
several works to visualize liquid water in GDLs [23,24,43e49].
Liquid water distributions in GDL obtained by X-ray tomography
have also been used in some previous works in conjunction with
numerical simulations, e.g. Ref. [9]. However, the present work is
the first one, to the best of our knowledge, to propose a detailed
comparison between PNM simulations and X-ray tomography im-
ages of the liquid water distribution in a GDL.

The aim of this article is thus to assess the predictability of pore
network and full morphology models to simulate capillarity
dominated biphasic flows in GDLs and to study a pore network
extraction procedure based on watershed segmentation.

Regarding two-phase flows in GDL, one can distinguish in situ
two-phase flows from ex-situ two phase flows. In situ refers to GDL
in an operating fuel cell whereas ex situ refers to GDL typically used
in characterization experiments involving the sole GDL (as opposed
to the GDLs in the membrane electrode assembly (MEA) for the in-
situ case). A typical objective of ex-situ experiments is to charac-
terize the capillary pressure curve, an important parameter of the
porous media classical two-phase flow model. In situ two-phase
flows are a priori more complex than the ones observed in typical
ex-situ experiments because of the coupling with heat transfer and
the significance of phase change phenomena. Also, obtaining im-
ages of in situ liquid distribution from X-ray microscopy is more
challenging. For these reasons, it is natural to first develop com-
parisons between simulations and experiments for the simpler ex-
situ conditions. In this paper, an ex-situ configuration is considered.

2. Methodology

2.1. Material

Gas diffusion layer material of the type SGL™ 24BA (SGL Carbon,
D) is chosen for this study. SGL™ gas diffusion layer materials are
composed from carbon fibers and a micro-porous carbonaceous
binder. The pore size of the binder is typically less than 1 mm. SGL™
24 has an uncompressed thickness of 190 mmand an uncompressed
porosity of 84%. The suffix “BA” means that the material is hydro-
phobized with 5% (w/w) of PTFE and that there is no microporous
layer (MPL).

2.2. X-ray tomographic microscopy

Experimental water distributions of a SGL™ 24BA (SGL Carbon,
D) gas diffusion layer is determined by X-ray tomographic micro-
scopy. The imaging methodology developed for ex-situ [44,50] and
operando environments [47,48] is described in detail in Ref. [49]
and is applied to an ex-situ water invasion experiment. Similar
set-ups are used in Refs. [23,24]. Throughout the paper, water in-
jection denotes the process inwhich liquid water is injected into an
initially dry capillary structure and gradually invades it.

A circular GDL sample (6 mm in diameter) is placed in the
sample holder between two porous membranes. The membrane at
the bottom (water side) is hydrophilic whereas the one on top (air
side) is hydrophobic. The hydrophilic membrane promotes a



homogeneous water distribution at the bottom side of the GDL. The
hydrophobic membrane is used as a barrier for liquid water to
gradually saturate the GDL after the breakthrough capillary pres-
sure has been reached (the breakthrough capillary pressure is the
minimum pressure between the two fluids, air and water, allowing
liquid water to cross the GDL). As discussed in Ref. [49], this choice
of synthetic, homogeneous boundary conditions is not represen-
tative of in-situ conditions but is well adapted to the determination
of the capillary pressure curve. It also simplifies interpretation and
modeling studies. The water injection protocol involves a stepwise
increase of the liquid pressure. For each imposed liquid pressure, a
capillary equilibrium distribution of the liquid water is reached
within the GDL. A 3D X-ray tomographic image corresponding to
each capillary equilibrium is acquired. Imaging conditions are given
in Ref. [49].

Experiments are performed at 25 �C. The voxel size of the 3D
image is 2.2 mm. The solid, the liquid and the void phase in the
sample are obtained by segmentation of the greyscale image [49].
The voxel resolution of the images does not allow segmenting the
pores in the binder of the SGL™ 24BA material. Therefore the
binder is considered as a solid. As a consequence the image based
porosity of the sample is less than the real porosity.

Global and local saturations can be computed from the images
to derive the saturation profile across the GDL thickness and the
overall saturation vs. capillary pressure relationship Pc(S). The
capillary pressure Pc is the pressure difference between the
imposed liquid phase pressure and the gas phase (supposed to be
constant and equal to atmospheric pressure). The imaging data are
used for comparison with the modeling results.
2.3. Pore network simulations

Pore network simulations have been developed in collaboration
between Commissariat �a l’�Energie Atomique et aux �Energies Al-
ternatives (CEA) and Institut National Polytechnique de Toulouse
(INPT). A pore network is first extracted from the tomographic
image of the dry GDL. The extraction procedure is described in the
next section. Then the extracted network is used in a Matlab™ pore
network code to perform the two-phase simulations. The
computed water distributions are displayed and analyzed on im-
ages using a mapping between network elements and image
regions.
2.3.1. Invasion percolation algorithm
As mentioned before, the GDL pore space is represented as a

network of pores and links in the pore network approach. The links
represent the constrictions, i.e. the narrower passages between two
neighbor pores. Because the GDL is considered as hydrophobic, the
water distribution is simulated using the invasion percolation al-
gorithm [9], which is well adapted to describe the very slow
displacement of a wetting fluid (the gas phase here) by a non-
wetting one (liquid water here). An invasion critical capillary
pressure threshold is associated with each link. Physically, this is
the maximal value of water pressure the link can hold back (it can
be regarded as the link breakthrough pressure). Water invades the
GDL one link (and its adjacent pore still free of liquid) after the
other, selecting at each step the link on the liquid e gas interface
having the lowest invasion critical capillary pressures. This process
imitates a quasi-static injection.
Fig. 1. Experimental set-up elements identified on the image. Green: GDL. Gray: lateral
gasket. Blue: hydrophilic membrane. Red: hydrophobic membrane. Colored regions
inside the GDL are liquid water at several pressures. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of this
article.)
2.3.2. Invasion capillary pressure threshold
Each constriction is associated with one critical capillary pres-

sure threshold given by the Young-Laplace equation:
Pc ¼ �2g cos q
R

(1)

where g ¼ 7:2*10�2N:m�1 is the water/air surface tension at 25 �C,
q is the contact angle and R is the constriction radius.

Constrictions are given as image regions by our pore network
extraction procedure. We can thus compute their size on the image.
The constriction radius is computed as the size of the largest
inscribed ball whose center is located in the constriction.

Modeling the contact angle requires making an assumption.
Indeed there are little, if any, detailed experimental data on contact
angle heterogeneities within GDLs. Depending on the quality of the
hydrophobic treatment or because of aging [51], GDLs can have
locally different contact angles. Fine tuning the wettability is an
approach to increase GDL performances. However in this work we
assumed that the contact angle is uniform. More refined models
taking into account variations of the contact angle are left for a
future work.
2.3.3. Boundary conditions
In order to impose boundary conditions in the simulations we

need to know accurately the location of the elements of the
experimental set-up: the GDL, the hydrophobic and hydrophilic
membranes and the lateral gasket (Fig. 1). The latest is identified by
a cylindrical mask using the software ImageJ [52]. Knowing the
shape of the hydrophilic membrane is critical for inlet injection
conditions. Hydrophilic and hydrophobic membranes tend to
penetrate in the GDL because of the compression. We use a
morphological criterion to distinguish between GDL and mem-
branes: GDL fibers are thinner than the membrane. A threshold on
the covering radius map is used to set a limit between thin regions
and thick ones.

A reservoir inlet boundary condition is applied for the simula-
tion. This means that we assume that the whole inlet face is in
contact with a water reservoir at uniform pressure. Because the
membranewhich is in contact with the inlet face is hydrophilic, the
water fills it completely before entering the GDL during the simu-
lations. The interaction of water with the hydrophobic membrane is
assumed to be the same as the interaction with the hydrophobic
GDL, i.e. we use the same contact angle and water cannot penetrate
this membrane. No-flux wall condition is applied between the GDL
and the lateral gasket. The water distribution is computed for 5
injection pressures: 14, 22, 28, 39 and 53 mbar.



2.4. Pore network extraction procedure

We develop a pore network extraction method based on
watershed segmentation. Our implementation of pore network
extraction relies on open sources python libraries such as Scipy and
ITK [53,54]. The open source functions used are listed in Table 1.

This section details the steps of the extraction procedure.
2.4.1. Constriction search
It is crucial to identify the constrictions in the pore space in

order to model the capillary pressures since the constrictions
control the invasions. Indeed, invasion capillary pressure thresh-
olds are the highest where distances between solid parts are the
lowest, i.e. at constrictions.

In this work, we define constrictions as being ridges of the
distance map. A formal discussion of this definition can be found in
Ref. [29]. The geometric reasoning is the following. The distance
map is the map giving for each voxel of the pore space the mini-
mum distance to a solid voxel. Fig. 2 illustrates this for a simple 2D
geometry. The values in the distance map can be interpreted as
depths. The voxels at the edges of the pores have a depth equal to
0 and the points in pores located the farthest from the pore walls
correspond to maximum depth points. The center of a constriction
is a saddle point, i.e. one can find two paths with an opposite
curvature which intersect at this point. Indeed, a longitudinal path,
connecting one pore to the pore located across the constriction,
reaches its highest point at the constriction center. While a trans-
versal path, connecting one solid edge of the constriction to the
opposite solid edge, takes its maximum depth at the constriction
center. The constriction is the transversal 2D surface located on the
ridge of the distance map. It is also the watershed surface that the
watershed algorithm finds.

Watershed segmentation is a common image analysis algo-
rithm, used for example to separate objects at constrictions. Its
principle is the following. The distance map is explored starting
from marker voxels using a so-called flooding algorithm. Voxels
around the markers are in the explored region if they are below a
given depth according to the distance map. Then the depth is
gradually decreased. Think of it as a flooding of the depthmap from
the bottom to the top by gradually increasing thewater level. When
a sufficiently high level is reached, two neighbors regions eventu-
ally meet at the ridges of the distance map. So the watershed sur-
faces search is a two steps process. In the first step markers are
defined giving approximate locations of pores. This step is
described in the next section. The second step is the ridges search
using the flooding algorithm. At the end of this step, watershed
surfaces are found between markers. They delimit distinct image
regions, the pores. Each pore is then labeled using a connected-
component labeling function.

The location and shape of constrictions are thus directly avail-
able. Then we can extract the constriction sizes which are directly
Table 1
List of open source functions.

Distance map SimpleITK.Dan

Local maxima search skimage.featur
Reconstruction by dilation skimage.morph
Watershed search SimpleITK.Mor
Connected components labelling scipy.ndimage.
Morphological dilation SimpleITK.Bina
Center of mass location scipy.ndimage.
Widest point location scipy.ndimage.
Inscribed sphere radius scipy.ndimage.
Volume scipy.ndimage.
linked to capillary pressures.
2.4.2. Markers choice
Markers are used to define the approximate location of pores

and initialize the watershed segmentation process.
The basic idea is to locate markers at the widest locations (the

locations the farthest from pore walls), i.e. at local maxima of the
distance map. The problem with taking all local maxima is over-
segmentation: the number of local maxima is sensitive to geome-
try noise like surface roughness. Several approaches have been
used to prevent over-segmentation: direct filtering of the distance
map [26], pore merging as a post-processing step [29], marker
choice based on the medial axis analysis to prevent topology de-
fects [28]. We explore two other methods to reduce the over-
segmentation:

- The first method is to impose a minimal distance between two
local maxima.

- The secondmethod is to use H-maxima instead of local maxima.

The notion of H-maxima makes it possible to merge local
maxima according to a contrast criterion on the distance map [40].
H-maxima are defined as the local maxima of the reconstruction by
dilation of the distance map. Reconstruction by dilation [55] is an
algorithm which truncates the peaks of the distance map by a
height H voxels, so that peaks are replaced by plateaus. The trun-
cation parameter H is a free parameter. Its meaning is the following.
Suppose that a noise is superimposed on the distance map, so that
the value of each voxel can change by plus or minus H/2. One such
noise could come from the stairs-like discretization of surfaces in
the image. Then truncating the peaks by H voxels makes it possible
to erase the effect of noise on the peaks.
2.4.3. Pores and links connectivity and shape analysis
The connectivity is analyzed after the watershed surfaces are

found and the pores are labeled. Each watershed voxel neighbor-
hood is analyzed to list its neighbor pores. Voxels connectivity is
defined in this work, so that a voxel is connected with its 26
neighbors voxels, i.e. diagonals included. Watershed voxels having
exactly two different neighbor pores are assigned to the link be-
tween these two pores. After this analysis, labeled link voxels and
connectivity tables between pores and links are available.

The geometry of pores and links are then analyzed. The exact
geometry of pores and links is available as voxel regions in the
image. Shape descriptors are used to take into account this geom-
etry in the pore network simulations. The shape descriptors we use
are the location of the center of mass, the location of the widest
point, the inscribed sphere radius and the volume.
ielssonDistanceMap

e.peak_local_max
ology.reconstruction
phologicalWatershedFromMarkers
measurements.label
ryDilate
measurement.center_of_mass
measurement.labeled_comprehension (numpy.argmax (distanceMap))
measurement.labeled_comprehension (numpy.max (distanceMap))
measurement.labeled_comprehension (numpy.size)



Fig. 2. Watershed segmentation and pore network extraction algorithms illustrated on two simple geometries. a) Watershed segmentation explained on a 2D geometry. From left to
right: pore space, distance map, distance map interpreted as a depth map, pores separated by a watershed line. b) Pore network extraction explained on a 3D geometry. From left to
right: pore space, markers chosen as H-maxima of the distance map, watershed surfaces, pores separated by watershed surfaces, extracted network.
2.5. Full morphology simulations

In the full morphology simulations, the shape of the region
occupied by water is approximated as a union of balls of a constant
radius. This is to take into account that all menisci have the same
radius under capillary equilibrium condition. Assuming that water
has a uniform pressure, that the contact angle is uniform and that
menisci are spherical, then the radius is fixed by the Young-Laplace
equation. Water invades regions that a ball of radius R can access
following a continuous path from the injection points.

Our implementation of the full morphology model is the
following. Regions where the distance map is greater than R are
selected as ball centers candidates. Centers which are connected to
injection points are found using a connected-component labelling
algorithm. Non-connected centers are rejected. Then a morpho-
logical dilation of radius R is applied to the centers to form water
balls.

The open source functions used to implement the full
morphology model are listed in Table 1.

2.6. Anisotropy characterization

GDL are anisotropic structures with openings typically greater
on average in the in-plane direction compared to the through plane
direction. This can have an important consequence on the two-
phase flow with the formation of preferential paths in the
through plane direction [49]. Characterizing the GDL microstruc-
ture anisotropy is therefore of particular interest.

The chord length is a geometric measure which can be used to
quantify the geometric anisotropy of regions in a 3D image [56]. Its
principle is the following. The intersections of image regions with a
series of straight lines parallel to a given direction are computed.
These intersection lengths give a measure of the regions size in this
direction. By varying the directions of straight lines, we can study
the anisotropy of the regions sizes. Implementation details can be
found in Ref. [56].

We also characterize the anisotropy of constriction sizes. Our
method is as follows. Constrictions are found during the con-
struction of the pores network. The direction of a constriction is
computed as the direction of the segment joining the centers of its
two neighboring pores. We classify the constrictions in two
categories, in-plane and trough-plane, depending on whether they
form an angle less than 45� with the through-plane direction. The
sizes of constrictions in the in-plane and through-plane directions
are compared.

3. Results

3.1. Benchmarking network extraction parameters against full
morphology results

Asmentioned before pore network extraction from an image is a
complex procedure which involves making a choice regarding the
definition of pores. We discuss in this section the consequences of
the choice of the pore merging parameter. We also suggest that
comparing pore network two-phase simulations with full
morphology simulations can help verify that the extracted pore
network is valid.

The extracted pore network is not unique because the markers
choice gives a degree of freedom on pore definition. Two pores can
bemerged into one or be further divided depending on themarkers
choice. This degree of freedom is unavoidable because the notion of
pore is not uniquely defined. Because there is no absolute criterion
to decide whether two pores should be merged or not, the
extracted networks are tested from the simulation results they
produce rather than from using an intrinsic criterion.

We compare water distributions simulated with the pore
network model with those simulated with the full morphology
model. Indeed those two simulation methods have many points in
common. Capillary forces are computed as a function of radii of
maximal ball inscribed in constrictions. The porous medium is
invaded from an injection side, the lowest capillary pressure
threshold regions first. In the end, provided that boundary condi-
tions are the same, water patterns for a given pressure should be
the same.

The main source of information loss between the pore network
model and the full morphology model is pore merging because
information on the constrictions located inside pores are not taken
into account. The possible water bifurcations caused by these
constrictions are lost. Thus comparing water patterns given by pore
network and full morphology models is one way to assess if a pore
network extraction procedure correctly captures the water



bifurcations associated with constrictions.
We use the following quantity to measure the degree of

agreement between images of an experimental water distribution
and of a numerical water distribution:

VoxelMatchðnumericaljexperimentalÞ

¼ Satðnumerical∩experimentalÞ
SatðexperimentalÞ (2)

where “numerical” and “experimental” denote the voxels filled
with water in the two images and Sat is the number of voxels filled
with water divided by the total number of pore space voxels, i.e. the
overall saturation.

This quantity can be understood as the relative saturation of the
numerical water distribution in the experimental water distribu-
tion. From a probability point of view, it is also the probability of a
voxel to be filled with water in the numerical simulation knowing
that it is filled with water in the experimental image. When
compared with the overall saturation obtained in the simulation, it
gives information on the correlation between the two water dis-
tributions. Indeed, the VoxelMatch is one if the two distributions
are perfectly correlated. If they are statistically independents, the
definition of statistical independence of two events involves the
following property:

VoxelMatchðnumericaljexperimentalÞ ¼ SatðnumericalÞ: (3)

Thus, the closer to 1 is the VoxelMatch index, the better is the
correlation between the experimental and numerical distributions.

Fig. 3 presents the Voxel Match index (Eq. (2)) of pore network
water distributions with respect to full morphology water distri-
butions for the five experimental pressures. Several network
extraction parameters are benchmarked.

As can be seen from Fig. 3, the least successful choice is to take
all local maxima for markers. The voxel match is almost perfect at
low pressure, so it indicates that inlet boundary conditions are
close. But it decreases as the pressure is increased from 14 mbar to
53 mbar, while the overall saturation increases up to 0.7. This in-
dicates a correlation loss between the results of the two models.
This is expected to happen when the impact of constrictions is not
taken into account the same way in the two simulation methods.
Indeed, let's consider a model of water interacting with random
constrictions, as it is the case here where water must choose bi-
furcations according to constrictions. If constrictions in the two
simulations are two uncorrelated random fields, water distribu-
tions which are initially correlated because of boundary conditions
will lose their correlation because of the impact of different paths
taken in the constrictions.
Fig. 3. Voxel matches of pore network water distributions with respect to full
morphology water distributions, for 14, 22, 28, 39 and 53 mbar pressures. Simulations
are run on the whole GDL sample with uniform wettability q ¼ 115� .
On the contrary, the pore network and full morphology models
give almost the same water distributions with around 95% voxel
match when the markers are specified using the H-maxima pro-
cedure. This is almost a complete match, as the 5% difference could
be explained by the following remarks. Firstly, because the pores
are either fully invaded or fully dry in the pore network images,
small water regions below the pore scale can differ, such as
spherical menisci in full morphology or small roughness which are
invaded at high pressure only. Secondly, we left link voxels (1 voxel
thick surfaces) blank in PNM images.

This is an interesting result because it shows that these two
geometry based methods have the same basis. The full morphology
model is completely parameter free, so it can be used to benchmark
the pore network complex extraction procedure.

This result also validates the capability of the watershed based
extraction procedure to detect constrictions.

Since merging the local maxima clearly increases the match
with the full morphology simulations, we recommend using a
merging step.

3.2. Comparison between experimental and computed water
distributions

We present here a comparison between experimental and
computed water distributions. Firstly we look at the voxel by voxel
agreement between the water patterns. Secondly we look at the
overall saturation and at slice averaged saturation curves. Thirdly
we study the water distribution anisotropy using chord length.

3.2.1. Voxel by voxel match
Fig. 4 shows 3D rendering of experimental and simulated water

patterns in the whole GDL. We show on the same image the water
distribution at several water injection pressure levels: 14, 22, 28, 39
and 53 mbar. The increments in the water presence between one
pressure and the next are shownwith different colors. Because the
water occupied region grows when the pressure is increased, the
water distribution at a given pressure is the union of the distribu-
tions corresponding to the increments at lower pressures.

Visually, the simulated patterns are close to the experimental
ones. The most apparent difference is at the lowest pressure. This
probably indicates that the injection conditions are not perfectly
well reproduced. The shape of the hydrophilic membrane is prob-
ably not sufficiently accurately estimated.

Fig. 5 shows the sample averaged voxel match for the five
experimental pressures. It is lowest at low pressure, between 0.4
and 0.6 depending on the simulation method. This noticeable dif-
ference with the experiment is probably due to the inlet boundary
condition. When increasing pressure the voxel match increases up
to 0.8e0.9. This increase is mostly a saturation effect, the average
saturation increasing from 0.2 to 0.8. This saturation effect can be
evaluated from total saturation levels (shown in dot lines in Fig. 5),
representative of the voxel match in the case of statistical
independence.

The fact that the voxel match is higher than the total saturation
for the middle and high pressures is due to the preservation of
initial correlation during the water injection, that is to say the
relevance of the capillary model. These results are considered as
good since there is only one free parameter, the uniform contact
angle. The value q ¼ 115� gives the best results. This is consistent
with the expected value of contact angle of water on PTFE.

Causes for disagreement are discussed further in the last section.

3.2.2. Averaged saturation curves
A more concise way to characterize the water distributions is to

compute the overall saturation and the slice average saturation



Fig. 4. 3D rendering of water patterns in the GDL at 14, 22, 28, 39 and 53 mbar. From left to right: experiment, full morphology simulation, pore network simulation with H-maxima
markers (H-contrast ¼ 8 voxels). Simulations are run on the whole GDL sample with uniform wettability q ¼ 115� . Each color corresponds to the water distribution increment at a
given pressure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
profile in the through-plane direction for the different pressure
levels.

Fig. 6 shows comparisons between the experiment and the
simulations as regards the through-plane saturation profiles and
the capillary pressure curves. Saturation profiles are x-y slice
averaged water saturations as a function of the z-axis, where z is
the through plane direction. The five solid line curves represent the
simulated saturation profiles at the five experimental pressures.
The five dashed lines are the experimental saturation profiles. The
capillary pressure curves show the sample averaged saturation as a
function of the pressure level. The dashed curves represent the
experimental data and the solid curves the simulations. All satu-
rations are computed for the slices 15 to 85. The 0 to 15 slices
correspond to the hydrophilic membrane, the 85 to 110 slices to the
hydrophobic membrane.
As discussed in Ref. [14], the convex shapes of the experimental

saturation profiles at low and middle pressure are different than
the ones usually predicted using traditional continuum model
based on the generalized Darcy's law and Leverett functions.

The full morphology and pore network simulations both give
results quite consistent with the experiment. The capillary pressure
curves are almost perfectly reproduced. The global shapes of
saturation profiles are also nicely predicted although there remain
some inaccuracies regarding the water distribution in the through
plane direction. The effect of pressure on saturation profiles is well
predicted.

The lowest accuracy was obtained with a pore network
extracted without merging the local maxima. Therefore, as in the



Fig. 5. Quantitative comparison of experimental water distribution with water dis-
tribution simulated with full morphology and pore networks. a) Full lines: sample
averaged voxel match of simulated water distributions with respect to experimental
water distributions. Voxels matches are computed for five pressure levels. Dotted lines:
saturation levels of simulations. b) Mean chord lengths of water distributions, as a
function of water pressure. Full lines represent in-plane chord lengths, dotted lines
represent through-plane chord lengths.
previous section, it is recommended to merge local maxima in the
pore network extraction procedure.

3.2.3. Chord lengths
Chord lengths are used to characterize the size of water clusters

and the anisotropy. Fig. 5b shows the mean chord lengths of
experimental and simulated water distributions.

The mean chord lengths for the experimental water distribution
at high capillary pressures are 85 mm in the in-plane direction and
40 mm in the through-plane direction. The mean chord lengths of
simulated water distribution are close: 92 mm for in-plane, 48 mm
for through-plane. Thus, simulations are able to reproduce the
anisotropy. This is another element showing the good match of
simulations with the experiment.

The mean chord lengths of the dry pore space are respectively
81 mm and 37 mm. This is not exactly the values found for water
distributions, although we could expect that the pore space is filled
with water at high pressures. The difference can be explained by
the small pores: they reduce the value of the mean chord length of
the dry pore space, but not the mean chord length of water. Indeed,
small pores are not filled with water, since the GDL is a hydrophobic
material.

For comparison, the mean chord lengths of the solid area of the
GDL are 74 mm and 33 mm respectively.

3.3. Quantitative analysis of the pore networks

The properties of the extracted networks can be studied in order
to compare the extraction procedures. Fig. 7 provides quantitative
information on the extracted networks.

The markers selection is a characteristic of our extraction
method. The markers choice influences the properties of the
resulting networks, such as the number of network elements.
Fig. 7a illustrates this point by showing several networks extracted
from the same microstructure with different choice of markers.
Over-segmentation is illustrated when choosing all the local max-
ima of the distance map for markers. The number of pores de-
creases when choosing H-maxima for markers or imposing a
minimal distance between markers.

We further characterize the network by the pores sizes distri-
bution, the constrictions sizes distribution, the connectivity
(number of neighboring pores of each pore), and the constrictivity
(size ratio between neighboring pores and constrictions). Fig. 7b
shows these data for three markers choices: no filtration of local
maxima, a minimum distance imposed between two markers, and
H-maxima.

The pore size distributions (Fig. 7b1) for the “H-maxima” and
“unfiltered” networks have shapes reminiscent of the Weibull
distribution. This is a standard shape for pore networks. A phe-
nomenon of over-segmentation in the “unfiltered” network can be
inferred from the high number of small pores, between 3 and 5 mm.
We consider it to be detrimental, because the shape of pores which
are only a few voxels wide cannot be precisely resolved. The shape
of the pore size distribution obtained with the “minimum distance
between markers” network is different from aWeibull distribution.
It has two humps, with a cutoff around 3 voxels. This distortion
indicates that this marker choice introduces an artificial cutoff
between small pores and large pores.

Constriction size distributions (Fig. 7b.2) have similar shapes for
the different networks. The distribution of links between the in-
plane and the through-plane categories is as follows: 16% of con-
strictions are through-plane for the “unfiltered” network, 8% for the
“minimum distance between markers” network, 10% for the “H-
maxima” network. Overall, the through-plane sizes are close to the
in-plane sizes, except for more frequent through-plane constric-
tions between 5 and 8 mm in the “minimum distance between
markers” network. However, the pore space was found to be
anisotropic in Ref. [49], using the notion of continuous pore size
distribution [57]. More precise analysis of the constrictions geom-
etry might be necessary in order to ascertain the anisotropy of
constrictions.

Fig. 7b.3 shows the connectivity distributions. The “unfiltered”
network has greater connectivity than other networks. This can be
explained by the over-segmentation. The “H-maxima” network has
fewer pores with 1 neighbor only compared to the “minimum
distance between markers” network. It is considered positive
because the pores with only one neighbor make inert dead-ends.

The constrictivity distributions are shown in Fig. 7b.4. For the
“unfiltered” network, the most common ratio between pore radius
and constriction radius, is 1. This is considered detrimental, because
the constrictions are expected to be smaller than the pores. It is an
indication of over-segmentation. As stated in Section 2.4.2, in the
“H-maxima” network a constriction width is lower than the width



Fig. 6. Averaged saturations of simulated water distributions compared with experimental ones. Left: saturation profiles in the through-plane direction. Experimental curves are in
dotted lines, simulations curves are in full lines. Right: capillary pressure curves. Simulation methods: a) Full morphology b) Pore network, markers ¼ all local maxima c) Pore network,
markers¼ local maxima at least 10 voxels apart, d) Pore network, markers¼ H-maxima (H-contrast¼ 8 voxels). Simulations are run on thewhole GDL sample with uniformwettability
q¼115� .



Fig. 7. Pore network extracted from a GDL subsample. a) 3D rendering of pores (top) and networks (bottom). Network elements are displayed with reduced size to increase
readability. Criteria for markers choice are, from left to right a.1) all local maxima, a.2) local maxima at least 10 voxels apart, a.3) H-maxima with H-contrast ¼ 8 voxels. b)
Quantitative data on the pore network. b.1) Pore size distributions. b.2) Constriction size distributions, in-plane and through-plane. b.3) Connectivity distribution. b.4) Constrictivity
distribution.
of the smallest of its two neighboring pores minus H voxels. This
relationship between pore size and constrictivity could explainwhy
the constrictivity distribution of the “H-maxima” network has a
shape similar to the shape of the pore size distribution.
3.4. Computation performances

The number of voxels in the tomography image is around 700
millions. Extracting the pore network from such an image takes



40 min and 40 Gb Ram on one Intel Xeon 5 2.2 Ghz CPU. Pore
network simulations on the extracted pore network take 1min. Full
morphology simulations for the five pressure levels take 25 min.

4. Discussion

The agreement between the experiments and the simulations is
considered as good but is not perfect. Possible model improve-
ments are briefly discussed in this section.

Uncertainties regarding the inlet conditions are considered as a
major cause of discrepancies between the simulations and the
experiment. In this work we imposed inlet boundary conditions
considering the hydrophilic membrane as a water reservoir.
Accordingly, water enters the GDL where the fibers in contact with
the membrane correspond to the lowest capillary pressure
threshold. This method does not give a good accuracy on the water
distribution near the hydrophilic membrane because it is too sen-
sitive to the membrane geometry which is difficult to distinguish
from the GDL. Another approach would be to use experimental
water locations near the hydrophilic membrane, at the lowest
pressure level, to define injection points and thus the initial con-
ditions for the simulation. It boils down to simulating a water
increment knowing the previous water distribution, in order not to
be disturbed by injection conditions.

The capillary model could be improved taking into account the
possible wettability heterogeneities. Curved menisci are visible in
the experimental water images. The constriction size at the menisci
may give an indication on the local contact angles using (Eq. (1)).
These contact angles could be used as input for the pore network
simulations. Another approach would be to estimate local contact
angles from a model mixing fibers and binder contact angles.
Assuming that fibers and binder could be distinguished on the
image, the pore network extraction procedure makes it possible to
extract the chemical composition, i.e. fiber or binder, of the vicinity
of each constriction from the images.

GDL constrictions in the in-plane direction are more elongated
than in the through plane direction. Inscribed balls radii do not take
properly this effect into account. A better estimator of the invasion
capillary pressure threshold in elongated constrictions is the hy-
draulic radius [58,59].

We recommended using a pore merging procedure before the
watershed segmentation in order to prevent over-segmentation.
Further studies are needed to check whether the H-maxima pro-
cedure recommended in our paper also apply to other fibrous
materials than the GDL SGL™ 24BA.

5. Conclusion

Pore network and full morphology simulations of quasi-static
two-phase flow in a gas diffusion layer were performed. A pore
network extraction method based on watershed segmentation was
developed. The geometry of the tomographic image was analyzed
to identify pores and constrictions. A comparison between full
morphology and pore network two-phase simulations was per-
formed. This validated the extraction procedure. The extraction
computations are fast (40min for a 700 million voxels image) and
were developed using open source libraries. Hence the comparison
with the full morphology approach provides a way to optimally
specify the pore network extraction parameters and make the pore
network approach more predictive than when only the micro-
structure is available.

Tomographic microscopy images of water imbibition into a GDL
material (SGL™ 24BA) were used as reference data for comparison
with numerical simulations. Full morphology and pore network
simulations produced capillary pressure curves and saturation
profiles reasonably similar to the experimental data. The results
were obtained using a uniform wettability assumption. The voxel
by voxel agreement between the experimental and simulated wa-
ter distributions was analyzed. It also showed a good overall
agreement. Experimental and modeling uncertainties were dis-
cussed to explain the remaining discrepancies between the
experimental and numerical results.

Even if some improvements in the modeling are still desirable,
the main conclusion is that full morphology and image based pore
network models are quite reliable methods to simulate water dis-
tributions in GDLs. This is good news since pore network models
have been used in many previous investigations to simulate two-
phase flows in ex-situ as well as in-situ GDLs and will certainly
be used in future work. They permit computationally cheaper and
faster simulations than direct simulations and are more appro-
priate than continuum models because a GDL is a thin porous
medium with very few pores over its thickness, thus characterized
by a lack of length scale separation between the pore scale and the
sample scale.

One can wonder, however, why developing pore network
models since practically identical results are obtained with the full
morphologymodel with fewer assumptions. A first point is that the
pore network simulations are faster (not considering the pore
network extraction step but only the two phase flow simulations).
More importantly, pore network models make it possible to
simulate more advanced biphasic phenomena than the full
morphology model, such as for instance two-phase flows in sys-
tems of mixed wettability or in the presence of viscous effects for
instance. From a more general point of view, the present work
shows that pore network models are well adapted to simulate two-
phase flow, at least in the quasi-static limit only considered in the
present work and in fibrous materials: an important class of ma-
terials encountered not only in fuel cells but also in many other
applications such as filter media and dewatering felt. It should be
emphasized that the applicability of pore network modeling to this
particular class of porous systems has frequently been a subject of
questions owing to the particular features of fibrous media mi-
crostructures. It was by no means obvious that a technique devel-
oped initially for simulating two-phase flows in porous rocks and
granular materials is also applicable to fibrous media.

This work opens up the route to model real structures with
image based pore networks with consideration of more complex
but more realistic in situ processes such as evaporation and
condensation and to derive effective properties as a function of GDL
local properties (structure, wettability) which will be important
steps to analyze the influence of modifications of GDL and thus
suggest design recommendations.
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