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Abstract

For linear inverse problems Y = Au + £, it is classical to recover
the unknown signal p by iterative regularisation methods (ﬁ(m),m =
0,1,...) so that the weak (or prediction) error |A(A(™) — p)||? is con-
trolled for some early stopping rule 7 based on a discrepancy princi-
ple. In the context of statistical estimation with stochastic noise £, we
study oracle adaptation in strong squared-error E [||a(™) — p||?]. We
give precise lower bounds for estimation by early stopping. For a stop-
ping rule based on the residual process oracle adaptation bounds are
established for general linear iterative methods. The proofs use bias
and variance transfer techniques from weak prediction error to strong
L2-error as well as convexity arguments and concentration bounds for
the stochastic part. For Sobolev balls the adaptation bounds are shown
to match the lower bounds. Adaptive early stopping for the Landweber
and spectral cutoff methods are studied in further detail.
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1 Introduction and main results

1.1 Motivation
Statistical linear inverse problems

We wish to recover a function (a signal, an image) from noisy data when the
observation of the signal is further challenged by the action of a linear oper-
ator. As an illustrative example, we consider the model of inverse regression
in dimension d = 1 over [0, 1]. We observe

Vi =Ap(k/n)+0o&, k=1,...,n (1.1)

where € L?([0,1]) is the signal of interest, A : L2([0,1]) — L2([0,1])
is a bounded linear operator (with Ay a continuous function), o > 0 is
a measurement noise level and &1, ...,&, are independent standard normal
random variables. An idealised version of (1.1) is given by the continuous

observation of .
Y(t) = Aup(t) + oW (t), te€]0,1], (1.2)

where W is a Gaussian white noise in L?([0, 1]) with noise level

0= ok (1.3)
For the asymptotics n — oo the rigorous statistical equivalence between
(1.1) and (1.2) goes back to Brown and Low [8] and was extended to higher
dimensions and possibly o — 0 in Reif} [31]. This setting of statistical inverse
problems is classical and has numerous practical applications, see among
many other references Johnstone and Silverman [21], Mair and Ruymgaart
[26], Cohen et al. [13], Bissantz et al. [6] and the survey by Cavalier [9].

The problem of early stopping

Most implemented estimation or recovery methods for p are based on a
combination of discretisation and iterative inversion or regularisation. Start
with an approximation space Vp C L?([0,1]) with dim(Vp) = D < n. First,
assume for further simplicity that (1.1) is observed without noise, i.e., 0 = 0.
An approximation up for p is obtained by minimising the criterion

n

1 2 .
Y — Apl)? = = Y — Ap(k — !
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By gradient descent, a common algorithm consists in implementing a fixed
point iteration for A = Aly,:

p@ =0, pmD = 4 m L Ax (Y — Ap™), (1.4)

If |A*A|| < 2, we have the convergence (™ — pp as m — oo. The same
program applies when the data are noisy: we fix a large approximation space
Vp and transfer our data into the approximating linear model

Y =Au+ o€ (1.5)

with u € RP, A e R™*P and Y, ¢ € R", with obvious matrix-vector notation.
In formal analogy with (1.4) we obtain a sequence of estimators

The presence of a noise term generates a classical conflict as m grows:
the iterates ), a™M, ... 4™ ... are ordered with decreasing bias and
increasing variance. Early stopping at some iteration m thus serves as
a regularisation method which simultaneously reduces numerical and
statistical complexity at the cost of a bias term.

There are several ways to choose m = m = m(Y) from the data Y
so that a prescribed performance of the resulting estimator (™ is (close
to) optimal among the class of estimators (i(™),,. Recent results are
formulated within the oracle approach, comparing the error of (™ to
the minimal error among (ﬁ(m))m for any signal p individually, which
entails optimal adaptation in minimax settings, see e.g. Cavalier [9].
Typical methods use (generalized) cross validation, see e.g. Wahba [32],
unbiased risk estimation, see e.g. Cavalier et al. [10], penalized empirical
risk minimisation, see e.g. Cavalier and Golubev [11], or Lepski’s balancing
principle for inverse problems, see e.g. Mathé and Pereverzev [27]. They all
share the drawback that the estimators i(™ have first to be computed for
all values of 1 < m < M up to some maximal iteration M prescribed prior
to data analysis, and then be compared to each other in some way. In this
paper, we investigate the possibility of a computationally optimal approach
where we compute iteratively the estimators (™ for m = 0,1,..., decide
to stop at some step m and then use ﬁ(m) as an estimator. The aim is to
minimise the computational cost of the estimation procedure while keeping
up with optimal adaptation rates or oracle properties.



Our selection rules m shall only depend on the information generated by
the iterates il™ prior to m, formalised as stopping times. In fact, our rules
will use the easily computable residual

R, =Y - AEt™|? (1.7)

as a data fidelity criterion. In numerical analysis, this methodology falls
under the scope of discrepancy principle, see Engl et al. [15] for the de-
terministic analysis and Hansen [19] for practical issues, in particular his
discussion in Chapter 5 on modifications for statistical noise. For statistical
inverse problems Blanchard and Mathé [7], Lu and Mathé [25] introduce
regularised residuals in order to encompass the fact that R2, becomes arbi-
trarily large as D grows, see also Remark 2.6 on corresponding lower bounds
below. Our approach will not require such further regularisations.

In the deterministic approach the noise level ¢ must be known in advance
in order to apply successfully a discrepancy principle, an observation going
back to Bakushinski [1] (see also Bakushinskii and Goncharskii [2]). An
advantage of the statistical approach of (1.1) and (1.5) is that the noise
level 02 can be estimated from the data Y, see e.g. Golubev [18]. This
is transparent in the limiting model (1.2) since 6% related to o2 and the
number n of observations in (1.3) is identified by the continuous observation
of (Y(t),t € ]0,1]) thanks to its quadratic variation.

Finally, let us point out that regularisation by early stopping is frequently
used, e.g. in L2-boosting, see Bissantz et al. [6] for its connection to inverse
problems. When to stop becomes then a fundamental question, see Yao et
al. [33], Mayr et al. [28], Prechelt [29], Raskutti and Wainwright [30] for
some references on early stopping in other problem formulations.

Mathematical setting

Our analysis for the model (1.5) will use the representation of estimators in
the singular value decomposition (SVD): let (A*A)!/2 have eigenvalues

1>2M>2X>...2Ap>0

with a corresponding orthonormal basis of eigenvectors (vi,...,vp). We
obtain the diagonal SVD model in terms of p; = (u, vi)n, Yi = (Y, w;)pn, w; =
A*v; d
Al &%
Yi:)\i,ui—i—ési, 1=1,...,D, (1.8)

where the ¢; are independent standard Gaussian random variables and
d = -%= is the noise level. Our objective is to recover the signal p = (pi)1<i<p

N



with best possible accuracy from the data (Y;)i<i<p-

Note that for large D the calculation of the full SVD for A is com-
putationally heavy and, depending on the algorithm at hand, it is often
numerically unstable, see e.g. Golub and Van Loan [17]. This advocates
further in favour of an early stopping methodology. Still, we use the SVD
representation of a linear estimator 7i"™ of the form

™ = My = A NS =1, D,
and we specify linear estimation procedures by filters (’yi(m))i:l,._,, D,m>0 that

satisfy ’y(m) € [0,1], 7(0) =0 and ,7'(m) 1 1 as m — oo. Typical filters include:

K3 K (2

spectral cutoff with ’y-(m) = 1(i < m), Landweber with fy»(m) =1—(1-A2)m,

(2
corresponding to the gradient descent algorithm described in (1.4)—(1.6)
and Tikhonov filters %m) = A?/()\? + u,,) for some penalisation u,, — 0 as
m — 00, see Example 3.6 below for details.
The squared bias-variance decomposition of the mean integrated
squared-error writes

E [|Ia"™ — ul?] = B (1) + Vin

with
D D

B2 (1) = > (1= and Vip =23 (MR (19)
i=1 i=1
In distinction with the weak norm quantities defined below, we shall call
By, (1) strong bias and V,,, strong variance.

While our approach is non-asymptotic in spirit, asymptotics for vanishing
noise level 6 — 0 often helps to reveal main features. We shall write A < B
whenever the parameter-dependent quantities A, B satisfy A < C'B for some
universal constant C' > 0. Similarly, A ~ B means A < B and B < A. Let us
recall that under a Sobolev-type source condition p € H 5 (R) of regularity
f > 0 in dimension d > 1, prescribed by > .., 28/ d,u? < R?, and under
polynomial singular value decay A\; ~ i~ P/ for the spectral cutoff filter
fy.(m) = 1(i < m) the error bound E [||a™ — p||?] < R*m~28/4 4 §2m2p/d+1
holds and is of optimal order §*/(26+2p+d) for m ~ §24/(t+d) provided
the dimension D is not smaller than that choice of m (otherwise m = D
is optimal and the rate degenerates). This is also achieved by more general
spectral regularisation schemes, e.g. the Landweber and Tikhonov method,
and is in fact the minimax rate of estimation for y € H 5 (R) as 6 — 0, see
e.g. Cavalier [9], Section 5.3 in Bissantz et al. [6] or Cohen et al. [13].



1.2 Overview of main results
Lower bounds for frequency and residual filtrations

We study lower bounds for early stopping in the specific case of the bench-
mark spectral cutoff filter. In a first step, let

Fm=a(@V,...,0Mm) =o(V1,...,Yn) (1.10)

denote the sigma-field generated by the first m cutoff estimators or
equivalently by the SVD observations up to ’frequency’ m in the SVD
representation (1.8). Call F = (Fp,)i1<m<p the frequency filtration. For

cutoff estimators of the form ﬂET) = Y;1(i < 7), where 7 is an F-stopping
rule, we show in Proposition 2.1 that adaptation is generally not possible.
In particular, Corollary 2.2 shows the impossibility to build in that way a
minimax adaptive estimator over Sobolev smoothness classes. This implies
also that the Lepski method cannot be applied in reverse order, starting
from low variance estimators.

If we are additionally allowed to use the information of the residual
R?,| defined in (1.7) above, the situation changes completely. Let G,, be
the sigma-field generated by R3, ..., R2,. Call G = (Gyn)1<m<p the residual
filtration and note that

Gm =FmVo(Ry)=FnVa(|Y[?) (1.11)

is the filtration F,, enlarged by the residual at m or equivalently the resid-
ual at 0 which is ||Y|%. In this enlarged information setting, Proposition
2.4 shows that oracle adaptation might be possible when the oracle cutoff
m* € argmin,,_; pE [||ﬁ(m) — pl?] is larger in order than VD. In terms
of minimax estimation over Sobolev balls, the result implies constraints for
the maximal Sobolev regularity for which a G-stopping rule 7 can possibly
adapt, as described precisely in Corollaries 2.5 and 2.7.

Early stopping rules

We next construct G-stopping rules for general linear estimators that achieve
oracle adaptivity within the feasible range of the lower bound result. For
technical convenience, we consider continuous filters ’y-(t),t € [0,00), the

(2
discrete setting ’yi(m) ,m € Ny, being retrieved by allowing for a discretisation
error, which is typically small, see Remark 3.2 below. The estimators we

consider now take the form (") = (ﬁl(-T)hgigD where ZI(T) = (T))\i_lYi. As

[ )



for the discrepancy principle, we search for a stopping rule 7 based on the
information generated by the continuous residual

D
R =y —ATO2 =31 -2, >0 (1.12)
=1

The information provided by th becomes transparent by considering the
weak or prediction norm ||v|]a = ||Av|| and by decomposing the weak norm
error E[||a® — pl3] = BZA(:“) + Vi into a weak squared bias BZA(,u) and a
weak variance Vi y:

D
B2\ (1) = || E[E®] — w3 = Y (1 —4") 2022, (1.13)
=1
D 2
Via =E [|7® - EREOJE] =623 (") (1.14)

i=1
Then a bias-corrected residual R? estimates the weak squared bias:

D

E [R? — ;(1 - %-(t))ﬂ = B\ (1)- (1.15)

We are led to consider stopping rules of the form

T =inf {t >t ' R? <k} (1.16)
for some initial smoothing step tg > 0 and a threshold value £ > 0. A
residual R? larger than an appropriate choice of x indicates strong evidence
that there is relevant information about u beyond t.

Weak and strong norm error bounds

In Proposition 3.1 the inequality

~(1 ~(+* 1/2
E I3 - @3] < (46 B2 A(w) +2D5*)

is established where the deterministic stopping index
' =t*(u) = inf {t > to : E,[R}] < K}

is interpreted as an oracle prory. A main task will be to compare t* with
the weakly and strongly balanced oracles

tw = tw(p) = inf {t > to: B2, (1) < Vin},
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Figure 1: Weak squared bias (dark blue), weak variance (light blue), strong
squared bias (red), strong variance (orange), residual (green, dashed) and its
expectation (yellow, almost identical) as a function of number m of Landwe-
ber iterations; on the abscissa indices 7 &~ t* (for gray choice of k), to, ty,
ts.

te =te(p) = inf {t > to: Bf (n) < Vi }.
By the monotonicity of the variance and bias terms in ¢ > tg we have

BZA(#) + Vi = min (BtQm,)\(:u)v Vien) = %(BtQm,A(M) + Vi)

provided Bfm’)\(,u) = Vio 2. Otherwise, t = to holds and V) > V; A >
%(Bfm 1 (1) 4+ Vi, 2) follows directly. Consequently, the weakly balanced oracle
attains up to a possible factor 2 the classical weak oracle risk:

B[z - plA) <2 jnf E [I7 - 3] (1.17)

Note that based only on information about the residual, which is defined
via the image of A, it is intrinsic that we can only aim at minimising a weak
risk. Moreover, even if we knew By z(u) for ¢t < ¢’ at some time t' > 0, we
have no access to the classical weak oracle argmin, E[||i!) — 11||%] because we
cannot say whether after ¢’ the bias remains constant or drops immediately.
In consequence, our stopping rule 7 will be designed to mimic the weakly
balanced oracle t,.



Indeed, formula (1.15) above in connection with definition (1.13) shows
that E,[R7] < r implies B2, (u) < k — §? Z£1(1 - 'yi(t))Q. For k = 62D and
the continuous interpolati(;n of the spectral cutoff filter (see the detailed
Example 3.4 below) the squared weak bias BZ ,(u) is almost identical to
the weak variance Vi« ). Furthermore, we shall show that a weak balanc-
ing behaviour for t* will continue to hold for general families of filters and
thresholds k. Figure 1 visualizes for a concrete example from Section 5 below
squared bias, variance and residual as a function of the number of Landwe-
ber iterations. The algorithm stops when the residual crosses the horizontal
k-line and yields 7, the weakly balanced oracle t,, is obtained at the cross-
ing of Bf y and V; \. Corresponding strong quantities are also depicted, see
Section 5 for details.

The proof is based on a completely deterministic argument and readily
entails the weak oracle bound for the prediction error

E |77 — plla] < E (7Y — ulla] + V2(6Bea(1) +6°VD) % (1.18)

This analysis leads us to choose from now on the initial smoothing step
to = to such that Vi \ ~ 6%2v/D holds: for t > t,, the remainder term in
(1.18) is dominated by the oracle risk.

In a second step, we turn estimates in weak ||e||a-norm into estimates in
strong ||e||-norm. To this end, we need some additional assumptions on the
filter functions (fyi(t))lgg p as well as on the operator A, i.e., on the singular
values (\;)1<i<p. Under the mild condition 6>vD < B2 ,(n) < 62D we
then establish in Theorem 3.10 and its Corollary 3.11 the ofacle—type strong
norm inequality

E [T = ul?] SE A" - ull?]. (1.19)

The proof relies on an individual weak-to-strong transfer of bias and vari-
ance estimates separately, together with an appropriate control on remaining
stochastic terms. The probabilistic parts of the proof are based on the control
of maxima of weighted independent y?-random variables with drift and con-
vexity arguments. Let us emphasize that classical interpolation arguments
between Hilbert scales, usually applied to control the approximation error
under the discrepancy principle (e.g., Section 4.3 in Engl et al. [15]), cannot
be used for an oracle and thus non-minimax approach.

The choice of ¥ and oracle properties

It remains to investigate the relationship of the deterministic oracle proxy
t* with the balanced oracles ty,,ts, which is connected to the choice of the



threshold k that is free in the above estimates. This is the topic of Section 4.
We argue that the choice & = D32, up to deviations of order v/ Dé?, e.g. due
to variance estimation, yields rate-optimal results. The strategy of proof is
again a stepwise comparison argument.

First, Proposition 4.1 establishes for that choice of x an oracle-type in-
equality for ﬁ(T) in terms of the weakly balanced risk. Then the bias and
variance transfer arguments yield an inequality in strong norm between the
risk at the oracle proxy t* and at the weakly balanced oracle ty,. In view of
Corollary 3.11 this means that Q(T) satisfies a strong oracle-type inequality
if /’I(tm) does so. Note that the latter is independent of the stopping rule em-
ployed and this leads to the intrinsic question about the relationship between
the balanced oracles t,, and t5. For spectral cutoff this question is addressed
in a very general minimax framework by Chernousova and Golubev [12] and
falls in the abstract problem framework considered recently by Lepski [24].
For spectral cutoff Theorem 4.3 here establishes indeed an oracle inequality
with a universal constant Cs > 0:

E [ = ul’] < CE I — ul?]. (1.20)

Note in particular that there is no additional log-term in the bound, which
is often present for sequential algorithms.

For general spectral methods, a similar bound holds for all signals u
with ¢ () < ts(p). In the case ty(p) > ts(p), the variance part dominates
in strong norm, and we cannot hope for an oracle inequality with the strong
oracle risk on the right-hand side, as Counterexample 4.5 below shows. Still,
we obtain a bound in terms of the rescaled weak oracle risk such that, in
general,

E[IF® — ull?] S max (E [[5") - ), & E 2% — ul])

holds, ¢f. Theorem 4.6. For the polynomial decay of singular values \; ~
i~Y¥_ this bound becomes a more tractable interpolation-type bound in
Corollary 4.7:

E[IE0 - pll?] S max (E [[5") - 2], 6~ B [|a® - u3]+).
The simple Corollary 4.8 of the latter, assuming that the spectral method
has a sufficiently large qualification, states in particular that ﬁ(T) attains

the minimax-optimal rate over the Sobolev ellipsoids H 5 (R) for 8 ranging
in the adaptation interval, as predicted by the lower bound.

10



The reason why a perfect oracle-type result cannot be established lies in
the fact that for very smooth signals the strong bias does not inflate as much
from the weak bias as the strong variance does from the weak variance. This
is in a sense a super-optimality property that we do not catch by our choice
of k which is designed to provide a universally robust control on the strong
norm risk.

Section 5 studies more specifically the early stopping rule for Landweber
iterations. First, a quite general class C of signals p is identified for which
an oracle inequality like (1.20) holds. Then some numerical results show
the scope and the limitations of adaptive early stopping, confirming and
illustrating the theoretical findings.

2 Lower bounds

The lower bounds will be derived for the benchmark setting of spectral cutoff
(m) _ 16 < m)/\i_lYi, m,i =1,...,D, in the SVD representa-

estimators [i;

tion (1.8).

2.1 The frequency filtration

Let 7 be an F-stopping time, where F is the frequency filtration defined in
(1.10) and let!

R(u7)* = B[l = u)?)-
By Wald’s identity we obtain the simple formula

D T
R(ur)? =B, | 0 12+ 3 A720%2| =B, B + V] (1)
1=7+1 =1

with B2 (u) = Zi’;mﬂ p? and Vi, = 6237 A7 2 as follows from (1.9)
with the spectral cutoff. This implies in particular that an oracle stopping
time, ¢.e., an optimal F-stopping time constructed using the knowledge of
1, coincides with the deterministic oracle argmin,, (B,Qn(,u) + Vm) almost

surely.

2.1 Proposition. Forig € {1,...,D — 1} and any p, i € RP with p; = i
for all i < ig we have for any F-stopping rule T

Rk, 7)2>

Ry 2 B () (1= S
10

1We emphasise in the notation the dependence in j in the distribution of 7 and the Y;
by adding the subscript 1 when writing the expectation E = E,, or probability P = P,.

11



Let ms = min{m € {0,...,D} : V,,, > B2 (u)} be a balanced oracle for u
and suppose R(u,7)? < OR(p,mg)? for some C > 1. Then for any i € RP
with f; = p; for i < 3Cmg we obtain

R(fis7)* > 5 Blacim,) (1)-

Proof. We use the fact that (Y;)1<i<i, has the same law under P, and P;
and so has 1(7 < ip) by the stopping time property of 7. Moreover, thanks
to the monotonicity of m +— V,,,, Markov inequality and the identity (2.1)

R(fi,m)? > Eg[BX(m)1(7 < io)]
= E,[BX()1(r < io)]
> B (1) Pu(T < ig
> B2 () (1 — Pu(Vr > Vig+1))
> B2 (1) (1 - E}:[E]
T 2
> 52 )(1- 570

The second assertion follows by inserting iy = [3Cms| and R(u,7)? <
2CV,,, together with Vi, /Vii4+1 < mg/(ip + 1) since the singular values \;
are decreasing. O

The last statement clarifies that the signal i can be changed arbitrarily
to @ after the index |3Cms |, while the risk always stays larger than the
squared bias of that part. Even if we put classical restrictions on the decay of
the coefficients (fi;), this implies suboptimal rates for adaptation over these
classes of signals. As a specific example, consider Sobolev-type ellipsoids of
regularity 8 > 0 in dimension d > 1

D
H(R) = {ueRD:Ziw/dung?}, B>0,R>0,  (2.2)
=1

and assume a polynomial decay of singular values \; ~ i~/ for some p > 0.
Then the minimax-optimal rate for estimation in H 5 (R) in (normalised)
integrated squared error loss is R(R™1)%%/(28+2p+d) "see e.g. Cohen et al.
[13]. To be precise, let us remark that in our non-asymptotic formulation,
the discretisation dimension D is fixed; formally, the definitions of H 5 (R)
and the Euclidean loss function depend on D, and finally the eigenvalue

12



sequence (A;);>1 could also depend on D since they depend on the approxi-
mation space Vp (in the construction described in the introduction). This,
however, does not pose a problem to recover usual asymptotic minimax rates
if D=Ds — 0o as d — 0, provided D; is at least as large as the minimax
optimal discretisation in the classical (D = oo) sequence space model, and
the eigenvalues satisfy cAi_p/d <\ < C’Ai_p/d for constants cy,(C4 not
depending on D.

2.2 Corollary. Assume the singular values satisfy » ;- )\;2 > cam!t2r/d
with c4 > 0, p >0 for allm € {1,...,D}. If there exists p € Hg(R) with
R(p,7) < C,R(R™15)?8/@B+20+d) then for any o € [0,8], R > 2R, there

exists i € HY(R) such that
R(ﬂ, 7_) > cﬂR(Rfl(s)Qa/@BJerer),

provided D > (QC’zc;‘l)l/@p/dH)(R715)*2d/(25+2p+d), The constant cz > 0
only depends on C,, and ca.

Proof. For ig = |(2C2¢;")Y/ p/dtD)(R=15)=2d/(28+20+d) | " our assumptions
imply ig < D and

2
Vig+1 cA

C2 —1§\—2d/(28+2p+d) \ 1+42p/d
- _7M<(R 5) ) p/ 1

> —.
19+ 1 -2
Put p; = p; for @ 7& ip + 1 and Hig+1 = %R(ZO + 1)—a/d‘ Then i € Hg(R)
follows from p € HY(R) C HS(R) and R > 2R. The bias bound B? () >
TR (i + 1)~2¢/4 inserted in Proposition 2.1 yields the result. O

The conclusion for impossible rate-optimal adaptation is a direct con-
sequence of Corollary 2.2: since for any o < f the rate §2¢/(26+2r+d) ig
suboptimal, no F-stopping rule can adapt over Sobolev classes with differ-
ent regularities. Note also that for a = 3, if we consider the asymptotics
R/R — oo, the lower bound gives a suboptimal rate in R and adaptation
over Sobolev ellipsoids with different radii is impossible. Finally, the rate
R(R~15)%¢/(2842p+d) i attained by a deterministic stopping rule that stops
at the oracle frequency for H 5 (R), so that the lower bound is in fact a sharp
no adaptation result.

2.2 Residual filtration

We start with a key lemma, similar in spirit to the first step in the proof
of Proposition 2.1, but valid for an arbitrary random 7. Its proof is delayed
until Appendix 6.3.

13



2.3 Lemma. Let 7 = 7((Y;)1<i<p) € {0,...,D} be an arbitrary (mea-
surable) data-dependent index. Then for any m € {1,..., D} the following
implication holds true:

Vin > 200 R (11, 7)* = P,(7 > m) < 0.9.

For G-stopping rules, where G is the residual filtration defined in (1.11),
we deduce the following lower bound:

2.4 Proposition. Let T be an arbitrary G-stopping rule. Let p € RP and
io € {1,..., D} such that Vi,.1 > 200R(u,7)%. Then

R(p,7)* > 0.05B; (1)
holds for any fi € RP that satisfies
(a) pi = fi; for all i <o,
(b) the weak bias bound |BZ20’/\(/1) - Bi,\(ﬂ)‘ < 0.057”132_1'0(52 and

(¢) Biga(k) + Biga(ft) = 5.256.

Suppose that R(u,7)? < C,R(1,ms)? holds with the balanced oracle ms =
min{m € {0,...,D} : Vi, > B2 (u)} and some C,, > 1. Then any iy >
400C,ms will satisfy the initial requirement.

Proof. First, we lower bound the risk of g by its bias on {7 < iy} and then
transfer to the law of 7 under P,, using the total variation distance on Gj:

R(j1,7)* > Ea[BF (1) 1(7 < ip)]
> B (1) Pa(r < ig)
> By (1) (Pu(r <o) = | Pu = Pallrvia,,))-

By Lemma 2.3 we infer P,(7 <ig) > 0.1. Denote Wy, = (Y1,...,Y;,). Since
the law of W;, is identical under P, and Pj, and W;, is independent of
R;, for both measures, the total variation distance between P, and Pj; on
Gi, equals the total variation distance between the respective laws of the
scaled residual 6‘2R?O. For 9 € RP, let P% be the non-central y2-law of
Xy = Z,If:l(ﬁk + Z3,)? with Zj, independent and standard Gaussian. With
K =D —1iy, 9 = (5*1)\i0+kui0+k, I = 5*1/\i0+kﬂi0+k the total variation
distance between the respective laws of the scaled residual 6‘2R220 exactly

equals || PY, —}P’?( |lrv. By Lemma 6.4 in the Appendix, taking account of
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[9]] = 6 ' BiyA(p) and similarly for [|J]|, we infer from (c) the simplified

bound , )

i) = 52D —ip
Under our assumption on i, this is at most 0.05, and the inequality follows.
From R(u,7)? < 2C, Vi, and Vig+1/Vin, > (io + 1)/ms, the last statement

follows. O

In comparison with the frequency filtration, the main new hypothesis is
that at ig the weak bias of i is sufficiently close to that of u, while the lower
bound is still expressed in terms of the strong bias. This is natural since
the bias only appears in weak form in the residuals while the risk involves
the strong bias. Condition (c) is just assumed to simplify the bound. To
obtain valuable counterexamples, f is usually chosen at maximal weak bias
distance of p in (b), so that (c) is always satisfied in the interesting cases
where /D — ig is not small.

Considering the minimax rates over Sobolev-type ellipsoids as defined
in (2.2), we obtain a similar lower bound result as Corollary 2.2 for the
frequency filtration.

2.5 Corollary. Assume the singular values satisfy cai P/® < \; < Ci~P/4
with Ca > ca >0, p/d >0 for alli € {1,...,D}. If there exists u € Hg(R)
with R(p, 7) < C’MR(R_15)2ﬂ/(2ﬂ+2p+d), then for any a € [0, 8] and R > 2R,

there exists i € H} (R) such that
R(fi, 7) > czRmin ((]:3715D1/4)2a/(2a+2p)7 (R715)2a/(2,3+2p+d)>?

provided R™16 < cp s and D > Cp(R2572)4/(2e+2+d/2) " The constants c; >
0, cres € (0,1] and Cp > 0 depend only on ca,Ca,,d,p.

Proof. Set p; = p; for i # ip and ﬂ%o = M?O + %R%’am/d for some

io € {1,...,D}, so that i € HJ(R) and condition (a) of Proposition 2.4
is satisfied. If

(b): CaR2i; 2t/ < 09552\/D — i
holds, then condition (b) of Proposition 2.4 is ensured, whereas
(): @ R%ig 2t/ > 5 95257
implies condition (c) of Proposition 2.4. Finally, for

(d"): ip > [(200(1 + 2p/d)C§lcﬁ)d/(2p+d) (R25-2)d/(26+2p+d) |
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we have Vj 11 > 200R (1, 7)%. Hence, by Proposition 2.4, (b’)-(c’)-(d’) imply
R(i,7)? > 0.05B2 (1) > 205 j2j; 2/,

For iy = |[Comax ((R2072//D)¥(2a+2p) (R25-2)d/(28+2p+d)) | with some
suitably large constant Cp > 0, depending only on C,,Ca,p,d, and for
D > 2iy, conditions (b’) and (d’) are satisfied. To check condition (c’), a

2 —
sufficient condition is ig < (%(R%*Q))d/ (2042p) The first term in the maxi-
mum defining i( satisfies this condition (here again using D > 2ij) provided
R~1§ is smaller than a suitable constant C/R#; depending on c4,Cy, Cyy, a, d, p.
The second term in the maximum defining iy satisfies the sufficient condition

2
2 5—2\d/(2B+2p+d) p25—2\d/(204+2p+d) ~ (CA ([B25-2\\d/(2042p)
Co(R2572) < Co(R2657?) < (G (R2o2)) /o),

again as soon as R~14 is smaller than a suitable constant }, s depending on
the same parameters as cp 5. Finally, putting crs = min(cy 5, cp s, 1) and
unwrapping the condition D > 2ig, it is easy to see (using (R6~!) > 1) that
the inequality for D postulated in the statement of the corollary is sufficient.
This yields the result. O

The form of the lower bound is transparent: as in the case of the
frequency filtration, the rate R(R~1§)%2%/(26+2r+d) is attained by a de-
terministic rule that stops at the oracle frequency for H(’? (R), whereas

R(R_15D1/4)2a/(2a+2p) is the size of a signal that may be hidden in the
noise of the residual (i.e., that is not detected with positive probability by
any test) such that we also stop early erroneously. Note that for the direct
problem (p = 0) the latter quantity is just dDY*, which is exactly the crit-
ical signal strength in nonparametric testing, see Ingster and Suslina [20],
while for p > 0 it reflects the interplay between the weak bias part in the
residual and the strong bias part in the risk within the Sobolev ellipsoid.

2.6 Remark (Smoothed residuals). The analysis of statistical inverse prob-
lems often takes place in the continuous white-noise model (1.2) or the equiv-
alent Gaussian sequence model (1.8) with D = co. Then, however, the resid-
ual ||Afi—Y||? is a.s. infinite. One way out is to consider smoothed residuals
|(A*A)*(Ai—Y)||? for s > 0, cf. Blanchard and Mathé [7] and Lu and Mathé
[25]. If the singular values of A satisfy \; ~ i P/ for some p > 0 and if
sp > d/4 holds, then (A*A)® is a Hilbert-Schmidt operator and the smoothed
residual is finite a.s. In that case, however, a similar corollary, where [ s
set equal to p except at an index i; ~ (igps*d/4/6d)1/(2ps+p+a), yields a rate

in 6 which is never optimal over Sobolev ellipsoids H (R), o < f3.
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Corollary 2.5 implies in turn explicit constraints for the maximal Sobolev
regularity to which a G-stopping rule can possibly adapt. Here, we argue
asymptotically and let explicitly D = Dg tend to infinity as the noise level
0 tends to zero.

2.7 Corollary. Assume \; ~ i P/% and let By > p- >0, Ry,R_ >
0 be such that the rate-optimal cutoff indices for Hg_(R_) satisfy
624/ (2B-+2p+d) — (\/Dy) as & — 0. Then there is no G-stopping rule T
such that R(p, ) < C§28/@ZB+20+d) polds for some C > 0 and for every
p € Hjj (R) with (8, R) € {(8-, R-), (B4, Ry)}.

In particular, if a G-stopping rule T is rate-optimal over Hg(R) for B €
[Bimins Bmaz)s Bmaz > Bmin = 0, and some R > 0, then we necessarily must
have Baz/d < liminfs_o &2 —p/d —1/2.

Proof. We apply Corollary 2.5 with = 3., « = f_ and R = R_, R =
min(R,, R/2). Because of §~24/(28-+2p+d/2) < §-4d/(28-+2p+d) — 4(Dy) the
conditions are fulfilled for sufficiently small § > 0 and we conclude (R4, R_
are fixed)

€ Hg_(R—) : R(p,7) 2 min ((6D51/4)25-/(25—+2p)’ 52,8_/(25++2p+d)>.

By assumption, that rate cannot be larger than §26-/(26-+2p+d) Thig implies

(5D§/4)25_/(25_+2p) < §26-/(2B-+2p+d) D;/Q < §2d/(2B—+2p+d)

which was excluded. The first statement is proved.
For the second assertion use from above Dé/ 2 < §2d/(2B-+2ptd) for
B— € [Bmin, Bmaz)- Taking logarithms, this implies
28_+2p+d .. . .log(67?)
_ ; | f———=.
vﬁ € [ﬁmzna Bmax) 2d >~ 1?1)1(1]1 log(D(g)
Letting 5_ 1 Bmaz, the result follows. O

For statistical inverse problems with A; ~ i 7/ we may choose the max-
imal dimension Dy ~ §~24/(2pd) without losing in the convergence rate for
any sequence space Sobolev ellipsoid of regularity 8 > 0, see e.g. Cohen el
al. [13]. In fact, we then have the variance

Ds
Vb, =62 A2 ~ 62D 1 (2.3)
i=1
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and the estimator with cutoff at the order of Ds will not be consistent
anyway. In that case, optimal adaptation is only possible if the squared
minimax rate is within the interval [6, 1], faster adaptive rates up to 6% are
not feasible.

Usually, Ds will be chosen much smaller, assuming some minimal reg-
ularity Bmin. The choice Ds ~ §24/(2Bmint2p+d) engyres that rate opti-
mality is possible for all (sequence space) Sobolev regularities S > Bpin,
when using either oracle (non-adaptive) rules, or adaptive rules that are
not stopping times. In contrast, any G-stopping rule can at best adapt over
the regularity interval [Bmin, Bmaz] With Bmaz = 2Bmin + p + d/2, keeping
the radius R of the Sobolev ball fixed. These adaptation intervals, how-
ever, are fundamentally understood only when inspecting the corresponding
rate-optimal cutoff indices §—2¢/(2Bmaz+2r+d) which must at least be of order
VDgs ~ 6~ 2Bmint2p+d) in) order to distinguish a signal in the residual from
the pure noise case.

3 Upper bounds

As announced in the overview section, we will from now on consider families
of linear estimators indexed by a continuous parameter ¢ > 0, of the form

i =AY for i = 1,...,D.

7

(®)

Recall the basic assumptions on the filter functions: ¢ + ;" is a nondecreas-

ing continous function with values in [0, 1], such that ’yi(o) =0, and 'y(t) 1
as t — oo.

For the definition (1.7) of the residual R? = ||Y — Ai®||?> we introduce
the residual-based stopping rule 7 = inf {t > ¢y : R} < s} from (1.16).
Since R? | 0 holds for ¢ T co and ¢ ~ R? is continuous, we have R2 = &
unless R?O < k already, in which case 7 = ty. Also, recall the oracle proxy
t* = inf {t >t EM[R?] < /{}, which by the same argument satisfies

E.[R%] = Eo[RE]+ By (1) = K, unless already E,,[R7] < & holds, implying
t* = to.

3.1 Upper bounds in weak norm

3.1 Proposition. The following inequality holds in weak norm:

. 1/2
E (|30~ AIR] < (208 + 40°B2 () (3.1)
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This implies the oracle-type inequality

~(T (1% 1/4
E [ - ula] <E[IAC) - ulla] + (206" + 40282 ,(1)) . (32)

Proof. The main (completely deterministic) argument uses consecutively the
definition of the weak norm, the inequality (A—B)? < |A?2—B?|for A, B >0
and the bounds R2 = k > E[R%] for 7 > t* >ty and R? < k = E[R%] for
t* > 1 > tg:
e e R

3 3

M

ﬁ
Il
—

2 _
A=

(1 =782 = (1 =2y

%

WE

I
—

= (R%: — RH1(r > t*) + (RZ — RZ)1(T < t¥)
Ri. —Eu[REDL(r > t°) + (Bu[R] — RE)1(r < 1Y)

R} — Eu[RE|

e N

<
<

D
= ‘2(1 — N2 (52(e2 — 1) + 22 ipmide;)
=1

Note that the passage from the second to the third line simply follows from
the uniform monotonicity of filters, i.e., 'yi(t ) < 71.(7) for all ¢ if t* < 7
and ’y-(t*) > fy-(T) for all ¢ if t* > 7. By bounding the variance of the first

(3 7
term (applying the Cauchy-Schwarz inequality) and using |1 — %(t)’ <1,
Var(e?) = 2 and Cov(e?,¢;) = 0, this implies:

R D . D . 1/2
B, (I3 = a013] < (260301 — ) + 462 30 (1 = 7))
1=1 =1

1/2
< (2D64 +452B,52*7A(u)> .

From this first inequality the second follows by the triangle inequality and
Jensen’s. O

Let us point out that Proposition 3.1 continues to hold under minimal
assumptions on the noise: the variables ¢; need merely be uncorrelated and
match the first four Gaussian moments.

The last term in the right-hand side of (3.2) is of the order of the geo-
metric mean of By« ) and ¢, and thus asymptotically negligible whenever the
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oracle proxy risk is of larger order than § (use Jensen’s inequality to argue
E[|a®) — plja] > By ). Consequently, the oracle-type inequality (3.2) is
asymptotically exact, in the sense that

E [ — ulla] < (1+0(1) E [|7) = ulla] (3.3)

as 0 — 0, whenever the oracle-type risk is of larger order than D'/4§. Our
stopping rule thus gives reliable estimators when the weak variance is at
least of order DY/262, and we henceforth choose the initial smoothing step
to as

to=1nf{t >0 : V; , = COD1/252} for some constant Cy, > 1. (3.4)

Note that ¢, is well defined for C; < D2 since Vi, increases from 0 at
t = 0 to D6 as t T oo, and that it is easily computable, since Vi is
obtained as squared norm of the estimation method applied to the data §A1
with 1 = (1,...,1)T. Moreover, we find back exactly the critical order from
the lower bound.

3.2 Remark (Controlling the discretisation error). For the discrete stopping
rule m = inf{m € N : m > to, R%, < k} we obtain, using (A + B)? <
2(A% + B?), (A — B)? < |A?2 — B?| for A,B > 0, filter monotonicity and
m>T:

E (I3 ~ A1) < 28 [B2, - B3] +25°E |

D
1=

(1™ = A7)%ed].
1

By m — 1 < 7 and the filter monotonicity we further bound the right-hand
side by

2 max (Bfn_u — By + 0° E [maxi<p 7] 7™ — 4tV HQ>-
Note that the filter differences are usually not large; for spectral cutoff, for
instance, we have ||y(™ —~(Mm=||2 = 1 and for Landweber iteration ||4™ —
Am=1)|12 < Z?:l M. Because of E[max;<pe?] < log D, the second term is
usually of order 62 log D and much smaller than the error term in the oracle
inequality (3.2). The bias difference term depends on the signal and does not
permit a universal bound, but observe that m stops later than T (or at T)
and thus ™) incurs less bias in the risk bound than o(™).
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3.2 Upper bounds in strong norm

There is no intrinsic way to extend results in weak |le||a-norm to strong
|lo||-norm. The generic Assumption (A), introduced next, on the filter func-
tions %(t) and on the spectrum of A, will enable us to appropriately transfer
estimates in weak norm for the bias and the variance terms separately into
estimates in strong norm.

Assumption (A) on estimators and spectrum

Let us collect all required properties and discuss conditions under which
they are fulfilled.

3.3 Assumption (A). Recall that (’}/l-(t))lgigp’tzo denotes a filter sequence
with ’yi(t) €[0,1], t — %.(t) s nondecreasing continuous, %(O) =0 and %(t) T1

as t 1 o0o. Consider to from (3.4) and set a/0 = oo for a > 0.

with values in [0, 0o]

i=1,...,

@)
Al. For allt >t > t,, the sequence (11 %u) )
—
18 nonincreasing in 1.
A2. Foralli <1 and t > t,, we have ’y-(t) < 'y(t).

) i/

A3. For some m > 1 there exists a constant Cy,x > 1 so that for all t > t' >
to, we have
Vi S Cva(Vin/Vira) Vi

AA4. There exists cy > 0 such that for every k =1,...,D:

1 k
DAz AN
i=1

A5. There exists a constant Cp g2 such that for all t > to we have

>

D

D
Z’Yi(t) < Cp e Z(%;(t))z-

i=1 i=1

3.4 Example (Spectral cutoff). Suppose c4i P/¢ < \; < Cni P/? for some
p>0,d €N and Cq > cq > 0. Pick the continuous spectral cutoff filter that
coincides with 1(i < t) when t is an integer by requiring Vi x = 82t :

A =16 < [t) +VE— [E16 = |t] + 1) for every t > 0.
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. NG y
For integers t > t' > t, = C.\/D (Cs > 1) we have 1_’:@) = 11((Zi>>tt)) = 00
when i <t and equal to 1 otherwise. Thus, Al is satisfied for integers and
follows over the real line by interpolation. A2 and A4 are straightforward.

For A3, since V; = 52(21'3@] A2+ (- Ltj))\ﬁﬂ), we have for t > t' and

some constant C;;/d depending on p/d only:

Vi 9D t\1+2p/d V}/)\ T
7 sacicu(z) T = cn()
Ve = A ARy "M\

with m = 2p/d+ 1 and Cy\ = cZzC'f‘C']’)/d, using Vi \ = §%t. Finally, since
%.(t) = (fyz.(t))2 holds for i # [t] + 1, and to > VD, we have A5 with e.g.

051’52 — 1 —|— D_1/2.

Generic conditions ensuring Assumption (A).

Most common filter functions used in inverse problems are obtained from
spectral reqularisation methods of the form

D = g(t, M), (3.5)

where g(t,\) is a regulariser function Ry x Ry — [0, 1], see for instance
Engl et al., Chapter 4 [15] (with the notation g(t,\) = Ag,~1(A\?) in terms
of their function g, ). In this situation, we give sufficient assumptions that
are easier to check and will ensure that Assumption (A) holds. A first set
of assumptions concerns the regulariser function:

3.5 Assumption (R).

R1. The function g(t,\) is nondecreasing in t and X\, continuous in t with
9(0, ) =0 and limy_, g(t, ) = 1 for any fired A > 0.

R2. For allt > t' > t,, the function X — 11__“;((5’)’\\)) s nondecreasing.

R3. There exist positive constants p, 5—, B+ such that for all t > t, and
A > 0, we have

B—min ((tA)”,1) < g(¢,A) < min (B4 (tN)”,1). (3.6)

R2 is not needed given R3 if we allow less accurate control in the con-
stants of Lemma 6.1 (see Proposition 3.8 and its proof below). Still, it is
usually satisfied. The value p should be distinguished from the qualification
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of a regularisation method, as introduced in Corollary 4.8 below. While the
qualification is intended to control the approximation error, the constant p
introduced in (3.6) guarantees instead the control of Eg[R?] and V;, Vi \ for
large D, a pure noise property independent of the signal.

3.6 Example. Let us list some commonly used filters (see e.qg Engl et al.
[15]) that all can be directly seen to satisfy Assumption (R) with p = 2 in
R3.

(a) The Landweber filter, as developed in (1.6) of the introduction, is ob-
tained by gradient descent of step size 1 (note A\ < 1):

—_

A = 37 (1= ATAYATY = (I — (I — A"A)™)(AA)'AY.
0

When interpolating with t = \/m this yields g(t,\) = 1 — (1 — A2)%".

(b) The Tikhonov filter g(t,\) = (1 + (t\)~2)~! is obtained from the min-
mmisation 1 [ € RP

1Y — Al + 72> = min, (3.7)

(¢c) The m-fold iterated Tikhonov estimator i{®™ is obtained by min-
imising iteratively in m the criterion (3.7), but with penalty o||u —
plem=012 where (Y is the standard Tikhonov estimator with

t = a~t. The reparametrisation t = \/m yields the filters go(t,\) =

1— (1+a72X2)~",

(d) Showalter’s method or asymptotic reqularisation is the general contin-
uwous analogue of iterative linear regularisation schemes. Its filter is
given by g(t,\) =1 — e N

A second assumption concerns the spectrum.

3.7 Assumption (S). There exist constants v_,v; > 0 and L € N such
that for all1 <k < |D/L]:

A
0< L7V < ZEE < =1 <1, (3.8)
k

The indices v_ and vy are related to the so-called lower and upper
Matuszewska indices of the function F'(u) = # {i : A\; > u} in the theory of
O-regularly varying functions, see Bingham et al. [4], Section 2.1. In classical
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definitions these indices are defined asymptotically. Since we aim at non-
asymptotic results, we require a version holding for all k; to account for
possible multiple eigenvalues at the beginning of the sequence, we allow L
to be an arbitrary integer (typically L would be larger than the multiplicity
of A\1). For connections to inverse and singular value problems in numerical
analysis see Djurcic et al. [14] or Fleige [16].

3.8 Proposition. Suppose Assumptions (S) and (R) are satisfied with p >
vy and the filter functions given by (3.5). Then there exist constants m >
1,Cva2>1,¢y>0,Cy 0, > 1, depending only on p, 5—, B4+, L, v_, vy, such
that Assumption (A) is satisfied.

The condition p > v is often encountered in statistical inverse problems,
ensuring, independently of D, a control of the variances of the estimators.
The proof of Proposition 3.8 is delayed until Appendix 6.1. In Appendix 6.2
we also present the proof of the following result, which gives the strong-to-
weak variance order V; ~ t2Vt7 » in this framework.

3.9 Lemma. Under Assumptions (R) and (S), we have for all t > t,

_ . foo
Vix < Oyt 2V, with Oy = LlZil B2,

Under Assumptions (R), (S) with p > 1+ vy /2 we have for all t > t,:
Via Z eyt Vi,

with

1
. CovD(—L'=20/74) \ P\ (=L~ C072/v)52
cy :=min ( 1, = 2T/ .

Main result in strong norm

We prove the main bound in strong norm first and provide the necessary
technical tools afterwards. The weak-to-strong transfer of error bounds re-
quires at least higher moment bounds, so that we derive immediately results
in high probability. From now on, we consider 7 = inf{t > t, : R? < k}
with ¢, from (3.4).

3.10 Theorem. Grant Assumptions Al, A2, A3, A4 with constants
m,Cyx,cx. Then for x > 1 with probability at least 1 — cre™“?*, where
c1,c2 > 0 are constants depending on cy only, we have the oracle-type in-
equality

177 — pl? < KR — )] + 26%2 ]

2| AD? (3.9)
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with

2 . 1/2\ 27
P 4CV,\<1 N ( (4@+ 12)6% + /320 By A (1) x) / ) .
’ 1(t* > tO) min (‘/;f*,)\a Bt2*,)\(ﬂ)) + l(t* = tO)V;fo,)\

Proof. We bound (’y-(T))\i_lY; —pi)? <201 - 'yi(T))Qu? + 2(%-(7))2)\2-_252522 and
we use the fact that any linear function f(wi,...,wp) = Zil w;z; with
21,...,zp € R attains its maximum over 1 > wy > --- > wp > 0 at one of
the extremal points where w; = 1(i < k), k € {0,..., D} (cf. also the proof
of Lemma 3.14 below). Under Assumption A2 we thus obtain for w > 0

D
~ TIN\2\ —
|87 = ul* < 2B2+ 2623 (1) %3
=1
D
< 2 2 AN"2(22 1 _
<2B24+2(1+w)V; +26 12w1§1“§1§wD202;w,)\1 (2 —1—w)
iz
k

2 2 —2/.2
= 2B2 +2(1 + w)V; + 26 kn&ia.}sz; A2 (eF -1 —w).
1=

By Lemma 6.5 in Appendix 6.5 below, for w = 1 the last term is bounded
by 20;12561*2/”52 with probability at least 1 — Cie~ 2% with C;,Co > 0
depending only on ¢y from Assumption A4.

For 7 < t* (and so t* > t,) we have V; < V«, and the bias transfer bound
B2 < (B,%,A / Bf*7 ,)BZ is ensured by Lemma 3.12 below under Assumption
A1. In addition, Proposition 3.15 guarantees that the weak bias Bz’ ) is with
high probability close to the oracle proxy analogue Bf*’ y under Assumption
A 2. We deduce more precisely that with probability at least 1—3e™% (z > 1):

4v'D +12)6% + /325 By
BE§(1+1(t*>to)( vD+ )2+ t’)‘x>Bf*.
Bt*,)\
On the other hand, for 7 > t* we have B, < By, and we derive, using
Assumption A3 on the variance transfer and Proposition 3.16 below on the
deviation between V. y and V- ), that with probability at least 1 — 3e™7:

(4v/D +2)6% + /85By+ \ \1/2\ 27
S

Ve < Cva (14 ( v

Observing E [||ﬁ(t*) — pl|*] = BE + Vi, the result follows by taking the
maximum of the two previous bounds and simplifying the constants. O
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A direct consequence of the preceding result is a moment bound, which
has the character of an oracle inequality under mild conditions on the weak
bias at the oracle proxy t*.

3.11 Corollary. In the setting of Theorem 3.10 assume C11(t* > to)V;, \ <
B?*A(,u) < Colimy_soo Vi x for some C1,Cy > 0. Further assume that for
k=1,...,D it holds 52)\;2 < C3k*"V,, for some Cs,v > 0. Then for a
constant Cr 4= only depending on Co,C1,Co, C3,v,c),m,Cy\:

E (I3 — ul?] < Crpe E (|5 = ?].

Proof. Noting lim_,o Vi \ = D62, and on the one hand Vien = Vior >
C.v/Dé? > C.Cy lBt*7 A(p)d (the last inequality from the assumption of the
corollary), on the other hand, BZ ,(u) > C1Vi, » (then further bounded
as above) in the case t* > t,, it ié simple to check that the factor K in
Theorem 3.10 is bounded for z > 1 as K < Cix™, where C, only depends on
Cs,C1, Cq, Cy . For the remainder term in (3.9), note that by the assumed
growth condition on )\;2

PaA A p < Cax' PV, < G PV, a2 1

Due to the polynomial increase in x both for K and the remainder term,
we can now integrate the bound with respect to cie™“*dx and obtain the
announced result. ]

Intermediate estimates from weak to strong norm

We now set out in detail the ingredients used in the proof of Theorem 3.10.

3.12 Lemma. Under Assumption A1, we have for t >t > t, that Btz, \ <
C’BfA for some C > 1 implies Bt2, < CBtQ.

Proof. The assumed decay for the filter ratios implies that there is an index
i € {0,1,...,D} such that 1 —+") < (1 — 4" holds for i > iy and
1- ’yz-(t) >C(1- %'(t)) for i <'ig (trivial cases for ig = 0, i9g = D). Then:

D
Bi —CBt = ((1=+") —c—\")ui
=1
)
<A D= = e =)

i=1
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D

SN D (O - =)
i=1i9+1
< A\Z(Bi,—CB?y) <0,

which implies the assertion. O

3.13 Lemma. For any x > 0 we have with probability at least 1 — 2e™*
|R% — E[RE]| < (20°V/D + V86 By ) )V + 20%x.

Proof. We have R% —E[R%] =32 (1 - fyi(t*))Q((SQ(El2 — 1) + 2X\ipi0e;). By
Lemma 6.3 in the Appendix, 62 Zi (€2 — 1) is with probability at least
1 — e~ smaller than §22v/ Dz + 622z, while the Gaussian summand is with

the same probability smaller than 20By- yv/2z, using (1 — 'yi(t*>)4 < (1-

71O O
3.14 Lemma. Under Assumption A2 we have for any z1,...,zp € R
¢ (T) (t")y2 -
%
;«1— P —(l=7"))z < mfﬁ?fDizk;lZi on {r <t*},

!
(=71 —7)?)z < Jmax S (1- YNz on {7 > ).
1 =0,..., i—1

Mo

(2

Proof. For T < t* introduce the weight space
WS = {w eRP w1 - fyi(t*))Q, 1+(1 - %'(t*))g]’ w; increasing in z}

Then ((1 — 'yi(T) 2

) )1<i<D € W= holds on {7 < t*} by Assumption A2 for

the monotonicity in ¢, and because of 7( ™ € [o, %.(t*)]. The set W< is convex
with extremal points

wh = ((1 N2 16> M) icicpr k=0,1,...,D.

Hence, the linear functional w — ), w;z; attains its maximum over W< at
some w”. This implies

D
> < max (31— zz+2zl}on{7<t}

i=1 z:l i=k+1

Mu
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which gives the first inequality. For the second inequality consider
W= = {w eRP :w;e0,(1 - ’yi(t*))Z], w; increasing in z}
and conclude similarly via 2221(1 —’)/Z(T))QZZ‘ > miny Zﬁkﬂ(l — 'yi(t*))in on
{r >t*}. O
Next, we treat the deviation of the weak bias part.

3.15 Proposition. Under Assumption A2, we obtain for any x > 1 that,
with probability at least 1 — 3e™:

B2, — B2, < ((4\/5 +12)6% + \/325Bt*7)\)a:.

Proof. Since t — Bf \ is nonincreasing, only the case 7 < t* needs to be
considered. By definition of 7, we obtain R2 < x while E[R%] = & since
t* >t >tg, and thus, by 'yi(T) < 'yi(t ).

D
BZ,)\ - Bt2*7/\ = R72— - Rg* - Z ((1 - %(7—))2 — (1 — 7'(15*))2) (525? + 2)\1/@‘561‘)
i=1
D *
<ERL] - R: =D (-2 — (1 —~)?) (622 + 27 :0e;)
i=1

D
<E[RAZ] — R +26 ) ((1—%)2 — (1 —4")) (~hipies).
=1

By Lemma 3.14, for any w > 0, the last term is bounded as
D
t*
252((1 {2 — (1 -4} ))2)(—)\1/%62‘)
i=1

D
=20 ) (1 —77)% = (1 =" )2) (= Nipuiles + w8 X))
=1

+2w(B?\ — B )
D
<20 max Z (= Nipigi — w8 AP p?) + 2w(Bf)\ - Bfw\).
B i=k-+1

geoey

Concerning the sum within the maximum, we can identify the term —\;pu;e;
with an increment of Brownian motion B over a time step )\?ug. Hence,
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the maximum is smaller than max;~o(B; — wé’lt) which is exponentially
distributed with parameter 2wd—! see Problem 3.5.8 in Karatzas and Shreve
[22]. This term is thus smaller than Wlth probability at least 1 —e™". In
view of Lemma 3.13 we have with probablhty at least 1 — 3e™%, x > 1,

52
The choice w = 1/4 yields the result. O

Finally, for the stochastic error, we obtain a comparable deviation result.

3.16 Proposition. Under Assumption A2, we obtain for any x > 1, with
probability at least 1 — 3e™*

1/2
ViE - ViR < (VD +2) + VBB ) Vi

Proof. Since t — th){2 is nondecreasing, we only need to consider the case
7 > t*. Using 1/;1){2 = ||ly®||, the inverse triangle inequality, (A — B)?
A%2—-B?for A> B >0, R2 > E[R%] for 7 > t*, and Lemma 3.14, we obtain:

5V -V < ™ — )2

4\

S e Al
D *

=0 (RE = R+ 3 (1= = (1 =) (1= 77)
=1

< 67H(RE —E[RR]) + max Z %P -0y,

Observe next that Yf is stochastically larger under P, with p; # 0 than
under P, with p; = 0, using the unimodality and symmetry of the normal
density:

sup Pu(V2 < y) = sup (B(=Aignid ™ + 07 /) = @(=Nipu ™" = 57 )
ueERP 1 ER

<Oy - (=61 = R(YE <), y>0.

By independence of (Y;), it thus suffices to bound the deviation probability

of
k

57 2(R% — E[R% 1— T2 = 22y,
(R — E[R; ])“Lk:%}f.}f,z);( % P -e)
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Lemma 6.3 in the Appendix gives that the maximum is smaller than 2v/ Dz
with probability at least 1 —e™*, and Lemma 3.13 gives the deviation bound
for the first term, so that the result follows by insertion. O

4 Oracle-type property for early stopping

It remains to investigate the relationship of the deterministic oracle proxy
t* with the balanced oracles t,, t5, which, of course, depend on the choice of
k > 0 that until now was completely arbitrary. We continue working with
to = to from (3.4).

By definition we have E,[R%] < r and the weak bias at t* = t*(u)
satisfies

D D
BE () < k=023 (172 =k~ D&% — Vi +26° A

=1 =1

with equality if ¢* > ¢,. At this stage we exactly need Assumption A5 and
obtain
B \(n) — (k= D&?) < (2Cp g2 — 1) Vi y; (4.1)

furthermore, we also have (since %_(t) € [0,1]):

D
B2 (1) — (k= D6?) > ~Vee x4 262 (31N = Vi, i £ > 1o, (4.2)

%
i=1

The larger the choice of s, the smaller ¢* and thus also Vi« ). The control
of Bt%’A(,u) is not clear because in (4.1) the effects in x and Vi y work in
opposite directions. Note that for k < Dé§2, the bias part dominates the
variance at t*, in other words t* < ¢, holds. A natural choice is therefore
k = D§?; for spectral cutoff, Example 3.4 and (4.1)-(4.2) imply (whenever
t* > to) that B2 ,/Vix € [1,1 +2D7/2] (the marginal difference between
t* and ty is due to the continuous extension in t). For other regularisation
methods, other choices could be tailored; moreover, the noise variance §2
usually needs to be estimated. For these reasons we shall allow for deviations
of the form

|k — D&?| < C.v/D3? for some Cj, > 0. (4.3)

Thanks to the control of E[||a(™ — a®")
balanced oracle inequality can be derived.

2A} in Proposition 3.1, a weakly
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4.1 Proposition. Grant (4.3) for k and Assumption A5. Then the follow-
ing oracle inequality holds in weak norm:

E [IIZ7) — pld] < 2Ca 2 E [[|A%) — pl2] +4(2Cp ¢ + Cr) VDS,

Proof. Consider first the case t, > t*. Then BtQm’ s = Vi, since ty > 2o,
and we have by monotonicity in t of V; y:

E[[[a") — ul&] = Bf, o + Viwr = 2Vipr = 2Vien

Moreover, from inequality (4.1) together with (4.3), we have
B}, < (2Cp g2 — 1) Vi p + CoV/DS?, (4.4)
and bringing together the two last displays yields
Bfy 4 Vien < Cp p B[|A%) — pl[3] + CVDS”.

In the case t, < t*, since Bfm, \ < Vi, always holds, by monotonicity in ¢
of Bf , we have

(") — ullAl = Bf, » + Vier = 2Bf, y = 2B} 5.

Moreover, from equation (4.2) (which holds since in this case t* > t,),
together with (4.3), we have

Vi x < Bi \ + C VDS
bringing together the two last displays and using Cp1 2 > 1 yields again

By + Vi < Con 2 E[| 2" — p||3] + Cov/ DS,

so that this inequality holds in all cases (including t* = ¢y, in which case the
inequality holds trivially since Cp1 2 > 1). Applying (3.1) and (A + B)?
2A% + 2B?, we arrive at

E [[37) — plf2] < 2E [Ja®) — pl3] + 2(2D6* + 462B2 )/

< 20 p B[ — pl3] + 20V Ds* + 45(1Ds* + B ,) /2.

Furthermore, D62 + B2 | < (2Cp g2 — ) D% + C\.v/D6? follows directly
from (4.4) (which holds in all cases) and the trivial bound V;« y < D&%, Tt
remains to simplify the bound, using Cp1 42 > 1. O
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In weak norm, the oracle inequality immediately implies rate-optimal
estimation by 7i(”) whenever the weak oracle risk inf;>q E [Hﬂ(t) — plA] is at
least of order v/Dd?%. The constants are not optimised, but give a reasonable
order of magnitude. For spectral cutoff, an exact asymptotic balanced oracle
inequality (i.e., with factor (1 4+ o(1)) in front of the balanced oracle risk)
can be derived as in (3.3).

In strong norm, the oracle property is more involved. The next result
shows, however, that this question is intrinsic: the strong risk at t* can be
bounded by the strong risk at the weakly balanced oracle t,, which depends
only on the underlying regularisation method and on the spectrum of A,
but not on the particular adaptation method. Hence, any empirical risk or
cross-validation technique, which is based on a data-fidelity criterion in weak
norm, will face the same error estimates.

4.2 Proposition. Grant Assumptions Al, A3 and A5 with constants
7,Cv, Cpr p2. Then for |k — D&% < CuV/D6? the oracle proxy t* and the
weakly balanced oracle ty satisfy the strong norm bound

E I3 -pl?] < max (20p p+CoCs =1, Cua(14CoCs )" ) E [ —p 2]
Proof. For t* < ty, we obtain by (4.1), using Vi= x < Vi, A = Bf‘w\ (equality
due to ty, > t,) as well as Cov/D6? < Vier < Vi a:

BtQ*’A < (26@17[2 + C,@Co_l — I)Btzm,)\.

By Lemma 3.12, we can transfer a weak bias inequality into a strong bias
inequality with the same constant and the result follows. In the case t* > ty,,
we argue in a similiar manner using (4.2) (which holds since t* > t,):

Viep < By + CoVDS? < BE \ + CoC5 ' Vi x < (14 CoC5 Vi,
followed by the variance transfer guaranteed by Assumption A3. O

Next, we turn to the control of the strong bias at the weak oracle ty,.
Surprisingly, this is quite universally feasible. The following result establishes
a particularly clean bound for the spectral cutoff method.

4.3 Theorem. For the spectral cutoff method from Example 5.4 with
cai P4 < N\, < Cai~P/% we have

E 5" = ul’] < (1+ (Ca/ea)* (L +p/d)/2) E[[[7") — ul*].
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For |k — D&% < CoV/D3? with C,, € [0,Cs), we obtain for the early stopping
risk an oracle inequality in strong norm, with a constant Cs only depending

on Cy/ca,Cy/Co,p/d:

E I3 — ul?] < GE[|a%) — u)?].

Proof. For spectral cutoff, since %-(t) =0 for i > |t] + 1, we have B?/ BtQ, N2

/\EJQH’ on the other hand since fyi(t) = 1 fori < [t], it holds ‘/;2/‘/1;2/\ < AEJ2+1'
Hence, for t, > to, Bfm’)\ = Vj,,» implies Btzm > V4, and therefore tn, < t,

(obviously also true when ty, = t,), whatever u. Now, for ¢t > ty,

L¢]
tho t
B, =B = (1= 2 )+ DL 21— (= )Dudy
i=|tro+2]
< Aﬁ]z(BtQm,A — B}))
-2

< Am V;tm,)\
holds. The singular value bounds imply )\ﬁ%Vw\ < (Ca/ea)*(1+p/d)V; and
thus by Vi, x < Vi, inserting t = ¢,

Bi < B} 4 (Ca/ca)*(1+ p/d)V,,.

The first bound therefore follows from Vi, + BZ < (1 4 (Ca/ca)*(1 +
p/d))V;, + B and Vi, = B} = TE[|a%) — u|)?] for t; > t, (otherwise
ts = tp and the result holds trivially).

For the second part, we check that the conditions of Corollary 3.11 are
met. From (4.1) with Cp p2 = 1+ D~1/2 we obtain Bt%,)\ <(1+2D7Y% 4
CC5 1) Viey, while (4.2) implies Bys ) > (1 —C,Co 1) Vi, 21(t* > to). Finally,
the condition on the spectrum ensures 02X\, 2 < §%(Cy/ca)?i=2P/IN2 <
(Ca/ca)?i=2P/4V, (since t, > 1). Consequently, we can apply Corollary 3.11,
yielding

E [0 — ] < Crpe B [I2) — )]

with Cr¢+ depending on Cy/Cs,p/d,Ca/ca. Hence, by Proposition 4.2 and
by the first inequality established here, the asserted oracle inequality follows.
O

The spectral cutoff example extends generally to cases where the weakly
balanced oracle tends to oversmooth in strong norm, as formalised next.
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4.4 Proposition. Grant Assumptions (R) and (S). For all p with ty (1) <
ts(1) we have with the constant Cy from Lemma 3.9

E [z — ul’] < ((264)*7Cv +4) E [||n" — pl].

Proof. By Assumption R3 we have 4(1 — fyi(t))2 >1ifth <c:= (25+)_1/p.
Consequently, for ¢ > ty,:

D
B, —4B} =30 (1 =" 401 = "))t
=1
< > A"
A >ct—1
D S
A >ct—1

< c‘%@BfmA < AV

From Lemma 3.9 we know V; ) < Cyt—2V;. We insert t = t, and use VieA <
Vi, x to conclude
Bf, < 4B} 4+ c?CyV,.

Adding V;,, <V, and simplifying the constant yield the result. O

Section 5.1 below shows for the Landweber method that ¢y, (u) < ts(u)
or at least Vi (u) S Vi, () holds for a certain class of polynomially decaying
signals u. For rapidly decaying signals p, however, the inverse relationship
two (1) > ts(p) may happen:

4.5 Example (Generic counterexample to tyn, < t;). Consider the signal
w1 =1, uy = 0 for i > 2 and assume A\ = 1, 7@ < 1 for allt > 0.
Then we have B (p) = B2, (n) > 0 whereas V; ~ t*V,  holds in the setting
of Lemma 5.9. Hence, no%z’ng that t, — 00 as 6 — 0, we see that Vi, ~
t2Vign = t?n,ABz?m,A(“) = t2 B} (n) is of larger order than Bf (w), implying
tw/ts — 00 as § — 0.

The weakly balanced oracle does not profit from the regularity of p in
strong norm. Notice that this loss of efficiency is intrinsic to the stopping
problem: based only on the residual R? we have no possibility to detect in
which part of the spectrum the bias concentrates. Still, we are able to control
the error by an inflated weak oracle risk.
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4.6 Theorem. Suppose Assumptions (R), (S) hold with p > 1+ 5 and
(4.3) holds for k with C, € [0,C5). Then for all p with tyw(p) < ts(p) we
have

E (|27 — ul?] < CrsE [IIA%) — pl*].

For all p with ty (1) > ts(n) we obtain

E |27 = pl?] < Crpty E (A" — pl2].
The constants Cr s and Cry depend only on p,—, B4, L,v_,v .

Proof. We want to apply Corollary 3.11 (bounding the strong risk of o™
by that of fi*")) followed by Proposition 4.2 (from i*") to fi*)) in order to
bound E[[|™) — ul|*] b

Crp max(20p 2 + Oyt — 1,Cyn (1 + C.CoH™) E ") — pl?].

For this, note first that Assumption (A) holds by Proposition 3.8. Fur-
thermore, C, € [0,C,) implies by the bounds in (4.1)-(4.2) together with
Vier 2 Vioa = Cov/D6? that BE € [(1— CuCo )V a1(t* > to), (2C 2 +
CwC51 —1)Vix ], as required for Corollary 3.11. The second assumption for
Corollary 3.11 is ensured under (R), (S) by Lemma 6.2 in the Appendix
(inequality (6.5)).

For the case t, < ts we can conclude the first inequality by the bound on
E[||i*) — 1|?] in Proposition 4.4. In the other case, B} <V, < b Vig A
is implied by Lemma 3.9, using p > 1+ v /2, and the second result follows.
It remains to trace back the dependencies of the constants involved. ]

Let us specify this main result for polynomially decaying singular values
Ai. Then we can write an oracle inequality which involves the oracle risks in
weak and strong norm instead of the index ty, itself.

4.7 Corollary. Grant Assumption (R), (4.3) with C, € [0,C5) and
cai” YV <\ < Cuim forCa>ca>0and0<v <2p—2. Then

E (I3~ 1?) < Cros max (57 B [ — ul3]" >, B [I3% — 1))
holds with a constant C; s depending only on p, f—, B4,ca,Ca.
Proof. From 672V, \ = Zi 1(%@“’))2 we deduce via Assumption R3

0 2 Vign = B-#{i : Xi > 1/tw} > B_[(catw)”].

Because of 6~ /¥ E[[|i®) — p[| 32/ > 672V, 22" > | (catw) /" the
bound follows by combining the two inequalities from Theorem 4.6. O
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A further consequence is a minimax rate-optimal bound over the
Sobolev-type ellipsoids H 5 (R) from (2.2). At this stage we need the con-
cept of qualification of the spectral regularisation method, i.e., the filter
sequence.

4.8 Corollary. Grant Assumption (R), (4.3) with C, € [0,C,), cai P/ <
N\ < Cyi—p/d for Ca>ca >0 and p/d> (2p—2)~! as well as

—g(t,\) < C,(tN\) 721, t>to, A€ (0, 1],

for some qualification index ¢ > 0. Then ﬁ(T) attains the minimazx-optimal
rate over Hg(R)

sup B[ — plf?] < RA(R™10)1/ 024,
nEH] (R)

provided 2q — 1 > f/p and (R/5)*¥28+20+d) > /D for D — 00 as § — 0.

Proof. A qualification ¢ > £/(2p) in combination with Assumption (R)
ensures for p € Hg(R), compare also Thm. 4.3 in Engl et al. [15]:

D
—2q 1) 2 < 03 Z(tCAi_p/d)_Qﬁ/p,u?
i=1 i=1
< C(? 25/PR2 QB/p

Mu

Similarly, we deduce for 2¢ — 1 > 8/p:

tzB ) < ZC’Q min ((t)\ )2t N ) 2 < 02 25/”32 ~28/p.
=1

Under Assumption R3 the weak variance satisfies V) <
623, min(By (t\)%,1) < 6247 provided N; ~ i P/4 p > d/(2p). For
p > d/(2p — 2) we obtain in a similar manner V; < §2¢2+4/P,

An optimal choice of ¢ is thus of order (R/§)?/(28+2r+d) and gives

inf max (a0 — ul?], 2EIA® - ul3]) £ R(R6)4/ @5+,

with a constant independent of u, D and é. Now note that by assumption
for the optimal choice (R/§)%/(28+2p+d) > D1/2 . holds. In view of the
narrow sense oracle property (1.17) of t, and equally of ¢s in strong norm,
we thus conclude by applying Theorem 4.6. ]

36



For the filters of Example 3.6 we see that Landweber and Showalter’s
method have any qualification ¢ > 0 while standard Tikhonov regularisation
has qualification ¢ = 1. The statement is very much in the spirit of the results
for the deterministic discrepancy principle, see e.g. Thm. 4.17 in Engl et al.
[15], when interpreting k = §2D as the squared noise level, ¢f. Hansen [19].
Note, however, that we do not require a slightly enlarged critical value and
that the necessary choice of ¢, > 0 indicates an intrinsic difference between
deterministic and statistical inverse problems.

For the setting of the corollary a conservatively large choice of the dimen-
sion would be D ~ §—24/(2+d) £ (2 3). For that choice the corollary applies
for all 5 € (0,p + d/2], assuming R fixed and ¢ sufficiently large. In conse-
quence all squared minimax rates in the range [, 1] can be attained, but we
cannot converge faster, i.c., the potential range [§2,§) for high smoothness
is not covered (as predicted by the lower bound).

Theorem 4.6 can also serve to deduce bounds on the Bayes risk of (™)
with respect to a prior II for the signals u. For concrete methods and general
classes of priors II we can thus obtain Bayesian oracle inequalities similar to
Bauer and Reif3 [3], but in a different setup.

5 Implementing the Landweber method

5.1 A sufficient condition for the oracle property

For the concrete example of the Landweber method, let us investigate for
which signals p we have a true oracle inequality in the sense that in Theorem
4.6 the first inequality applies with a universal constant C; s > 0. Note first
that, under Assumption (S) with L = 2 for simplicity, if we can ensure
additionally that V;, < CiV;, for some Cy > 1, then Proposition 4.4 yields
the more general bound

[”’\(tm — u/|?] < max ((26+)2/p0v + 4, Ct) [HA(t MHQ]' (5.1)

This is just due to By, (1) < By, (1) in the case ty > ts.
To establish the additional condition above, let us consider for some
¢y > 0 the class of signals p

C .= {MGRD | Vi : u%iﬂ—i—u%iZcuu?}. (5.2)

From the definition of the Landweber filters in Example 3.6 we obtain

(1 7@)2 A2 — )\%. 2t2 ny 9.2
AL A Ap— -t & < _ — v+ ;
; @2 <1 12, ) exp( 2(1 -2 )t /\Z).
( 727, ) 2
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By the decay of r — re=(1=272"r .= O for 1 > 1 1= (1—272/7)71, we
can thus bound for y € C

Z (1- ’Yi(t))Q(tAi)QH? <c,'C} Z (1- 75?)2(/‘51‘ + i)

iitA>rl/2 it >rl/2

This implies t2B§>\(M) < (clle’f + r)BE(u). Using t*V;\ > CyV; from
Lemma 3.9 and the definition of the balanced oracles, we conclude in the
case ty > ts:

Vi < Oy V0 = CU 1B} (1)
< Cyle,'C2 4+ 1)BE (1) < Cyt (e, ' CF + 1) Vi,

The value of r may be optimised or we just take r = ry to define Cy. In
conclusion, for Landweber iterations under Assumption (S) with L = 2 the
inequality (5.1) applies to all signals x4 € C. In particular, a strong norm
inequality holds whenever ,u% ~ 1~P for any exponent p > 0. The class C in
combination with Counterexample 4.5 illustrates that the early stopping rule
7 has bad adaptation properties only if the signal has significantly different
strength in the lower and higher SVD coefficients.

5.2 Numerical examples

As a test bed for a numerical implementation we take the moderately ill-
posed case \; = i~ /2 with noise level § = 0.01 and dimension D = 10 000.
After 51 Landweber iterations the weak variance attains the level v/2D4§2,
which is the dominating term in (3.2) and corresponds to C, = /2 in the
choice of t, (by abuse of notation, indices ¢ denote numbers of iterations
here). The ratio ), %»(t) / Zi('yi(t))Q, defining the constant Cy s, increases
in ¢ and is about 1.05 at t,. In view of the relationship (4.1) we choose
x = 0.95 for Landweber, slightly smaller than Dé? = 1.0. In comparison,
we also consider the spectral cutoff method where the weak variance v/2D§2
is attained at the SVD coefficient (frequency) ¢, = 141 and where we use
r = D&%, Nevertheless, in this simulation we compute the stopping rule
T starting at tg = 0 to illustrate the effects when very early stopping is
recommended.

In Figure 2 (left) we see the SVD representation of three signals: a rel-
atively smooth signal u(1), a very rough signal u(2) and a super-smooth
signal 1(3), the attributes coming from the interpretation via the decay of
Fourier coefficients. Note that due to the oscillations and the rapid decay,
respectively, the signals do not lie in the class C from (5.2) above unless
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SVD coefficients of 3 Signals number of iterations relative to weakly balanced oracle
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Figure 2: Left: SVD representation of a smooth (blue), a rough (red) and
a super-smooth (olive) signal. Right: Corresponding number of Landweber
iterations and spectral cutoffs for 7 divided by the weakly balanced oracle
numbers.

¢y > 0 is tiny. The corresponding weakly balanced oracle indices ty, are
(355,1074,42) for Landweber and (512, 1356, 34) for spectral cutoff. So, in-
deed we stop before t, in the super-smooth case and expect a high variability
of 7 around t*, especially in the spectral cutoff case. The strong indices t
are (310,1185,29) for Landweber, (655,2379,37) for spectral cutoff. This
confirms t,, < t; for spectral cutoff and shows that for Landweber we may
also have t, > ts.

For the rough signal p(1) Figure 1 in the introduction displays squared
bias, variance and residuals as a function of m for one realisation and indi-
cates the stopping indices (the strong bias and variance functions are scaled
by 0.02 to fit into the picture).

Relative to our target ty,, Figure 2 (right) displays box plots (a box repre-
senting the inner quartile range, whiskers the total support and a horizontal
bar the mean) for the stopping rule 7 in 1000 Monte Carlo repetitions. We
see that for Landweber 7 tends to stop earlier than t,,, while for spectral
cutoff the ratio 7/ty, varies around 1.0, as expected due to t* ~ ty. As
predicted, the (relative) variability in the super-smooth case is much higher.

In Figure 3 the box plots show for the same Monte Carlo run the
relative errors E[||a(™ — 2]/ mingso E[|2® — p||Z] (left) and E[||a") —
w)|?]/ mingso E[||A®) — u||?] (right), respectively. In weak norm we observe a
loss by a about a factor 1.5 for Landweber, while for spectral cutoff the loss
is even smaller, except for the super-smooth case. Interestingly, in strong
norm Landweber performs even better which is due to the fact that the or-
acle proxy t* is closer to the strong than to the weak oracle indices, cf. also
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Figure 3: Boxplots of squared Monte Carlo errors for ﬂ(T) divided by oracle
errors in weak (left) and strong (right) norm.

Figure 1.

Further unreported simulations confirm these findings, in particular the
relative error due to adaptive stopping remains small (rarely larger than 2,
the maximal factor arising already with the balanced oracle choice). Only
for super-smooth signals, where we ought to stop before t,, the variability
may become harmful.

As a practical procedure, we propose to run the iterations always until
to (51 iterates in our Landweber case) and if the stopping rule 7 tells us not
to continue, then a standard model selection procedure like Lepski’s can be
applied to choose among the t, first iterates. Since in general the lack of a
complete oracle inequality in strong norm is due to stopping later than at ¢,
we could even always apply Lepski’s method to select among (%, ... (™.
The performance of this two-step approach needs to be studied further, but
seems very promising.

6 Appendix

6.1 Proof of Proposition 3.8

We start with an important result for a nonincreasing sequence satisfying
(S). This is related to comparisons between a function and its power inte-
grals, also known as Karamata’s one-sided relations.

6.1 Lemma (One-sided Karamata relations). Suppose Assumption (S) is
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satisfied. Then for any p > 0 and k > 1 we have

D Ve 4
Z]Sk_ J > L—p/uf(l —L_l),
kAP

and, provided Lk < D,

p
Z] k+1 )\j

> (L—1)L7P/"-.
kA

Forp>vy and k > 1 we have

YskA; o L-1
END S 1 Liw/ve

Proof. For inequality (6.2), write:

Z AP kAP > L7P/Y= (L — 1)kAL.

j=k+1

We turn to (6.1), for which we write

AT Z ,\p>(k+1 {k]))\wu

i<k =[k/L]

> (1 — LYELP/v-XP > L7PIv-(1—

L[k/L]

Finally, for (6.3), we have )‘)%’9 < L7Yv+ and
k

kL1
2= 2 NS DRI DN
i>k >0 i=kL* >0

<KL - 1N LPie) =

>0

We will need the following auxiliary result:

41

L™YEN.

(L=1)kX}
I



6.2 Lemma. Suppose Assumptions (S) and (R) are satisfied with 2p > v,
then the constant t, defined via (3.4) is such that

=\ . ~_ (CvVD(1 - L1—2p/v+)>1/2p
to > CATY, with = ( . 6.4
It follows, for any k=1,...,D:
N2 < CKYY-,, with C = B72L¥V=(1 A (). (6.5)

Proof. Using Assumption R3 and then (6.3) gives

D oo
_ 52 (t)\2 25 42 2p 25 2py20 L —1
Via =10 ;(% ) §5ﬁ+tp;/\i A ey =Ty
By definition, Vi, x = C5D262 holds and (6.4) follows. We then have as a

consequence
Vio 2 62(1{)2A72 > % min(1, () %827 2.
Finally, for any k = 1,..., D, put £ := [logk/log L], then (3.8) entails
A2 <A S AP <ALk
Combining the two last displays yields (6.5). O

Proof of Proposition 3.8. The monotonicity, continuity and limiting be-
haviour of g(t,\) in ¢t = 0,t — oo for fixed A required from R1 ensure
(t)

the basic requirements on the filter sequence (namely ¢ — ;" continuous,
'yi(o) = 0 and 'yi(t) T 1ast — oo ). Since the spectral sequence (\;);>1 is
nonincreasing, the monotonicity in A of g(¢, A) ensures the validity of A2.
Similarly, Assumption R2 transparently ensures A1.

We turn to checking A4. For this we use (6.1) with p = 2, yielding

-2
k1. SN

> L7 (1-L7Y =en
> B ( ) =iy

We now check A5 for t > t,. Denote ( := min(g, 1), where Zis from (6.4).
Introduce j; ;= min{k > 1: Ay < {/t} A(D +1). Property t > t, and (6.4)
imply j; > 2. Assumption R3 and (3.5) ensure 'y](t) € [¢Pp_,1] for all j < jf,
so that

D Ji—1 D g1 ) D
YDRCHD SRLES SRLPISTED SCUTID ST
i=1 i=1 i=jr i=1 i=ji
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To control the second term, we note that, since p > v, (6.3) yields

L—-1

p p - -
DN SCRA, where Ci=

>k

We apply this relation to & = jf. The inequalities \jx < (/t and j; > 2
entail

P Z N < PN, < 20¢P (57 — 1) < 20¢ 762 Z (B)y2

=37 i=1

Plugging this into (6.6) yields A5 with Cy, 4, = ("P(8-1 4+ 2084 52).
We finally turn to A3. Without loss of generality we can assume g > 1
n (R3). Because for all A,B >0

1
5(A+B)*1 <min(A™, B <(A+B), (6.7)
it follows that condition (R3) implies for all ¢ > ¢,:

Bo(14+(EN) )7 < g(t,A) < 214871 (00 7)) <28, (1+(EN) ). (6.8)

(t)
Denote h(t) := (1+t~?)~!; the above implies together with (3.5) that Zl ) €

[B-,20B+]. We infer that for t >t/ > t:

Vi _ 22600 ST (AN 483 H(1)
Vi SR a2 T B R (g tea))t A2 HEY

while

Via _ S200? 8 B2 ) B G
Via S0 (32 TABE P h(ea)2 4B Gt

Our next goal is to establish that there exists a constant 7w such that

Ht)/H(') < (GH)/GH)", (6.9)

which will yield the desired bound A3 with Cy, := (48%/82)™. A suffi-
cient condition for (6.9) is to establish for all £ > ¢:

H'(t) G'(t)  d
o) < =r—log G(t), (6.10)

G(t) — "t

d
2
g og H(t) =
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i.e., to check the inequality

LA (N L SN () )
SEOCHE T SR A (1 () )
SR 3 AP Y (O R S VAP (20
- S (1 () ") > hltAi)?

Using (6.7) again, it is sufficient to check the above inequality when replacing
everywhere (1 + (t)\i)fp)fl by min(1, (t\;)?), and 7 by 7/32.

Denoting k; :=inf {k > 1: A, <t '} A(D+1), we thus have to establish
the sufficient condition (for some constant )

—p=2 D 13py2p—2 - D 3942
Dk N ik PN L Dickr AT+ ik PN
=2 D 20—2 . D 5

Dickp N Dy PPN 32 (K — 1) + il 2PN

Writing the left fraction as (A; + A2)/(B1 + B2) and the right fraction
(without 7/32) as (As + A4)/(Bs + Ba), we check this relation by bounding
A;Bj < 55A;B; for i = 1,2, j = 3,4. Without loss of generality we assume
1 < kf < D (otherwise some products are just zero). Let us recall that (6.1)
implies (taking p := max(2, p) there) that

(6.11)

<

Wk > 1k M < 0N, (6.12)
i<k

for C' := L™(2p)/v- /(1 — L=1). We will also need below a similar bound
with Ax replaced by Ax4q on the left-hand side. For this, notice that by

Assumption (S) we have % < /\)\Tkk < L'Y¥-, combining with (6.12) we
get:

VE>1 : k)\];erlaX(Q:P) < kLmax(Q,ﬂ)/’/f )\; max(2,p) < C,Z)\j_ max(2,p), (613)
i<k

with €' = [2max@a)/v- /(1 1),
The first term to handle is now (using (6.12)):

A1Bs = (kf — 1) Z )\;’)*2 < (kf — 1))\];22?(2%) Z . min(2,p)

i<kf i<kf
<D NN =CBi4s.
i<k} i<k}
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For the second term we clearly have AyBy = A4Bs. The third term (using
(6.13) and the definition of k) is bounded as:

D D
B3As = (kf — 1) Z t3p)\?ﬂ*2 < C/tp)\g}ax(zp) Z A max(2,p) Z tQP)\?p,Q

i=k} i<k} =k}
D
—(2— — 2, 201\ 2p—2
< O G\l N 20
i<k} =k
D
— 2p—2
SO N) D AT = C'A3B,.
i<ky i=k;}

For the fourth term we bound, using the definition of k7,

D D
AiBy =) NTHtN) TP Y A < D A (D T A) = AyBy.

i<k =k i=k} i<k

Hence, (6.11) is established if we choose m > 32C". O

6.2 Proof of Lemma 3.9

Let us introduce the spectral distribution function F'(u) = #{i : \; > u} for
u > 0. Then Assumption (S) gives

FLM=u) > ke X\ > LYY u= Ay > u < F(u) > Lk,

so that taking k = F(L'/¥~u) in the above display yields F'(u) < 5 (F(u)—
F(L'"-u)). Set again ki :=inf{k > 1: \y <t '} A(D+1) = F(1/t) + 1.

Under Assumption (R) we conclude for ¢ > t,

D
T Win = ()2
=1 .
<SP+ Y (1) 210
i=k}
L —1/v_ -2 2 -2/ (t)\2
S7T 1 Z (L tA) T+ Z(t)\i) (")
i1 /t<N<LMV= Jt i=k}
i+2/v-
<

D
-2 —2/,.(t) 2
I —1 t ;Ai (v '/B-)
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L1+2/V

= L_176:2t72572‘/t‘

This establishes the first inequality. In the other direction, denote, as in _the
proof of Prop. 3.8, j; = inf{i > 1: \; < (/t} A(D+1), where ¢ :=min((, 1)
with ¢ from (6.4). Under Assumption R3 we have

D
2V =17 Z A2 < ¢S ()2 4 g2 N A

1<j; i=jf
We concentrate on the second term. If D > Ljf, we use the Karamata
relations (6.3), then (6.2), and 2p — 2 > v, to bound

NP L—l) A ) L20/v- -
Z — L1-(2p— 2)/1/+ - (1_L17(2p72)/1/+ Z

_]t —Jt

If D < Lj/, then directly using (3.8):

D D D
2p—2 -2 2p 2p/v_y—2 2p
DNTTSAL DN S LAY N,
i=j{ i=j; i=jF
which implies that the inequality derived in the first case still holds. Ad-
ditionally, since ji > 2 from Lemma 6.2, we have Ajx > Apgr_1y) =
L_l/”*)\jt*_l > L~1/v=¢t7 1, so that

D D
2p=2 2p=2 o (PLEOTD )20 2L/ S ()2
t Z)\ ~ (1 Ll (2p— 2)/1/+) Z(tAz) S (17L17(2p72)/u+)ﬁ3 ' *(f)/l ) .
i=j i=jf =73

Altogether, we obtain the second inequality:

—272(p+1)/v_
¢ Vi

-2
t ‘/;‘/ é (1_L1—(2p72)/u+)63 ,

6.3 Proof of Lemma 2.3

To prove this lemma we first recall a result on the concentration of weighted
chi-squared type random variables.

6.3 Lemma (Laurent and Massart, Lemma 1 in [23]). Let (Y1,...,YDp) be
i.i.d. N(O 1) variables. For nonnegative numbers a1,...,ap, write ||al|%, =

P a2 and l|la|lcc = maxi<i<p a;. Set

i=1"
k
/Z = max E
SSi
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Then the following inequalities hold for any x > 0:

P(Z > 2||al|e vz + 2|jaljooz) < €77, (6.14)
P(Z < —2||allg,V7) < e (6.15)
and also
1 2
P Z>a:)<exp(—f—),
( ATalZ + e
1 22
P(Z < —x <exp(—77>.
(2 < —2) ATalZ

Lemma 6.3 is stated in a slightly more general setting, since the orig-
inal result of Laurent and Massart [23], based itself on Lemma 8 in Birgé
and Massart [5], has no supremum in k for the definition of Z. The proof,
however, is based on the classical Chernov bound argument, which readily
carries over with a supremum: indeed, for t > 0 and A > 0,

by Doob’s maximal inequality applied to the submartingale

E o
(A Xim a1y p.

Proof of Lemma 2.5. With Z = ZZ 1A 252 we obtain
R(u,7)? > 6°E [Z)\ 2 2} 2521@[1(721{)24.

Insert a = (A\;2,...,A;?) and = := log(5/4) in (6.15) so that 2,/ < 0.95.
Then with probability larger than 1 — e™ = 0.2, it holds that

2 _
Zy 2 E[Z)] = Nlalle2ve = 55 ZA 2k,

where we used E [Z;] = Z?:l a; > |lalle, (observe that we could tighten
the latter inequality significantly under some additional assumptions on the
singular value decay). We now have
SR, 7)2 > E(1(T > k) Z)
>z P{m >k} N{Z; > z})
> z(1— P(r < k) — P(Zi, < 2))
> 2,(0.2 = P(1 < k)).

We deduce from this that z; > 106~ 2R (i, 7)? implies P(T > k) < 0.9. O
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6.4 A total variation bound for non-central y2-laws

6.4 Lemma. Let 0 = (¥1,...,9x) € RE and PY be the non-central x2-
law of Xy = _Zi{:l(ﬁk + Z1)? with Zy, independent and standard Gaussian.
Then, for 9,9 € RE we have

3 9|12 = |92 + /8/x ||| — |9
IIIP’%—P”}(IITVSe||| 1= = 19117 + 8/ 19]] — || HI’

VT K
For |9 + |19 > Zﬂ\_/g\;?e ~ 5.248 this bound simplifies to
j 9|12 — [19]%|
Py, — Pl||y < 2 I 191
[Pk = Pllrv < Wi7e

Proof. Writing 9 = (0y), Z = (Zx) € R* we see by orthogonal transforma-
tion that Xy = [|9]|?> +2(9, Z) + || Z||? equals in law X}, = [|9]|? + 2||9||Z] +
|Z'||? with Z,...,Z% ~ N(0,1) i.i.d. We can therefore first consider the
conditional law Q% (z) of PY% given {Z, = z}, which is nothing but the
x2(K — 1)-distribution translated by ||9||* + 2|9z + 22.

If f, denotes the x?(p)-density, then we have for any ¢t > 0 that f,(z—t) >
fp(z) holds iff x > z; = m Thus, we obtain

/0 Tl — ) — fola)| da
2 [" (e =)~ o) o

9l—p/2 0
= T0/2) / ((1 — t/:c)p/2flet/2 — 1):cp/2*le*m/2d:1;
p Tt
1-p/2 Tt
_2 [ et
F(p/2) .’L‘tft
9(2-p)/2
< _t(p—2)PD/2e=(-2)/2
ST Y

knowing that x = p — 2 is the mode of f,. Stirling’s formula guarantees
I'(x) > /27 /z(x/e)” for all z > 0 such that the last expression is always
bounded by t(mp)~'/2e. This yields

1Q% (2) = Q (2)llrv < e(wK) ™ 2[|9]* = (19]* + 2(||2]| — 19])=].
Taking expectation with respect to Z] ~ N (0, 1) we conclude

IP% =P llrv < e(x k)™ 2[[19]] = 91| E [[I19] + 91| + 223 ).
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Using the triangle inequality and E[|Z]|] = y/2/m, the upper bound follows.
O

6.5 Maximal inequality for weighted y?-variables with drift

6.5 Lemma. Work under Assumption A4. Then, for everyw > 0 and every
x > 0 we have with probability at least 1 — C1e~2* where C1,Cy > 0 only
depend on cy and w:

2 —
r£1>ai>( 1)\ 22 -1 -w) <ac/\mAD
i=

Proof. From Lemma 6.3 with HaHep(k Zf:ﬂai]p for p > 1 and the usual

modification for p = oo as well as ||/\ 2Nlevry < IA2 oo i) EYP for p = 1,2
and ||>‘_2H€1(k > kA, ? = kA HZOO (k) by Assumption A4, we obtain
for any integer k > 1

P(kff?%DiA;Q(a?—l—w)>r>
Z (ZA a—l—w)>7’>
k=1

D
ZP<Z>‘ (€ —1) > 7 +wl|A” Hﬁl(k))
k=1

k
SN 1) >+ wekIA )
=1

i
/

1 (r + wEKIN o)) )
AN gy + TN (r + wERIA i)

—_

ARIA2(Fo0 gy + IA2 o iy (1 + WS EIA g0 (1))

(r + weRklIA ™2l (1)) )

4(1+ Ew)k + 12

2

c/\w 2 2 )
A (A k
4(1 4 3w) (rXj; + cxwh)

(-

( |

(_ 1 (rA2 4 Gwk)? )
<_
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2

S (- rdnn) ¢ 3 (i)

k=k*+1
c)\wr)\k,* 1 2>
z )+ o (- )
4(1 =+ C)\LL)) e\w /(4+4C)\"-") -1 4(1 =+ C)\(.U)

§k*exp(—

for any k*. The choice k* = |z| A D and r = x\;? yields the asserted

deviation bound with suitable constants Cy,Cy > 0. O
References
[1] A.B. Bakushinskii. Remarks on the choice of regularization parameter

from quasioptimality and relation tests. Zh. Vychisl. Mat. i Mat. Fiz.
(Russian), 8:1258-1259, 1984.

A.B. Bakushinsky and A. Goncharsky. Ill-posed problems: theory and
applications. Kluwer Academic Publishers Group, Dordrecht, 1994.

F. Bauer and M. Reif. Regularization independent of the noise level:
an analysis of quasi-optimality. Inverse Problems, 24(5):055009, 2008.

N. H. Bingham, C. M. Goldie, and J. L. Teugels. Regular Variation.
Cambridge University Press, 1989.

L. Birgé and P. Massart. Minimum contrast estimators on sieves: ex-
ponential bounds and rates of convergence. Bernoulli, 4(3):329-375,
1998.

N. Bissantz, T. Hohage, A. Munk, and F. Ruymgaart. Convergence
rates of general regularization methods for statistical inverse problems
and applications. SIAM Journal on Numerical Analysis, 45:2610-2636,
2007.

G. Blanchard and P. Mathé. Discrepancy principle for statistical in-
verse problems with application to conjugate gradient iteration. Inverse
Problems, 28:pp. 115011, 2012.

L. Brown and M. Low. Asymptotic equivalence of nonparametric re-
gression and white noise. Annals of Statistics, 24:2384-2398, 1996.

L. Cavalier. Inverse problems in statistics. In Inverse problems and
high-dimensional estimation, pages 3-96. Lecture Notes in Statistics
203, Springer, 2011.

50



[10]

[11]

[12]

[13]

[14]

[18]

[19]

[20]

[21]

[22]

L. Cavalier, G.K. Golubev D. Picard, and A.B. Tsybakov. Oracle in-
equalities for inverse problems. Annals of Statistics, 30:843-874, 2002.

L. Cavalier and Y. Golubev. Risk hull method and regularization by
projections of ill-posed inverse problems. Annals of Statistics, 34:1653—
1677, 2006.

E. Chernousova and Y. Golubev. Spectral cut-off regularizations for
ill-posed linear models. Mathematical Methods of Statistics, 23:20-37,
2014.

A. Cohen, M. Hoffmann, and M. Reif}. Adaptive wavelet Galerkin meth-
ods for linear inverse problems. SIAM Journal on Numerical Analysis,
42(4):1479-1501, 2004.

D. Djurcié, R. Nikoli¢a, and A. Torgasev. The weak asymptotic equiv-
alence and the generalized inverse. Lithuanian Mathematical Journal,
50(1):34-42, 2010.

H. Engl, M. Hanke, and A. Neubauer. Regularization of Inverse Prob-
lems. Kluwer Academic Publishers, London, 1996.

A. Fleige. Characterizations of monotone O-regularly varying func-
tions by means of indefinite eigenvalue problems and help type inequal-
ities. Journal of Mathematical Analysis and Applications, 412:1479—
1501, 2014.

G. H. Golub and C. F. Van Loan. Matriz Computations. JHU Press,
3rd edition, 1996.

Y. Golubev. Adaptive spectral regularizations of high dimensional lin-
ear models. Electronic Journal of Statistics, 5:1588-1617, 2011.

P. C. Hansen. Discrete inverse problems: insight and algorithms, Fun-
damentals of Algorithms, volume 7. Siam, 2010.

Y. Ingster and 1. Suslina. Nonparametric goodness-of-fit testing under
Gaussian models. Lecture Notes in Statistics 169, Springer, 2012.

1.M. Johnstone and B.W. Silverman. Discretization effects in statistical
inverse problems. Journal of Complexity, 7:1-34, 1991.

I. Karatzas and S.E. Schreve. Brownian motion and stochastic calculus.
Springer Berlin Heidelberg, 2nd edition, 1991.

o1



23]

[24]

[25]

[26]

[27]

[28]

32]

[33]

B. Laurent and P. Massart. Adaptive estimation of a quadratic func-
tional by model selection. The Annals of Statistics, 28:1302—1338, 2000.

O. Lepski. Some new ideas in nonparametric estimation.
arXiw:1603.03934, 2016.
S. Lu and P. Mathé. Discrepancy based model selection in statistical

inverse problems. Journal of Complexity, 30:386—407, 2014.

B. Mair and F.H. Ruymgaart. Statistical estimation in hilbert scale.
SIAM Journal on Applied Mathematics, 56:1424-1444, 1996.

P. Mathé and S. V. Pereverzev. Geometry of linear ill-posed problems
in variable hilbert scales. Inverse problems, 19(3):789, 2003.

A. Mayr, B. Hofner, and M. Schmid. The importance of knowing when
to stop: A sequential stopping rule for component-wise gradient boost-
ing. Methods of Information in Medicine, 51:178-186, 2012.

L. Prechelt. Early stopping-but when? In Neural Networks: Tricks
of the trade, pages 55—69. Lecture Notes in Computer Science 7700,
Springer, 1998.

G. Raskutti and M.J. Wainwright. Early stopping and non-parametric
regression: An optimal data-dependent stopping rule. Journal of Ma-
chine Learning Research, 15:335-366, 2014.

M. Reil. Asymptotic equivalence for nonparametric regression with
multivariate and random design. Annals of Statistics, 36(4):1957-1982,
2008.

G. Wahba. Practical approximate solutions to linear operator equa-
tions when the data are noisy. SIAM Journal on Numerical Analysis,
14(4):651-667, 1977.

Y. Yao, L. Rosasco, and A. Caponnetto. On early stopping in gradient
descent learning. Constructive Approzimation, 26(2):289-315, 2007.

52



	Introduction and main results
	Motivation
	Overview of main results

	Lower bounds
	The frequency filtration
	Residual filtration

	Upper bounds
	Upper bounds in weak norm
	Upper bounds in strong norm

	Oracle-type property for early stopping
	Implementing the Landweber method
	A sufficient condition for the oracle property
	Numerical examples

	Appendix
	Proof of Proposition 3.8
	Proof of Lemma 3.9
	Proof of Lemma 2.3
	A total variation bound for non-central 2-laws
	Maximal inequality for weighted 2-variables with drift


