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A LAGRANGIAN SCHEME FOR THE INCOMPRESSIBLE EULER

EQUATIONS USING OPTIMAL TRANSPORT

THOMAS O. GALLOUËT AND QUENTIN MÉRIGOT

Abstract. We approximate the regular solutions of the incompressible Euler equations
by the solution of ODEs on finite-dimensional spaces. Our approach combines Arnold’s
interpretation of the solution of the Euler equations for incompressible and inviscid flu-
ids as geodesics in the space of measure-preserving diffeomorphisms, and an extrinsic
approximation of the equations of geodesics due to Brenier. Using recently developed
semi-discrete optimal transport solvers, this approach yields a numerical scheme which
is able to handle problems of realistic size in 2D. Our purpose in this article is to estab-
lish the convergence of this scheme towards regular solutions of the incompressible Euler
equations, and to provide numerical experiments on a few simple test cases in 2D.
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1. Introduction

The purpose of this article is to investigate a discretization of Euler’s equation for
incompressible and inviscid fluids in a domain Ω ⊆ Rd with Neumann boundary conditions:

∂tv(t, x) + (v(t, x) · ∇) v(t, x) = −∇p(t, x), for t ∈ [0, T ], x ∈ Ω ,

div (v(t, x)) = 0 for t ∈ [0, T ], x ∈ Ω ,

v(t, x) · n = 0 for t ∈ [0, T ], x ∈ ∂Ω ,

v(0, x) = v0.

(1.1)

As noticed by Arnold [2], when expressed in Lagrangian coordinates, Euler’s equations can
be interpreted as the equation of geodesics in the infinite-dimensional group of measure-
preserving diffeomorphisms of Ω. To see this, consider the flow map φ : [0, T ] × Ω → Ω
induced by the vector field v, that is:

d
dtφ(t, x) = v (t, φ(t, x)) for t ∈ [0, T ], x ∈ Ω ,

φ(0, ·) = id,

∂tφ(0, ·) = v0.

(1.2)
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2 THOMAS O. GALLOUËT AND QUENTIN MÉRIGOT

Using the incompressibility constraint div (v(t, x)) = 0 and the initial condition φ(0) = id,
one can check that φ(t, ·) belongs to the set of volume preserving maps S, defined by

S =
{
s ∈ L2(Ω,Rd) | s# Leb = Leb

}
,

where Leb is the restriction of the Lebesgue measure to the domain Ω and where the
pushforward measure s# Leb is defined by the formula s# Leb(A) = Leb(s−1(A)) for every
measurable subset A of Ω. Euler’s equations (1.1) can therefore be reformulated as

d2

dt2
φ(t) = −∇p(t, φ(t, x)) for t ∈ [0, T ], x ∈ Ω ,

φ(t, ·) ∈ S for t ∈ [0, T ],

φ(0, ·) = id,

∂tφ(0, ·) = v0.

(1.3)

This equation can be formally interpreted as the equation of geodesics in S as follows.
First, note that the condition φ(t, ·) ∈ S in (1.1) encodes the infinitesimal conditions
div v(t, ·) = 0 and v(t, x) · n(x) = 0 in (1.3). This suggests that the tangent plane to S at
a point φ ∈ S should be the set {v ◦ φ | v ∈ Hdiv(Ω)}, where Hdiv(Ω) denotes the set of
divergence-free vector fields

Hdiv(Ω) =

{
v ∈ L2(Ω,Rd) |

∫
Ω
v · ∇ϕ = 0, ∀ϕ ∈ C∞c (Ω)

}
.

In addition, by the Helmoltz-Hodge decomposition, the orthogonal subspace to Hdiv(Ω) in
L2(Ω,Rd) is the space of gradients of functions in H1

0(Ω). Therefore the evolution equation
in (1.3) expresses that the acceleration of φ should be orthogonal to the tangent plane to
S at φ, or in other words that t 7→ φ(t, ·) should be a geodesic of S. Note however that
a solution to (1.3) does not need to be a minimizing geodesic between φ(0, ·) and φ(T, ·).
The problem of finding a minimizing geodesic on S between two measure preserving maps
amounts to solving equations (1.3), where the initial condition ∂tφ(0, ·) = v0 is replaced by
a prescribed coupling between the position of particles at initial and final times. It leads
to generalized and non-deterministic solutions introduced by Brenier [6], where particles
are allowed to split and cross. Shnirelman showed that this phenomenon can happen even
when the measure-preserving maps φ(0, ·) and φ(T, ·) are diffeomorphisms of Ω [23].

Previous work: discretization of geodesics in S. The first numerical experiments to
recover generalized minimizing geodesics have been performed by Brenier in 1D [9]. He
also proposed a scheme to compute the solutions of the Cauchy problem (1.3) in [5]. In
Brenier’s discretization, the measure-preserving maps are approximated by permutations
of a decomposition of the domain into cubes. The numerical implementation of this idea
relies on the resolution of a linear assignment problem at every timestep, whose cost is
unfortunately prohibitive for domains in dimension higher than one.

The discretization we consider in this article is a variant of this approach which is more
tractable computationally and leads to slightly better convergence estimates. As in [8],
the measure-preserving property (or incompressibility) is enforced through a penalization
term involving the squared distance to the set of measure-preserving maps S. This squared
distance can be computed efficiently thanks to recently developed numerical solvers for op-
timal transport problems between probability densities and finitely-supported probability
measures [3, 20, 13, 18]. This alternative discretization has already been used successfully
to compute minimizing geodesics between measure-preserving maps in [21], allowing the
recovery of non-deterministic solutions to Euler’s equations predicted by Shnirelman and
Brenier in dimension two. The object of this article is to study whether this strategy can
be used to construct Lagrangian schemes for the more classical Cauchy problem for the
Euler’s equations (1.1), able to cope with problems of realistic size in dimension two.
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Discretization in space: approximate geodesics. The construction of approximate
geodesics presented here is strongly inspired by a particle scheme introduced by Brenier [8].
We first approximate the Hilbert space M = L2(Ω,Rd) by finite dimensional subspaces.
Let N be an integer and let PN be a tessellation of Ω into N subsets (ωi)1≤i≤N satisfying

∀i ∈ {1, . . . , N}, Leb(ωi) =
1

N
Leb(Ω)

hN := max
1≤i≤N

diam(ωi) ≤
C

N1/d

where C > 0 is independent of N . We consider MN ⊆ M the space of functions from Ω
to Rd which are constant on each of the subdomains (ωi). To construct our approximate
geodesics, we consider the squared distance to the set S ⊆M of measure-preserving maps:

d2
S : m ∈Mn 7→ min

s∈S
‖m− s‖2M.

The approximate geodesic model is described by the differential equation in the finite-
dimensional space MN : m̈(t) +

∇d2
S(m(t))

2ε2
= 0, for t ∈ [0, T ] ,

(m(0), ṁ(0)) ∈M2
N

(1.4)

Note that the squared distance d2
S is semi-concave, so that its restriction to the finite-

dimensional space MN is differentiable at almost every point. This differential system is
induced by the Hamiltonian

H(m, v) =
1

2
‖v‖2M +

d2
S(m)

2ε2
. (1.5)

We now rewrite the differential system (1.4) in terms of projection on the sets S and
MN . Since the space of measure-preserving maps S is closed but not convex, any point
in M admits a projection on S, but this projection is usually not uniquely defined. To
simplify the exposition we will nonetheless associate to any point m ∈ M one of its
projection PS(m), i.e. any point in S such that ‖PS(m)−m‖M = dS(m). We also denote
PMN

: M → MN the orthogonal projection on the linear subspace MN ⊆ M, which is a
linear map. We can rewrite Eq. (1.4) in terms of these two projection operators:m̈(t) +

m(t)−PMN
◦PS(m(t))

ε2
= 0, for t > 0 ,

(m(0), ṁ(0)) ∈M2
N

(1.6)

From Proposition 5.2, the double projection PMN
◦ PS(m) is uniquely defined for almost

every m ∈MN . Loosely speaking, equations (1.4)–(1.6) describe a physical system where
the point m(t) moves by inertia in MN , but is deflected by a spring with stiffness 1

ε
attached to one of the projections of m(t) on the set S.

We first prove that the system of equations (1.4) can be used to approximate regular
solutions to Euler’s equations (1.1). Our proof of convergence uses a modulated energy
technique which is similar to that used in [8] and requires C1,1 regularity assumptions on
the solution to Euler’s equations. See also [10, 12] for related works.

Theorem 1.1. Let Ω be a bounded domain of Rd with Lipschitz boundary. Let v, p be a
strong solution of Euler’s equations (1.1), let φ be the flow map induced by v (see (1.2))
and assume that v, p, ∂tv, ∂tp,∇v and ∇p are Lipschitz on Ω, uniformly on [0, T ]. Suppose
in addition that there exists a C1 curve m : [0, T ]→ R satisfying the initial conditions

m(0) = PMN
(id), ṁ(0) = PMN

(v(0, ·)),
which is twice differentiable and satisfies the second-order equation (1.4) for all times in
[0, T ], possibly up to a countable number of exceptions. Then,

max
t∈[0,T ]

‖ṁ− v(t, φ(t, ·))‖2M ≤ C1
h2
N

ε2
+ C2ε

2 + C3hN (1.7)
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where the constants C1, C2 and C3 only depend on Ω, on the L∞ norm (in space) of the
velocity v(t, ·) and on the Lipschitz norms (in space) of the velocity and its first derivatives
∇v(t, ·), ∂tv(t, ·) and of the pressure and its derivatives p(t, ·), ∇p(t, ·), ∂tp(t, ·).

The values of C1, C2 and C3 are given more precisely at the end of Section 3. Note
that the hypothesis on the solution m to the differential equation (1.4) is introduced here
mainly for technical reasons. Removing it is not of our main concern in this paper since
we also give a proof of convergence of the fully discrete numerical scheme regardless of this
assumption. It is likely that solutions to (1.4) satisfying this hypothesis can be constructed
through di Perna-Lions or Bouchut-Ambrosio theory [1, 4, 19], see also [10, Appendix].

Remark 1.2. Remark that (1.7) implies the convergence of the associated flows. In
particular integrating inequality (1.7) one can show that

max
t∈[0,T ]

‖m(t)− φ(t)‖2M ≤ 2h2
N + 2T

(
C1
h2
N

ε2
+ C2ε

2 + C3hN

)
.

Discretization in space and time. To obtain a numerical scheme we also need to
discretize in time the Hamiltonian system (1.6). For simplicity of the analysis, we consider
a simple first-order scheme called symplectic Euler scheme with timestep τ > 0. The
double projection PMN

◦ PS(m) is defined as above. The discrete solution consists of two
sequences Mn, V n in the finite-dimensional space MN , given by:

(M0, V 0) ∈MN

V n+1 = V n − τ
ε2

(Mn − PMN
◦ PS(Mn))

Mn+1 = Mn + τV n+1

(1.8)

Note that numerically, the piecewise-constant map Mn : Ω → Rd (resp. the piecewise-
constant vector field V n : Ω → Rd) is simply encoded by an ordered list of N points
(resp. N vectors), so that this scheme can be considered as describing a dynamical system
involving N particles. We have the following theorem, where we denote tn = nτ .

Theorem 1.3. Let Ω be a bounded domain of Rd with Lipschitz boundary, let ε and τ be
positive numbers and let N ∈ N. Let v, p be a strong solution of (1.1), let φ be the flow
map induced by v (see (1.2)) and assume that v, p, ∂tv, ∂tp,∇v and ∇p are Lipschitz on
Ω, uniformly on [0, T ]. Let (Mn, V n)n≥0 be a sequence generated by (1.8) from

M0 = PMN
(id), V 0 = PMN

(v(0, ·)).

Assuming τ ≤ ε and hN ≤ ε, we have

max
n∈N∩[0,T/τ ]

‖V n − v(tn, φ(tn, ·))‖2M ≤ C
[
ε2 + hN +

h2
N

ε2
+
τ

ε2

]
,

where the constant C only depends on Ω, on the L∞ norm (in space) of the veloc-
ity v(t, ·) and on the Lipschitz norms (in space) of the velocity and its first derivatives
∇v(t, ·), ∂tv(t, ·) and of the pressure and its derivatives p(t, ·),∇p(t, ·), ∂tp(t, ·).

In order to use the numerical scheme (1.8), one needs to be able to compute the double
projection operator PMN

◦ PS or equivalently the gradient of the squared distance d2
S for

(almost every) m in MN . Brenier’s polar factorization problem [7] implies that the squared
distance between a map m : Ω→ R and the set S of measure-preserving maps is equal to
the squared Wasserstein distance [24] between the restriction of the Lebesgue measure to
Ω, denoted Leb, and its pushforward m# Leb under the map m:

d2
S(m) = min

s∈S
‖m− s‖2 = W2

2(m# Leb,Leb).

Moreover, since m is piecewise-constant over the partition (ωi)1≤i≤N , the push-forward
measure m# Leb if finitely supported. Denoting by Mi ∈ Rd the constant value of the
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map m on the subdomain ωi we have

m# Leb =
∑

1≤i≤N
Leb(ωi)δMi =

1

N

∑
1≤i≤N

δMi .

Thus, computing the projection operator PS amounts to the numerical resolution of an
optimal transport problem between the Lebesgue measure on Ω and a finitely supported
measure. Thanks to recent work [3, 20, 13, 18], this problem can be solved efficiently in
dimensions d = 2, 3. We give more details in Section 5.

Remark 1.4. The idea of using of optimal transport to impose incompressibility con-
traints has recently been exploited as a heuristic for computational fluid dynamics simu-
lations in computer graphics [14]. From the simulations presented in [14], it seems that
the scheme behaves better numerically, and it also has the extra advantage of not depend-
ing on a penalization parameter ε. However, it comes with no mathematical convergence
analysis, and even its (formal) consistence is not obvious. It would therefore be interesting
to extend the convergence analysis presented in Theorem 1.3 to the scheme presented in
[14]. This however probably requires new ideas, as our technique of proof relies heavily on
the fact that the space-discretization is hamiltonian, an assumption which does not seem
to hold for the discretization of [14].

Remark 1.5. Our discretization (1.4) resembles (and derives from) a space-discretization
of Euler’s equations (1.1) introduced by Brenier in [8]. The domain is also decomposed
into subdomains (ωi)1≤i≤N , and one considers the set SN ⊆ S, which consists of measure-
preserving maps s : Ω→ Ω that are induced by a permutation of the subdomains. Equiv-
alently, one requires that there exists a permutation s : {1, . . . , N} → {1, . . . , N} such
that s(ωi) = ωs(j). The space-discretization considered in [8] leads to an ODE similar to
(1.4), but where the squared distance to S is replaced by the squared distance to SN . This
choice of discretization imposes strong contraints on the relative size of the parameters τ ,
hN and ε, namely that hN = O(ε8) and τ = O(ε4). Such constraints still exist with the
discretization that we consider here, but they are milder. In Theorem 1.3 the condition
τ = o(ε2) is due to the time discretization of (1.6) and can be improved using a scheme
more accurate on the conservation of the Hamiltonian (1.5). However even with an exact
time discretization of the Hamiltonian, the condition τ = o(ε) remains mandatory, as
explained at the end of Section 4.

2. Preliminary discussion on geodesics

To illustrate the approximate geodesic scheme we focus on the very simple example of
R seen as R× {0} ⊂ R2. The geodesic is given by the function γ: [0, T ]→ R2 with

γ(t) = (t, 0), t ∈ [0, T ],

γ(0) = (0, 0),

γ̇(0) = (1, 0).

(2.1)

As in (1.4) we consider the solutions of the Hamiltonian system associated to:

H(z, v) =
1

2
||v||2 +

1

2ε2
d2
R×{0}(z). (2.2)

That is 
z̈(t) = 1

ε2
(PR(z)− z) = 1

2ε2
∇d2

R×{0}(z), t ∈ [0, T ],

z(0) = (0, h0),

ż(0) = (1, h1).

(2.3)

where PR(z) is the orthogonal projection from R2 onto R× {0}. Notice that we assumed
an initial error of h0 on the initial position and h1 on the initial velocity. In this case the
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solution is explicit and reads

z(t) =

(
t, h0 cos

t

ε
+ εh1 sin

t

ε

)
. (2.4)

A convenient way to quantify how far z is from being a geodesic is to use a modulated
energy related to the Hamiltonian H and the solution γ. We define Eγ by

Eγ(t) =
1

2
||ż(t)− γ̇(t)||2 +

1

2ε2
d2
R×{0}(z(t)). (2.5)

A direct computation leads to

Eγ(t) =
h2

0

ε2
+ h2

1. (2.6)

This estimate shows that the velocity vector field ż converges towards the geodesic veloc-
ity vector fields γ̇ as soon as h0 goes to 0 faster then ε. Our construction of approximate
geodesics for the Euler equation follow this idea. Estimates (2.6) suggests that our con-
vergence results for the incompressible Euler equation in Theorem 1.1 is sharp.

3. Convergence of the approximate geodesics model

3.1. Preliminary lemma. Before proving Theorem 1.1, we collect a few useful lemmas.
As before, Ω is a bounded and connected domain of Rd with Lipschitz boundary.

Lemma 3.1 (Projection onto the measure preserving maps S). Let m ∈ M = L2(Ω,Rd).
There exists a convex function ϕ : Ω→ R, which is unique up to an additive constant, such
that σ ∈ M belongs to ΠS(m) if and only if m = ∇ϕ ◦ σ up to a negligible set. Moreover,
m− σ is orthogonal to the space Hdiv(Ω) ◦ σ, that is

∀v ∈ Hdiv(Ω),

∫
Ω
〈m(x)− σ(x)|v(σ(x))〉dx = 0. (3.1)

Proof. The first part of the statement is Brenier’s polar factorization theorem [7], and
the uniqueness of φ follows from the connectedness of the domain. Using a regularization
argument we deduce the orthogonality relation∫

Ω
〈m(x)|v(σ(x))〉dx =

∫
Ω
〈∇ϕ◦σ(x)|v(σ(x))〉dx =

∫
Ω
〈∇ϕ(x)|v(x)〉 = −

∫
Ω
ϕdiv v(x) = 0.

�

Lemma 3.2 (Projection onto the piecewise constant set MN ). The projection of a function
g ∈ L2(Ω,Rd) on MN is the following piecewise constant function :

ΠMN
(g) =

N∑
i=1

Gi1ωi , with Gi :=
1

Leb(ωi)

∫
ωi

g(x)dx

and where 1ωi is the indicator function of the subdomain ωi.

Proof. It suffices to remark that for any m ∈MN , m =
∑

1≤i≤N Mi1ωi ,

〈g|m〉M =

∫
Ω
〈m(x)|g(x)〉dx =

∑
1≤i≤N

〈Mi|
∫
ωi

g(x)dx〉 = 〈m|
∑
i

Gi1ωi〉M �

Lemma 3.3. Let Ω ⊂ Rd, let (V, ‖.‖) be a finite-dimensional normed vector space. There
exists a linear map L : C1,1(Ω, V )→ C1,1(Rd, V ) such that for any f ∈ C1,1(Ω, V ),

(i) Lf |Ω = f ,
(ii) ‖Lf‖C1,1(Rd,V ) ≤ C ‖Lf‖C1,1(Ω,V ).

Proof. This lemma is a particular case of Theorem 2 in [16]. We also refer to [11, 15] for
previous results. �
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We are now ready to prove Theorem 1.1. In the following the dot refers to the time
derivative and 〈.|.〉 to the Hilbert scalar product on M. By abuse of notation we denote
by the same name a C1,1 function defined on Ω and its (also C1,1) extension defined on the
whole space Rd using Lemma 3.3. The space Rd is equipped with the canonical Euclidian
norm, and the space of d × d matrices are equiped with the induced dual norm. All the
Lipschitz constants that we consider are with respect to these two norms. Finally for a
curve γ : t ∈ [0, T ] 7→ γ(t, ·) we denote Lip[0,T](γ) = supt∈[0,T ] Lip(γ(t, ·)).

Material derivatives. Given (v, p) ∈ C1([0, T ], C1,1(Rd,Rd)) × C1([0, T ], C1,1(Rd,Rd)) and
X ∈M, we define the two following functions, often called material derivatives:{

Dtv(t,X) = ∂tv(t,X) + (v(t,X) · ∇) v(t,X),

Dtp(t,X) = ∂tp(t,X) + 〈v(t,X),∇p(t,X))〉 .
(3.2)

Remark that Dtv and Dtp are Lipschitz operators with

Lip[0,T](Dtv) ≤ Lip[0,T](∂tv) + Lip[0,T](v)‖∇v‖L∞ + Lip[0,T](∇v)‖v‖L∞
≤ Lip[0,T](∂tv) + Lip[0,T](v) Lip[0,T](v) + Lip[0,T](∇v)‖v‖L∞

(3.3)

Lip[0,T](Dtp) ≤ Lip[0,T](∂tp) + Lip[0,T](v)‖∇p‖L∞ + Lip[0,T](∇p)‖v‖L∞
≤ Lip[0,T](∂tp) + Lip[0,T](v) Lip[0,T](p) + Lip[0,T](∇p)‖v‖L∞ .

(3.4)

3.2. Proof of Theorem 1.1. Let v be a solution of (1.1) and m a solution of (1.4) and
for any t ∈ [0, T ], denote σ(t) = PS(m(t)). In other words, σ(t) is an arbitrary choice of a
projection of m(t) on S. Equation (1.4) is the ODE associated to the Hamiltonian

H(m, v) =
1

2
‖v‖2M +

d2
S(m)

2ε2
.

We therefore consider a energy involving this Hamiltonian, modulated with the exact
solution v:

Ev(t) =
1

2
‖ṁ(t)− v(t,m(t))‖2M +

d2
S(m)

2ε2
. (3.5)

We will control Ev using a Gronwall estimate.

Remark 3.4. Note that we need to use Lemma 3.3 to define the modulated energy Ev
since the maps m(t, ·) ∈MN can send points outside of Ω when Ω is not convex.

3.2.1. Time derivative. We compute d
dtEv(t) and modify the expression in order to identify

terms of quadratic order. Since the Hamiltonian H(ṁ(t),m(t)) is preserved, we find

d

dt
Ev(t) = −〈m̈(t), v(t,m(t))〉︸ ︷︷ ︸

I1

−〈ṁ(t)− v(t,m(t)), ∂tv(t,m(t)) + (ṁ(t) · ∇) v(t,m(t))〉 .︸ ︷︷ ︸
I2

(3.6)
Using the EDO (1.4), I1 can be rewritten as

ε2I1 = 〈m(t)− PMN
(σ(t)), v(t,m(t))〉

= 〈m(t)− σ(t), v(t,m(t))〉+ 〈σ(t)− PMN
(σ(t)), v(t,m(t))〉

= 〈m(t)− σ(t), v(t,m(t))− v(t, σ(t))〉︸ ︷︷ ︸
ε2I3

,

where we have used that σ(t) − PMN
(σ(t)) is orthogonal to MN and that m(t) − σ(t)

is orthogonal to Hdiv(Ω) ◦ σ, see Lemmas 3.2 and 3.1. To handle the term I2 we use
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the material derivatives defined by (3.2). Remark that Euler equations (1.1) implies that
Dtv(t, σ(t)) = −∇p(t, σ(t)). This leads to

I2 = −〈ṁ(t)− v(t,m(t)), ∂tv(t,m(t)) + (v(t,m(t)) · ∇) v(t,m(t))〉
− 〈ṁ(t)− v(t,m(t)), (ṁ(t)− v(t,m(t)) · ∇) v(t,m(t))〉︸ ︷︷ ︸

I4

= I4−〈ṁ(t)− v(t,m(t)), Dtv(t,m(t))−Dtv(t, σ(t))〉︸ ︷︷ ︸
I5

+ 〈ṁ(t)− v(t,m(t)),∇p(t, σ(t))〉︸ ︷︷ ︸
I6

We rewrite I6 as

I6 = −〈ṁ(t)− v(t,m(t)),∇p(t,m(t))−∇p(t, σ(t))〉︸ ︷︷ ︸
I7

+ 〈ṁ(t)− v(t,m(t)),∇p(t,m(t))〉

= I7 +
d

dt

∫
Ω
p(t,m(t, x)))dx︸ ︷︷ ︸

−J(t)

−
∫

Ω
∂tp(t,m(t, x))− 〈v(t,m(t, x)),∇p(t,m(t, x))〉 dx

= − d

dt
J(t) + I7 −

∫
Ω
Dtp(t,m(t, x))dx︸ ︷︷ ︸

I8

.

Remark 3.5. The quantity I5 + I7 would vanish if (v, p) was a solution to the Euler
equations on the whole space Rd. This is not the case in our setting, as the couple (v, p)
is constructed by the extension Lemma 3.3.

3.2.2. Estimates. Many of the integrals I1, I2, . . . can be easily bounded using the energy
Ev and Cauchy-Schwarz’ and Young’s inequalities. First,

I3 ≤
∣∣∣∣〈m(t)− σ(t), v(t,m(t))− v(t, σ(t))〉

ε2

∣∣∣∣
≤ Lip(v(t))

‖m(t)− σ(t)‖2M
ε2

≤ Lip[0,T](v)Ev(t). (3.7)

Furthermore

I4 ≤ sup
x∈Rd

||∇v(t, x)||‖ṁ(t)− v(t,m(t))‖2M ≤ Lip[0,T](v)Ev(t), (3.8)

Where C depends only on the dimension d. To estimate I5 and later I8 we use that Dtv
and Dtp are Lipschitz operators with constants given by (3.3) and (3.4). For I5 we obtain

I5 ≤ |〈ṁ(t)− v(t,m(t)), Dtv(t,m(t))−Dtv(t, σ(t))〉|
≤ Lip[0,T](Dtv)‖ṁ(t)− v(t,m(t))‖M‖m(t)− σ(t)‖M
≤ εLip[0,T](Dtv)Ev(t), (3.9)

where we used dS(m(t)) = ‖m(t)− σ(t)‖M ≤ ε
√
Ev(t) and ‖ṁ(t)−v(t,m(t))‖M ≤

√
Ev(t)

to get from the second to the third line. The quantity I7 can be bounded likewise:

I7 ≤ |〈ṁ(t)− v(t,m(t)),∇p(t,m(t))−∇p(t, σ(t))〉|
≤ εLip[0,T](∇p)Ev(t). (3.10)

Finally to estimate I8 and J we can assume that
∫

Ω p(t, x)dx = 0 since the pressure is
defined up to a constant. Using that σ(t) is measure-preserving, this gives∫

Ω
Dtp(t, σ(t, x))dx =

∫
Ω
∂tp(t, σ(t, x)) + 〈v(t, σ(t, x)),∇p(t, σ(t, x)))〉 dx

=

∫
Ω
∂tp(t, x))dx+

∫
Ω
〈v(t, x),∇p(t, x))〉 dx = 0,
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Therefore, using Young’s inequality,

I8 ≤
∣∣∣∣∫

Ω
Dtp(t,m(t, x))dx−

∫
Ω
Dtp(t, σ(t, x))dx

∣∣∣∣ ≤ Lip[0,T](Dtp)‖m(t)− σ(t)‖L1(Ω)

≤ 1

2

||m(t)− σ(t)||2L2(Ω)

2ε2
+ C(Ω) Lip[0,T](Dtp)ε

2

≤ 1

2
Ev(t) + C(Ω) Lip[0,T](Dtp)ε

2, (3.11)

where in this estimates and in the following estimates C(Ω) is a constant depending only
on the Lebesgue measure of Ω. Similarly,

|J(t)| ≤
∣∣∣∣∫

Ω
p(t,m(t, x)))− p(t, σ(t, x)))dx

∣∣∣∣ ≤ Lip[0,T](p)||m(t)− σ(t)||L1(Ω)

≤ 1

2
Ev(t) + C(Ω) Lip[0,T](p)ε

2. (3.12)

We finally remark that

|J(0)| ≤ Lip[0,T](p)hN . (3.13)

Remark 3.6. The last two estimates show that we can add d
dtJ into the Gronwall argu-

ment. It is a general fact that the derivative of a controlled quantity can be added. This
is a classical way of controlling the term of order one in the energy.

3.3. Gronwall argument. Collecting estimates (3.7), (3.8), (3.9), (3.10), (3.11), we get

d

dt
(Ev(t) + J(t)) ≤ I3 + I4 + I5 + I7 + I8

≤
[
2 Lip[0,T](v) + εLip[0,T](Dtv) + εLip[0,T](∇p) +

1

2

]
Ev(t)

+ C(Ω) Lip[0,T](Dtp)ε
2

Remark that (3.12) implies that for any K > 0,

KEv(t) ≤ KEv(t)+2KJ(t)−2KJ(t) ≤ 2KEv(t)+2KJ(t)+2KC(Ω) Lip[0,T](p)ε
2. (3.14)

Therefore, setting{
C̃1 = C(Ω)

(
4 Lip[0,T](v) + 2εLip[0,T](Dtv) + 2εLip[0,T](∇p) + 1

)
,

C̃2 = C(Ω)
(

Lip[0,T](Dtp) + C̃1 Lip[0,T](p)
)
,

we obtain
d

dt
(Ev(t) + J(t)) ≤ C̃1(Ev(t) + J(t)) + C̃2ε

2.

We deduce from the Gronwall inequality that for any t ∈ [0, T ]:

Ev(t) ≤
(

(Ev(0) + J(0)) + C̃2Tε
2
)
eC̃1T − J(t).

Using the estimation (3.12) one more time we obtain

Ev(t) ≤ 2
(
Ev(0) + Lip[0,T](p)hN + C̃2Tε

2
)
eC̃1T + C(Ω) Lip[0,T](p)ε

2.

Finally, using that

Ev(0) =
1

2
‖PM(v0)− v0‖2M +

d2
S(Id )

2ε2
≤
h2
N

2
+
h2
N

2ε2
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we obtain

‖ṁ(t)− v(t,m(t))‖2M ≤ 2Ev(t)

≤ 2

[
2

(
h2
N

2
+
h2
N

2ε2
+ Lip[0,T](p)hN + C̃2Tε

2

)
eC̃1T

+ C(Ω) Lip[0,T](p)ε
2
]

(3.15)

≤ C ′1
h2
N

ε2
+ C ′2ε

2 + C ′3hN (3.16)

where 
C ′1 = 2eC̃1T

C ′2 =
(
C̃2Te

C̃1T + C(Ω) Lip[0,T](p)
)

C ′3 = (1 + Lip[0,T](p))e
C̃1T .

In order to estimate ‖ṁ(t)− v(t, φ(t))‖2M we need one additional Gronwall estimate:

‖ṁ(t)− v(t, φ(t))‖2M ≤ 2 ‖ṁ(t)− v(t,m(t))‖2M + 2 ‖v(t,m(t))− v(t, φ(t))‖2M
≤ 2Ev(t) + 2(Lip[0,T](v))2 ‖m(t)− φ(t)‖2M
≤ 2Ev(t) + 4(Lip[0,T](v))2 ‖m(0)− φ(0)‖2M

+ 4(Lip[0,T](v))2

∥∥∥∥∫ t

0
(ṁ(s)− φ̇(s))ds

∥∥∥∥2

M

≤ 2Ev(t) + 4(Lip[0,T](v))2h2
N + 4T (Lip[0,T](v))2

∫ t

0

∥∥∥(ṁ(s)− φ̇(s))
∥∥∥2

M
ds

≤ C ′1
h2
N

ε2
+ C ′2ε

2 + 4(Lip[0,T](v))2h2
N + C ′3hN

+ 4T (Lip[0,T](v))2

∫ t

0

∥∥∥ṁ(s)− φ̇(s)
∥∥∥2

M
ds (3.17)

where we used Jensen’s inequality to obtain the second to last line. We conclude thanks
to Gronwall inequality:

‖ṁ(t)− v(t, φ(t))‖2M ≤
(
C ′1
h2
N

ε2
+ C ′2ε

2 + 4((Lip[0,T](v))2hN + C ′3)hN

)
e4T (Lip[0,T](v))2T

≤ C1
h2
N

ε2
+ C2ε

2 + C3hN . (3.18)

We used that ε and hN are smaller than C(Ω) for (3.16) and (3.18). Observe that the

right-hand side of (3.16) and (3.18) goes to zero provided that hN
ε and ε go to zero. This

finishes the proof of Theorem 1.1.

Remark 3.7. Using (3.3) and (3.4), the constants C̃1, C̃2 are bounded by:
1

C(Ω) C̃1 ≤ 1 + 4 Lip[0,T](v) + 2εLip[0,T](∇p)
+2ε

(
Lip[0,T](∂tv) + (Lip[0,T](v))2 + Lip[0,T](∇v)‖v‖L∞

)
,

1
C(Ω) C̃2 ≤ Lip[0,T](p) + C̃1

[
Lip[0,T](∂tp) + Lip[0,T](v) Lip[0,T](p) + Lip[0,T](∇p)‖v‖L∞

]
.

A close look to the explicit value of the constants C̃1, C̃2 and C ′1, C
′
2, C

′
3, together with a

diagonal argument shows that our scheme can be used to approximate solutions less regular
than those supposed in Theorem 1.1. For example, it is possible to establish the following
theorem: Let v, p be a solution of Euler’s equation (1.1), where v is merely Lipschitz in
space but where there exists (vk, pk)k∈N a sequence of regular (in the sense of Theorem 1.1)
solutions of (1.1) such that vk(0, ·) −→ v(0, ·) in M and LipT (vk) −→ LipT (v). Then there

exists Nk and εk, depending polynomially on the data such that ‖ṁk(t)− v (t,mk(t))‖2M
goes to zero as k goes to infinity, where mk is the solution of (1.6) with initial conditions
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mk(0) = PMNk
(id) and ṁk(0) = PMNk

(vk(0)) and with parameter ε = εk. If one allows an

exponential dependence on the data, it is possible to approach any solution whose velocity
v belongs to the L2 closure of the regular solutions to Euler’s equation.

4. Convergence of the symplectic Euler scheme

In this section we prove a statement which is slightly more general than Theorem 1.3
(see Remark 4.3), and which allows a sort of a posteriori estimates. The proof follows the
proof of Theorem 1.1, but one has to deal with some additional term coming from the time
discretization. It combines two Gronwall estimates. The first one is a continuous Gronwall
argument on each segment [nτ, (n+1)τ ], and the second one is a discrete Gronwall estimate
comparing a timestep to the next one. Both steps rely on the same modulated energy.

Theorem 4.1. Let Ω be a bounded domain with Lipschitz boundary and let ε, τ positive
numbers and let N ∈ N. Let v, p be a strong solution of (1.1), and let φ be the flow
map induced by v (see (1.2)). Assume that v, p, ∂tv, ∂tp,∇v and ∇p are Lipschitz on
Ω, uniformly on [0, T ]. Let (Mn, V n)n≥0 be a sequence generated by (1.8) with initial
conditions

M0 = PMN
(id), V 0 = PMN

(v(0, ·)).
Finally let

Hn = H(Mn, V n) =
1

2
‖V n‖2M +

d2
S(Mn)

2ε2
, (4.1)

and
κ = max

n∈N∩[0,T/τ ]

(
Hn −H0

)
.

Then, assuming τ ≤ ε and hN ≤ ε, we have

max
n∈N∩[0,T/τ ]

‖V n − v(tn, φ(tn, ·))‖M ≤ C
[
ε2 + hN +

h2
N

ε2
+
τ

ε
+ κ

]
,

where the constant C only depends on Ω, on the L∞ norm (in space) of the veloc-
ity v(t, ·) and on the Lipschitz norms (in space) of the velocity and its first derivatives
∇v(t, ·), ∂tv(t, ·) and of the pressure and its derivatives p(t, ·),∇p(t, ·), ∂tp(t, ·).

4.1. Preliminary lemma. Given a solution of (1.8) and s ∈ [0, 1] and n ∈ N, we denote
the linear interpolates between two timesteps nτ and (n+ 1)τ by:{

V n+s = V n − sτM
n−PMN

◦PS(Mn)

ε2

Mn+s = Mn + sτV n+1,
(4.2)

We consider the Hamiltonian Hn+s and modulated energy En+s defined by{
Hn+s = 1

2 ‖V
n+s‖2M +

d2
S(Mn+s)

2ε2
,

En+s = 1
2 ‖V

n+s − v ((n+ s)τ,Mn+s)‖2M +
d2
S(Mn+s)

2ε2
.

(4.3)

We start with a lemma quantifying the conservation of the Hamiltonian.

Lemma 4.2 (Conservation of the Hamiltonian). For any s ∈ [0, 1] and n ∈ N ∩ [0, T/τ ],(
1− τ2

ε2

)
Hn+1 ≤ Hn, (4.4)

Hn ≤ CeTτε−2
, (4.5)

Hn+s ≤ Hn +
τ2

ε2
Hn+1, (4.6)

Proof. The proof is based on the 1-semiconcavity of 1
2d

2
S, see Proposition 5.2 for details.

On the one hand the 1-semiconcavity of 1
2d

2
S reads

d2
S(Mn+s)

2ε2
≤
d2
S(Mn)

2ε2
+ sτ

〈
V n+1,

Mn − PMN
◦ PS(Mn)

ε2

〉
+
s2τ2

2ε2
‖V n+1‖2M,
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where we used that Mn − PMN
◦ PS(Mn) belongs to the superdifferential of the function

d2
S at Mn, and the definition of the scheme (4.2). On the other hand, (4.2) again, leads to

‖V n+s‖2M
2

=
‖V n‖2M

2
− sτ

〈
V n,

Mn − PMN
◦ PS(Mn)

ε2

〉
+ s2τ2

∥∥∥∥Mn − PMN
◦ PS(Mn)

ε2

∥∥∥∥2

M

Summing both equations and using (4.2) gives

Hn+s ≤ Hn +
τ2s(s− 1)

ε2
‖Mn − PMN

◦ PS(Mn)‖2M
ε2

+ s2 τ
2

ε2
‖V n+1‖2M

2
(4.7)

Taking s = 1 in (4.7) proves (4.4). The inequality (4.5) is a direct consequence of (4.4),
while (4.6) follows from the combination of (4.4) and (4.7). �

Remark 4.3. Lemma 4.2 gives an upper bound for κ in Theorem 4.1 namely

κ ≤
∑

n∈N∩[0,T/τ ]0

∣∣Hn+1 −Hn
∣∣ ≤ τ

ε2
TeTτε

−2

(
1

2
‖V 0‖2M +

h2
N

2ε2

)
.

Using this upper bound Theorem 4.1 becomes Theorem 1.3 and the condition κ = o(1)
becomes τ = o(ε2). However numerically one can expect some compensation in Hn and
thus obtain a better “a posteriori bound” for κ in order to get rid of the strong assumption
τ = o(ε2). Figure 5.4 illustrates the conservation of the Hamiltonian in two test cases.
Notice that this estimate is not a posteriori in the usual sense since the constants in
Theorem 4.1 also depend on the unknown limiting solution. The condition τ = o(ε) seems
mandatory for the proof techniques to work.

4.2. The modulated energy. Remark that with the definitions of the Hamiltonian and
modulated energy, we have

En+s = Hn+s −
〈
V n+s, v

(
(n+ s)τ,Mn+s

)〉
+

1

2

∥∥v ((n+ s)τ,Mn+s
)∥∥2

M , (4.8)

so that for any s ∈ [0, 1] and any n ∈ N,

En+s = En +Hn+s −Hn +

∫ s

0
dn+θdθ, (4.9)

where

dn+s =
d

ds

[
−
〈
V n+s, v

(
(n+ s)τ,Mn+s

)〉
+

1

2

∥∥v ((n+ s)τ,Mn+s
)∥∥2

M

]
.

To evaluate dn+s, we introduce σp = PS(Mp) and we will use the compact notation

vn+s
Mp = v((n+ s)τ,Mp), ∂tv

n+s
Mp = ∂tv((n+ s)τ,Mp), ∇vn+s

Mp = ∇v((n+ s)τ,Mp),

vn+s
σp = v((n+ s)τ, σp), ∂tv

n+s
σp = ∂tv((n+ s)τ, σp), ∇vn+s

σp = ∇v((n+ s)τ, σp).

We will also use a similar notation for the material derivative of the velocity and for the
pressure and its derivatives.

Remark 4.4. As before, the main idea of the following computation is to try to find
terms of quadratic order in the expression. To control the remaining linear term we have
to rewrite it as a derivative of a small quantity and add it in the Gronwall argument.

dn+s = −
〈
d

ds
V n+s, vn+s

Mn+s

〉
−
〈
V n+s,

d

ds
vn+s
Mn+s

〉
+

〈
vn+s
Mn+s ,

d

ds
vn+s
Mn+s

〉
= τε−2

〈
Mn − PMN

◦ PS(Mn), vn+s
Mn+s

〉︸ ︷︷ ︸
I1

−
〈
V n+s − vn+s

Mn+s , τ∂tv
n+s
Mn+s +

d

ds
Mn+s · ∇vn+s

Mn+s

〉
︸ ︷︷ ︸

I2
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Recalling that σn = PS(Mn), the term I1 can be rewritten as

I1 = τε−2
〈
Mn − PMN

(σn), vn+s
Mn+s

〉
= τε−2

〈
Mn − σn, vn+s

Mn+s

〉
+
〈
σn − PMN

(σn), vn+s
Mn+s

〉
= τε−2

〈
Mn − σn, vn+s

Mn+s − vn+s
σn

〉︸ ︷︷ ︸
I3

Here we had to control the fact that, due to the double projection, the norm of the
acceleration ‖Mn − PMN

◦ PS(Mn)‖2M is not equal to the squared distance d2
S(Mn). We

used the orthogonality property of the double projection for that purpose. On the one
hand σn − PMN

(σn) is orthogonal to MN since MN is a linear subspace of M. On the
other hand Mn − σn is orthogonal to the tangent space to S at σn, see Lemma 3.1.

To handle the term I2 we use the material derivatives defined in (3.2),

I2 = −
〈
V n+s − vn+s

Mn+s , τ∂tv
n+s
Mn+s +

d

ds
Mn+s · ∇vn+s

Mn+s

〉
I2 = −

〈
V n+s − vn+s

Mn+s , τ∂tv
n+s
Mn+s + τvn+s

Mn+s · ∇vn+s
Mn+s

〉
−
〈
V n+s − vn+s

Mn+s ,

(
d

ds
Mn+s − τvn+s

Mn+s

)
· ∇vn+s

Mn+s

〉
︸ ︷︷ ︸

I4

= I4−τ
〈
V n+s − vn+s

Mn+s , Dtv
n+s
Mn+s −Dtv

n+s
σn+s

〉︸ ︷︷ ︸
I5

+ τ
〈
V n+s − vn+s

Mn+s ,∇pn+s
σn+s

〉︸ ︷︷ ︸
I6

.

We used that Dtv
n+s
σn+s = −∇pn+s

σn+s . We now rewrite I6 using d
dsM

n+s = τV n+1:

I6 = τ
〈
V n+s − vn+s

Mn+s ,∇pn+s
σn+s −∇pn+s

Mn+s

〉︸ ︷︷ ︸
I7

+τ
〈
V n+s − vn+s

Mn+s ,∇pn+s
Mn+s

〉
= I7 +

〈
d

ds
Mn+s,∇pn+s

Mn+s

〉
+ τ

〈
V n+s − V n+1,∇pn+s

Mn+s

〉
− τ

〈
vn+s
Mn+s ,∇pn+s

Mn+s

〉
= I7 +

d

ds

∫
Ω
pn+s
Mn+sdx︸ ︷︷ ︸
−Jn+s

−τ
∫

Ω
(∂tp

n+s
Mn+s +

〈
vn+s
Mn+s ,∇pn+s

Mn+s

〉
)dx

+ (1− s)τ2ε−2
〈
Mn − PMN

◦ PS(Mn),∇pn+s
Mn+s

〉︸ ︷︷ ︸
I8

= I7 + I8 −
d

ds
Jn+s − τ

∫
Ω
Dtp

n+s
Mn+sdx︸ ︷︷ ︸

I9

,

We need to estimate all the terms in the following formula.

dn+s = I3 + I4 + I5 + I7 + I8 + I9 −
d

ds
Jn+s (4.10)

4.3. Gronwall estimates on [nτ, (n + 1)τ ]. From now and for clarity we do not track
the constants anymore, and C will be a constant depending only on T , Ω, Lip[0,T](v),
Lip[0,T](p), Lip[0,T](∇p), Lip[0,T](Dtv) and Lip[0,T](Dtp). The value of the constant C can
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change between estimates. Using (4.2) and Young’s inequality we obtain for I3:

I3 = τε−2
〈
Mn − σn, vn+s

Mn+s − vn+s
σn

〉
≤ τ Lip[0,T](v)

‖Mn − σn‖M‖Mn+s − σn‖M
ε2

≤ τC ‖M
n − σn‖M‖Mn+s −Mn‖M

ε2
+ τC

‖Mn − σn‖M‖Mn − σn‖M
ε2

≤ τC
(
‖Mn − σn‖2M

ε2
+ τε−1 ‖Mn − σn‖M

ε
‖V n+1‖M

)
≤ 2τCEn + Cτ2ε−1Hn

≤ 2τCEn + Cτ2ε−1(H0 + κ). (4.11)

Since d
dsM

n+s = τV n+1, and using the definition of V n+1 in (1.8), I4 can be rewritten as

τ−1I4 = −
〈
V n+s − vn+s

Mn+s ,
(
V n+1 − vn+s

Mn+s

)
· ∇vn+s

Mn+s

〉
= −

〈
V n+s − vn+s

Mn+s ,
(
V n+s − vn+s

Mn+s

)
· ∇vn+s

Mn+s

〉
−
〈
V n+s − vn+s

Mn+s ,
(
V n+1 − V n+s

)
· ∇vn+s

Mn+s

〉
≤ Lip[0,T](v)

∥∥V n+s − vn+s
Mn+s

∥∥2

M + τ(1− s)ε−2
〈
V n+s − vn+s

Mn+s , (M
n − PM(σn)) · ∇vn+s

Mn+s

〉
≤ Lip[0,T](v)En+s + τ(1− s)ε−2

〈
V n+s − vn+s

Mn+s , (M
n − σn) · ∇vn+s

Mn+s

〉
≤ C

(
En+s + τε−1

∥∥V n+s − vn+s
Mn+s

∥∥
M
‖Mn − σn‖M

ε

)
≤ C

(
(1 + τε−1)En+s + τε−1En

)
≤ CEn+s + CEn (4.12)

Note that we used that
〈
V n+s − vn+s

Mn+s , (σ
n − PMN

(σn)) · ∇vn+s
Mn+s

〉
= 0, which holds true

since σn − PMN
(σn) is orthogonal to MN and since ∇vn+s

Mn+s is a symmetric matrix. We
also used Young’s inequality to get from the second to last line. The estimates of I5 and
I7 are similar to those in the semi-discrete case:

τ−1I5 ≤
∣∣〈V n+s − vn+s

Mn+s , Dtv
n+s
Mn+s −Dtv

n+s
σn+s

〉∣∣
≤ Lip[0,T](Dtv)

∥∥V n+s − vn+s
Mn+s

∥∥
M

∥∥Mn+s − σn+s
∥∥
M

≤ C
∥∥V n+s − vn+s

Mn+s

∥∥
M

∥∥Mn+s − σn+s
∥∥
M

≤ εCEn+s (4.13)

The quantity I7 is of the same kind.

τ−1I7 ≤
∣∣〈V n+s − vn+s

Mn+s ,∇pn+s
σn+s −∇pn+s

Mn+s

〉∣∣
≤ εCEn+s (4.14)

For the estimation of I8 we use
〈
σn − PMN

(σn),∇pn+s
Mn+s

〉
= 0 to get

I8 = (1− s)τ2ε−2
〈
Mn − PMN

◦ PS(Mn),∇pn+s
Mn+s

〉
≤ τ2ε−2||∇p((n+ s)τ)||L∞(Ω)||Mn − σn||M

≤ τ2ε−1 Lip[0,T](v)
||Mn − σn||M

ε

≤ τCEn + τ2ε−1C. (4.15)

To estimate J and I9 recall that we have assumed that
∫

Ω p(t, x)dx = 0, which implies in
particular that

∫
ΩDtp(t, σ

n(t, x))dx = 0. Therefore,

τ−1I9 ≤ Lip[0,T](Dtp)||Mn+s − σn+s||L1(Ω)

≤ 1

2
En+s + Cε2. (4.16)
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Similarly

|Jn+s| = |J((n+ s)τ)| ≤
∣∣∣∣∫

Ω
pn+s
Mn+s − pn+s

σn+sdx

∣∣∣∣ ≤ Lip[0,T](p)||Mn+s − σn+s||L1(Ω)

≤ 1

2
En+s + Cε2. (4.17)

Note also that J0 ≤ Lip[0,T](p)hN ≤ ChN still holds see (3.13).

4.4. Gronwall argument on [nτ, (n + 1)τ ]. Collecting estimates (4.11), (4.12), (4.13),
(4.14), (4.15), (4.16) and (4.17) and integrating equation (4.10) from 0 to s we obtain

Jn+s +

∫ s

0
dn+θdθ ≤ Jn + 2τCEn + Cτ2ε−1(H0 + κ)

+ τC

∫ s

0
En+θdθ + τCEn

+ τεC

∫ s

0
En+θdθ + τεC

∫ s

0
En+θdθ

+ τCEn + τ2ε−1C

+
τ

2

∫ s

0
En+θdθ + τε2C

≤ Jn + CτEn + Cτε2 + C(H0 + κ)τ2ε−1 (4.18)

+ τC

∫ s

0

(
En+θ + Jn+θ

)
dθ.

Remark that we used (3.14) to add Jn+θ at the last line. Remark also that we only kept
the first order terms using ε ≤ C. Plugging (4.18) into (4.9) we obtain

En+s + Jn+s ≤ α(s) + β

∫ θ

0
(En+θ + Jn+θ)ds) (4.19)

where α(s) = En + Jn +Hn+s −Hn + CτEn + Cτε2 + C(H0 + κ)τ2ε−1, β = τC

so that by Gronwall lemma,

En+1 + Jn+1 ≤ α(1) +

∫ 1

0
α(s)β exp((1− s)β)ds

≤
[
En + Jn + CτEn + Cτε2 + C(H0 + κ)τ2ε−1

]
eCτ

+Hn+1 −Hn +

∫ 1

0

(
Hn+s −Hn

)
Cτ exp((1− s)Cτ)ds︸ ︷︷ ︸
R

Using Lemma 4.2 and in particular the upper bound (4.6) we find

R ≤ τ2

ε2
Hn+1

∫ s

0
CτeCτ(1−θ) ≤ C τ

2

ε2
(H0 + κ)

[
eCτ − 1

]
so that

En+1 + Jn+1 ≤ [(1 + Cτ) (En + Jn) (4.20)

+ Cτε2 + C(H0 + κ)τ2ε−1

+Hn+s −Hn + τ2ε−2(H0 + κ)
[
eCτ − 1

]]
eCτ .
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4.5. Discrete Gronwall step. From (4.20) and the discrete Gronwall inequality we de-
duce that for any n ∈ N ∩ [0, T/τ ],

En + Jn ≤
[
E0 + J0 + CTε2 + CT (H0 + κ)τε−1 +Hn −H0

+τ2ε−2(H0 + κ)
T

τ

[
eCτ − 1

]]
(1 + Cτ)n eCT

≤ C
[
E0 + J0 + ε2 + (H0 + κ)τε−1 + κ +(H0 + κ)τ2ε−2eCT

]
eCT

≤ C
[
E0 + J0 + ε2 + (H0 + κ)τε−1 + κ

]
eCT .

We used the mean value theorem to obtain the second to last line. Using (4.17) one last
time and H0 ≤ C leads us to

En ≤ C
[
E0 + J0 + ε2 + τε−1 + κ

]
+ Cε2

≤ C
[
ε2 + hN +

h2
N

ε2
+ κ+

τ

ε

]
.

where the second line incorporates the initial error. It leads

max
n∈N∩[0,T/τ ]

‖V n − v(tn,Mn)‖2M ≤ C
[
ε2 + hN +

h2
N

ε2
+ κ+

τ

ε

]
.

A third Gronwall estimate, similar to the one done to obtain (3.18), concludes the proof:

max
n∈N∩[0,T/τ ]

‖V n − v(tn, φ(tn, ·))‖2M ≤ C
[
ε2 + hN +

h2
N

ε2
+ κ+

τ

ε

]
..

Remark 4.5. A close look at the constant leads to a similar result as the one given
in Remark 3.7: namely the convergence of the numerical scheme towards less regular
solutions of the Euler’s equations.

Remark 4.6. The method of the proof is robust and could easily be adapted to other
numerical scheme. Any improvement to the estimate given in Lemma 4.2 (conservation of
the Hamiltonian) will lead to improved convergence estimates for the numerical scheme.

5. Numerical implementation and experiments

5.1. Numerical implementation. We discuss here the implementation of the numerical
scheme (1.8) and in particular the computation of the double projection PMN

◦ PS(m) for
a piecewise constant function m ∈ MN . Using Brenier’s polar factorisation theorem, the
projection of m on S amounts to the resolution of an optimal transport problem between
Leb and the finitely supported measure m# Leb. Such optimal transport problems can be
solved numerically using the notion of Laguerre diagram from computational geometry.

Definition 5.1 (Laguerre diagram). LetM = (M1, . . . ,MN ) ∈ (Rd)N and let ψ1, . . . , ψN ∈
R. The Laguerre diagram is a decomposition of Rd into convex polyhedra defined by

Lagi(M,ψ) =
{
x ∈ Rd | ∀j ∈ {1, . . . , N}, ‖x−Mi‖2 + ψi ≤ ‖x−Mi‖2 + ψj}

}
.

In the following proposition, we denote ΠS(m) = {s ∈ S | ‖m− s‖ = dS(m)}, and for a
bounded subset A ⊆ Rd with positive measure we set bary(A) := 1

Leb(A)

∫
A xdx.

Proposition 5.2. Let m ∈ MN \ DN and define Mi = m(ωi) ∈ Rd. Assume that Ω is a
bounded and connected domain of Rd with Lipschitz boundary. Then, there exist scalars
(ψi)1≤i≤N , which are unique up to an additive constant, such that

∀i ∈ {1, . . . , N}, Leb(Lagi(M,ψ)) =
1

N
Leb(Ω). (5.1)

We denote Li := Lagi(M,ψ). Then, a function s ∈ S is a projection of m on S if and
only if it maps the subdomain ωi to the Laguerre cell Li up to a negligible set, that is:

ΠS(m) = {s ∈ S | ∀i ∈ {1, . . . , N}, Leb(s(ωi)∆Li) = 0}, (5.2)
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where A∆B denotes the symmetric difference between sets A and B. Moreover, the squared
distance d2

S is differentiable at m and, setting Bi = 1
Leb(Li)

∫
Li
xdx, one has

d2
S(m) =

∑
1≤i≤N

∫
Li

‖x−Mi‖2 dx,

∇d2
S(m) = 2(m− PMN

◦ PS(m)) with PMN
◦ PS(m) =

∑
1≤i≤N

Bi1Li .
(5.3)

Proof. The existence of a vector (ψi)1≤i≤N satisfying Equation (5.1) follows from optimal
transport theory (see Section 5 in [3] for a short proof), and its uniqueness follows from
the connectedness of the domain Ω. In addition, the map T : Ω→ {M1, . . . ,MN} defined
by T (Li) = Mi (up to a negligible set) is the gradient of a convex function and therefore a
quadratic optimal transport between Leb and the measure 1

N Leb(Ω)
∑

i δMi . By Brenier’s
polar factorization theorem, summarized in Lemma 3.1,

s ∈ ΠS(m)⇐⇒ m = T ◦ s a.e.⇐⇒ ∀i ∈ {1, . . . , N}, Leb(ωi∆(T ◦ s)−1({Mi})) = 0

⇐⇒ ∀i ∈ {1, . . . , N}, Leb(s(ωi)∆Li) = 0,

where the last equality holds because s is measure preserving. To prove the statement on
the differentiability of d2

S, we first note that the function d2
S is 1-semi-concave, since

D(m) := ‖m‖2 − d2
S(m) = ‖m‖2 −min

s∈S
‖m− s‖2 = max

s∈S
2〈m|s〉 − ‖s‖2

is convex. The subdifferential of D at m is given by ∂D(m) = {PMN
(s) | s ∈ ΠS(m)},

so that D (and hence d2
S) is differentiable at m if and only if PMN

(ΠS(m)) is a singleton.
Now, note from Lemma 3.2 that for s ∈ ΠS(m)

PMN
(s) =

∑
1≤i≤N

bary(s(ωi))1ωi =
∑

1≤i≤N
bary(Li)1ωi .

This shows that PMN
(ΠS(m)) is a singleton, and therefore establishes the differentiability

of d2
S at m, together with the desired formula for the gradient. �

The main difficulty to implement the numerical scheme (1.8) is the resolution of the
discrete optimal transport problem (5.1), a non-linear system of equations which must be
solved at every iteration. We resort to the damped Newton’s algorithm presented in [17]
(see also [22]) and more precisely on its implementation in the PyMongeAmpere library1.

5.1.1. Construction of the fixed tessellation of the domain. The fixed tessellation (ωi)1≤i≤N
of the domain Ω is a collection of Laguerre cells that are computed through a simple fixed-
point algorithm similar to the one presented in [13]. We start from a random sampling
(C0

i )1≤i≤N of Ω. At a given step k ≥ 0, we compute (ψi)1≤i≤N ∈ RN such that

∀i ∈ {1, . . . , N}, Leb(Lagi(C,ψ)) =
1

N
Leb(Ω),

and we then update the new position of the centers (Ck+1
i ) by setting Ck+1

i := bary(Lagi(C
k, ψ)).

After a few iterations, a fixed-point is reached and we set ωi := Lagi(C
k, ψ).

5.1.2. Iterations. To implement the symplectic Euler scheme for (1.6), we start withM0
i :=

bary(ωi) and V 0
i := v0(M0

i ). Then, at every iteration k ≥ 0, we use Algorithm 1 in [17]
to compute a solution (ψki )1≤i≤N ∈ RN to Equation (5.1) with M = Mk, i.e. such that

∀i ∈ {1, . . . , N}, Leb(Lagi(M
k, ψk)) =

1

N
Leb(Ω).

1https://github.com/mrgt/PyMongeAmpere

https://github.com/mrgt/PyMongeAmpere
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Figure 1. (Top row) Beltrami flow in the square, with N = 900 particles,
τ = 1/50 and ε = .1. The particles are colored depending on their initial
position in the square. From left to right, we display the Laguerre cells and
their barycenters at timesteps k = 0, 24 and 49. The partition (ωi)1≤i≤N
is induced by a regular grid. (Bottom row) Same experiment, but where
the partition (ωi)1≤i≤N is optimized using the algorithm described in §5.1.1.

Finally, we update the positions (Mk+1
i )1≤i≤N and the speeds (V k+1

i )1≤i≤N by settingV k+1
i = V k

i +
τ

ε2
(bary(Lagi(M

k, ψk))−Mk
i )

Mk+1
i = Mk

i + τV k+1
i

(5.4)

5.2. Beltrami flow in the square. Our first test case is constructed from a stationary
solution to Euler’s equation in 2D. On the unit square Ω = [−1

2 ,
1
2 ]2, we consider the

Beltrami flow constructed from the time-independent pressure and speed: p0(x1, x2) =
1

2
(sin(πx1)2 + sin(πx2)2)

v0(x1, x2) = (− cos(πx1) sin(πx2), sin(πx1) cos(πx2))

In Figure 1, we display the computed numerical solution using a low number of particles
(N = 900) in order to show the shape of the Laguerre cells associated to the solution.

5.3. Kelvin-Helmoltz instability. For this second test case, the domain is the rectangle
Ω = [0, 2]×[−.5, .5] periodized in the first coordinate by making the identification (4, x2) ∼
(0, x2) for x2 ∈ [−.5, .5]. The initial speed v0 is discontinuous at x2 = 0: the upper part
of the domain has zero speed, and the bottom part has unit speed:

v0(x1, x2) =

{
0.5 if x2 ≥ 0

1 if x2 < 0

This speed profile corresponds to a stationnary but unstable solution to Euler’s equation.
If the subdomains (ωi)1≤i≤N are computed following §5.1.1, the perfect symmetry un-
der horizontal translations is lost, and in Figure 2 we observe the formation of vortices
whose radius increases with time. This experiment involves N = 200 000 particles, with
parameters τ = 0.002 and ε = 0.005, and 2 000 timesteps. As displayed in Figure 2, the
hamiltonian of the system is very well preserved despite the roughness of the solution.
This behaviour shows that the estimate of Lemma 4.2 might be overly pessimistic, and
requires further investigation.
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Figure 2. Numerical illustration of the Kelvin-Helmotz instability on a
rectangle with periodic conditions (in the horizontal coordinate) involving
a discontinuous initial speed. The parameters are given in §5.4.

5.4. Rayleigh-Taylor instability. For this last test case, the particles are assigned a
density ρi, and are subject to the force of the gravity ρiG, where G = (0,−10). This
changes the numerical scheme toV k+1

i = V k
i + τ

(
1

ε2
(bary(Lagi(M

k, ψk)−Mk
i ) + ρiG

)
Mk+1
i = Mk

i + τV k+1
i

(5.5)

The computational domain is the rectangle Ω = [−1, 1]× [−3, 3], and the initial distribu-
tion of particles is given by Ci = bary(ωi), where the partition (ωi)1≤i≤N is constructed
according to §5.1.1. The fluid is composed of two phases, the heavy phase being on top of
the light phase:

ρi =

{
3 if Ci2 > η cos(πCi1)

1 if Ci2 ≤ η cos(πCi1)
,

where η = 0.2 in the experiment and where we denoted Ci1 and Ci2 the first and second
coordinates of the point Ci. Finally, we have set N = 50 000, ε = 0.002 and τ = 0.001 and
we have run 2000 timesteps. The computation takes less than six hours on a single core
of a regular laptop. Note that it does not seem straighforward to adapt the techniques
used in the proofs of convergence presented here to this setting, where the force depends
on the density of the particle. Our purpose with this test case is merely to show that the
numerical scheme behaves reasonably well in more complex situations.

Software. The software developed for generating the results presented in this article is
publicly available at https://github.com/mrgt/EulerLagrangianOT
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Figure 3. Numerical illustration of the Rayleigh-Taylor instability occur-
ing when a heavy fluid (in green) is placed over a lighter fluid (in red) at
timesteps n = 0, 200, 400, . . . , 2000. The parameters are given in §5.4.
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Figure 4. (Left) Value of the Hamiltonian during iterations of the al-
gorithm, for the Kelvin-Helmoltz instability presented in §5.3 and using
the symplectic Euler integrator. (Right) Same figure but for the Rayleigh-
Taylor instability presented in §5.4, using the symplectic Euler integrator
(in blue) and using the velocity Verlet integrator (in red).
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