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# SPECTRAL ANALYSIS OF DISCRETE ELLIPTIC OPERATORS AND APPLICATIONS IN CONTROL THEORY 

DAMIEN ALLONSIUS*, FRANCK BOYER ${ }^{\dagger}$, AND MORGAN MORANCEY*


#### Abstract

In this paper we propose an analysis of discrete spectral properties for a finite difference discretization of quite general 1D second-order self-adjoint elliptic operators. We particularly investigate some (uniform with respect to the discretization parameter) qualitative behavior of eigenfunctions and eigenvalues.

With those estimates we manage to obtain new results for the construction of bounded families of controls for semi-discrete parabolic PDEs, in particular for boundary controls of a coupled parabolic system with fewer controls than equations.
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## 1. Introduction.

1.1. General context. We consider the differential operator

$$
\begin{equation*}
\mathcal{A}:=-\partial_{x}\left(\gamma(x) \partial_{x} \cdot\right)+q(x) \tag{1}
\end{equation*}
$$

defined on the unit interval $\Omega=(0,1)$. The real valued functions $\gamma$ and $q$ are given and satisfy, for some $s \geq 0$,

$$
\begin{equation*}
q \in \mathcal{C}^{s}(\bar{\Omega}) \text { and } \gamma \in \mathcal{C}^{s+1}(\bar{\Omega}), \text { with } \gamma_{\text {min }}:=\inf _{\Omega} \gamma>0 \tag{s}
\end{equation*}
$$

We shall sometimes need to see $\mathcal{A}$ as a self-adjoint unbounded operator in $L^{2}(\Omega)$ whose domain is $D(\mathcal{A})=H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$. In this setting, it is well-known that there exists an orthonormal basis of $L^{2}(\Omega)$ made of eigenfunctions of $\mathcal{A}$ that we denote by $\left(\phi_{k}\right)_{k \geq 1}$, the associated (real) eigenvalues being denoted by $\left(\lambda_{k}\right)_{k \geq 1}$. Those eigenvalues are simple and we assume that they are sorted in increasing order.

For any subset $O \subset \Omega$ and any $u \in L^{2}(\Omega)$, we define the semi-norm

$$
\|u\|_{L^{2}(O)}:=\left(\int_{O}|u(x)|^{2} d x\right)^{\frac{1}{2}}
$$

and for any smooth function $u: \bar{\Omega} \rightarrow \mathbb{R}$, we set

$$
\partial_{r} u:=u^{\prime}(1), \text { and } \partial_{l} u:=-u^{\prime}(0)
$$

which are the normal derivatives of $u$ at both ends of the interval $\Omega$.
In this section, we recall some qualitative properties of the eigenelements $\left(\phi_{k}, \lambda_{k}\right)_{k}$ that we are interested in. Of course, there exist much more accurate descriptions of the asymptotic behavior of the eigenelements of such operators (see [19]) but we only deal here with the same level of accuracy as the one that we shall achieve in the discrete framework.

[^0]Throughout this paper $C$ denotes a positive number that may vary from line to line. If necessary, we add information about dependency on parameters $p_{1}, p_{2}, \ldots p_{k}$ in the following way : $C:=C\left(p_{1}, p_{2}, \ldots, p_{k}\right)$.

Theorem 1.1. Assume that $\left(\mathrm{H}_{0}\right)$ holds. There exists $C_{1}(q, \gamma)>0$, such that

1. For any $k \geq 1$,

$$
\lambda_{k+1}-\lambda_{k} \geq C_{1} k
$$

2. For any $k \geq 1$

$$
\left|\partial_{r} \phi_{k}\right| \geq C_{1} k, \quad \text { and } \quad\left|\partial_{l} \phi_{k}\right| \geq C_{1} k
$$

3. For any non-empty open subset $\omega \subset \Omega$, there exists $C_{2}(q, \gamma, \omega)>0$ such that for any $k \geq 1$,

$$
\left\|\phi_{k}\right\|_{L^{2}(\omega)} \geq C_{2}
$$

REMARK 1.1. Considering $\gamma=1$ and $q=0$ one can easily check that the bounds given in Theorem 1.1 are sharp. Indeed, in this case, we know that $\lambda_{k}=k^{2} \pi^{2}$, $\phi_{k}(x)=\sqrt{2} \sin \left(\sqrt{\lambda_{k}} x\right)$. Thus,

$$
\lambda_{k+1}-\lambda_{k}=(2 k+1) \pi^{2} \text { and }\left|\partial_{b} \phi_{k}\right|=\sqrt{2 \lambda_{k}}=\sqrt{2} \pi k, \quad \forall k \geq 1, \quad \forall b \in\{l, r\}
$$

and for $\omega=(a, b) \subset(0,1)$, we have

$$
\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2}=\int_{a}^{b} 2 \sin ^{2}(k \pi x) \mathrm{d} x \underset{k \rightarrow \infty}{ } b-a=|\omega| .
$$

Remark 1.2. By using the min-max principle and the exact knowledge of the eigenvalues of the Laplace operator as recalled in the previous remark, we can show that the eigenvalues of $\mathcal{A}$ satisfy

$$
\begin{equation*}
\gamma_{\min } \pi^{2} k^{2}-\|q\|_{L^{\infty}} \leq \lambda_{k} \leq\|\gamma\|_{L^{\infty}} \pi^{2} k^{2}+\|q\|_{L^{\infty}}, \quad \forall k \geq 1 \tag{2}
\end{equation*}
$$

The first point in Theorem 1.1 implies in particular the so-called gap property for the eigenvalues, which means that there exists some $\rho>0$ such that $\lambda_{k+1}-\lambda_{k} \geq \rho$ for any $k$.

It appears that all those properties allow, by using the so-called moments method (see [13]), to prove some null-controllability results for the parabolic problem associated with $\mathcal{A}$ (either for a distributed control or for a boundary control) as well as for some coupled parabolic systems associated with $\mathcal{A}$ with fewer controls than components. This will be detailled in section 5.1.

The main goal of this paper is to study whether or not the three results given in Theorem 1.1 still hold for a discrete version $\mathcal{A}^{h}$ of the differential operator uniformly with respect to the discretization parameter $h>0$. As a consequence, we shall obtain new uniform controllability results for the associated semi-discrete parabolic equation and systems via the moments method adapted to the discrete setting.
1.2. Notations and discrete framework. For any two real numbers $\alpha, \beta$ we define

$$
\llbracket \alpha, \beta \rrbracket:=[\min (\alpha, \beta), \max (\alpha, \beta)] \cap \mathbb{N}
$$

to be the set of all the integers between $\alpha$ and $\beta$.
Let us recall here the standard notation for the finite difference discretization of the differential operator $\mathcal{A}$. We consider an ordered set of $N+2$ distinct points of $[0,1]$ denoted by $\left(x_{i}\right)_{i=0}^{N+1}$ and satisfying $x_{0}=0$ and $x_{N+1}=1$. Let $\left(x_{i+1 / 2}\right)_{i=0}^{N}$ be the dual
mesh points defined by $x_{i+1 / 2}:=\frac{x_{i+1}+x_{i}}{2}$. We set $h_{i+1 / 2}:=x_{i+1}-x_{i}$ for $i \in \llbracket 0, N \rrbracket$ and $h_{i}:=x_{i+1 / 2}-x_{i-1 / 2}=\frac{h_{i+1 / 2}+h_{i-1 / 2}}{2}$, for $i \in \llbracket 1, N \rrbracket$. As usual, the mesh size is defined by $h:=\max _{i \in \llbracket 0, N \rrbracket} h_{i+1 / 2}$. We use the standard abuse of notation that consists in using the index $h$ to denote any mesh-dependent quantity even though it obviously not only depends on $h$ but also on the whole geometry of the mesh points. For such a given mesh we introduce

$$
\Theta_{h}:=\frac{h}{\min _{i \in \llbracket 0, N \rrbracket} h_{i+1 / 2}},
$$

which is a measure of the (non-) uniformity of the mesh. A family of meshes such that $\left(\Theta_{h}\right)_{h}$ is bounded, is called quasi-uniform.

For any open subset $O \subset \Omega$, we define the discrete $L^{2}(O)$ semi-norm on $\mathbb{R}^{N}$ by

$$
\|U\|_{L^{2}\left(O_{h}\right)}:=\left(\sum_{\substack{i \in \llbracket 1, N \rrbracket \\ x_{i} \in O}} h_{i}\left|u_{i}\right|^{2}\right)^{\frac{1}{2}}, \quad \forall U=\left(u_{i}\right)_{i=1}^{N} \in \mathbb{R}^{N},
$$

and for a time-dependent function $t \in(0, T) \mapsto U(t) \in \mathbb{R}^{N}$ we set

$$
\|U\|_{L^{2}\left(O_{h}^{T}\right)}:=\left(\int_{0}^{T}\|U(t)\|_{L^{2}\left(O_{h}\right)}^{2} d t\right)^{\frac{1}{2}}
$$

It is easily seen that $\|\cdot\|_{L^{2}\left(\Omega_{h}\right)}$ is actually a Euclidian norm on $\mathbb{R}^{N}$, whose inner product is denoted by $\langle\cdot, \cdot\rangle_{L^{2}\left(\Omega_{h}\right)}$.

We set $q_{i}:=q\left(x_{i}\right), \gamma_{i+1 / 2}:=\gamma\left(x_{i+1 / 2}\right)$ and we define the square matrix $\mathcal{A}^{h}$ of size $N$ by

$$
\begin{equation*}
\left(\mathcal{A}^{h} U\right)_{j}:=-\frac{1}{h_{j}}\left(\gamma_{j+1 / 2} \frac{u_{j+1}-u_{j}}{h_{j+1 / 2}}-\gamma_{j-1 / 2} \frac{u_{j}-u_{j-1}}{h_{j-1 / 2}}\right)+q_{j} u_{j}, \forall j \in \llbracket 1, N \rrbracket \tag{3}
\end{equation*}
$$

for any discrete function $U=\left(u_{i}\right)_{i=1}^{N} \in \mathbb{R}^{N}$, and any $j \in \llbracket 1, N \rrbracket$, with the usual convention that $u_{0}=u_{N+1}=0$ to take into account homogeneous Dirichlet boundary conditions. By analogy with the continuous setting we define the normal derivative of a discrete function $U \in \mathbb{R}^{N}$, taking into account the Dirichlet boundary condition, as follows

$$
\partial_{r} U:=\frac{0-u_{N}}{h_{N+1 / 2}}, \quad \text { and } \quad \partial_{l} U:=-\frac{u_{1}-0}{h_{1 / 2}} .
$$

It is well-known that the discrete operator $\mathcal{A}^{h}$ is a second order accurate approximation of the differential operator $\mathcal{A}$ (see [5]). Moreover, $\mathcal{A}^{h}$ is self-adjoint in the space $\left(\mathbb{R}^{N},\langle\cdot, \cdot\rangle_{L^{2}\left(\Omega_{h}\right)}\right)$ so that there exists a (finite) orthonormal family $\left(\phi_{k}^{h}\right)_{k=1}^{N} \subset \mathbb{R}^{N}$ made of eigenvectors of $\mathcal{A}^{h}$ (also referred to as discrete eigenfunctions in this paper), and associated with eigenvalues denoted by $\Lambda^{h}:=\left(\lambda_{k}^{h}\right)_{k=1}^{N}$. In other words, we have the relations

$$
\mathcal{A}^{h} \phi_{k}^{h}=\lambda_{k}^{h} \phi_{k}^{h}, \quad \text { and } \quad\left\langle\phi_{k}^{h}, \phi_{j}^{h}\right\rangle_{L^{2}\left(\Omega_{h}\right)}=\delta_{k j}, \quad \forall k, j \in \llbracket 1, N \rrbracket .
$$

All those eigenvalues are simple and we assume that they are sorted in increasing order.
1.3. Presentation of the results. The results of this paper are split into two parts. We first study spectral properties of the discrete operator $\mathcal{A}^{h}$ similar to the ones given in Theorem 1.1 of Section 3 in the continuous setting. To prepare this analysis we shall give the corresponding proofs at the continuous level in Section 2. In Section 4, we propose some numerical simulations that illustrate our theoretical results. In a second part of the paper (Section 5), we give our main applications in discrete controllability theory for system of parabolic equations.

To begin with, notice that all computations are explicit in the case of discrete Laplace operator on a uniform mesh.

REmARK 1.3 (discrete Laplace operator on uniform meshes). Let $h_{*}=1 /(N+1)$ and denote by $\mathcal{A}^{h_{*}}$ the discrete operator obtained on the uniform mesh of size $h_{*}$ with $\gamma=1$ and $q=0$ (which is nothing but the very usual discrete Laplace operator). Then, the eigenelements of $\mathcal{A}^{h_{*}}$ are explicitely given by

$$
\lambda_{k}^{h_{*}}=\frac{4}{h_{*}^{2}} \sin ^{2}\left(\frac{k \pi h_{*}}{2}\right), \quad\left(\phi_{k}^{h_{*}}\right)_{i}=\sqrt{2} \sin \left(k \pi i h_{*}\right), \forall i, k \in \llbracket 1, N \rrbracket .
$$

In particular, we have

$$
4 k^{2} \leq \lambda_{k}^{h_{*}} \leq \pi^{2} k^{2}, \quad \forall k \in \llbracket 1, N \rrbracket,
$$

and

$$
\lambda_{k}^{h_{*}} \leq \lambda_{N}^{h_{*}}=\frac{4}{h_{*}^{2}} \cos ^{2}\left(\frac{\pi}{2} h_{*}\right) \leq \frac{4}{h_{*}^{2}}-4, \quad \forall k \in \llbracket 1, N \rrbracket .
$$

Here we used the standard inequality $\cos ^{2}(t) \leq 1-\frac{4}{\pi^{2}} t^{2}$ for any $0 \leq t \leq 1$.
By using the formulas recalled in the remark above, one can easily obtain the following result.

Proposition 1.1. Let $h_{*}$ and $\mathcal{A}^{h_{*}}$ be as defined in Remark 1.3. The following properties hold:

- Gap property:

$$
12 \leq \min _{k \in \llbracket 1, N-1 \rrbracket}\left(\lambda_{k+1}^{h_{*}}-\lambda_{k}^{h_{*}}\right) \leq 3 \pi^{2}
$$

moreover the minimum is achieved for $k=1$ and $k=N-1$.

- Discrete normal derivative estimate: for $b \in\{l, r\}$

$$
\begin{aligned}
2 \sqrt{2} k & \leq\left|\partial_{b} \phi_{k}^{h_{*}}\right|
\end{aligned}=\sqrt{2} k \pi, \quad \forall k \in \llbracket 1, N / 2 \rrbracket, ~ 子\left|\partial_{b} \phi_{k}^{h_{*}}\right| \leq \sqrt{2}(N+1-k) \pi, \quad \forall k \in \llbracket N / 2, N \rrbracket .
$$

- $L^{2}$-norm estimate: for any non empty open subset $\omega \subset \Omega$, there exists $h_{0}(\omega)>$ 0 and a $C(q, \gamma, \omega)$ such that, for any $h_{*}<h_{0}$, we have

$$
\left\|\phi_{k}^{h_{*}}\right\|_{L^{2}\left(\omega_{h}\right)} \geq C, \quad \forall k \in \llbracket 1, N \rrbracket .
$$

Some comments are in order. There are fundamental differences between Theorem 1.1 and Proposition 1.1. We first observe that the uniform gap property holds but not the stronger property 1 of Theorem 1.1 since the distance between the two largest discrete eigenvalues of $\mathcal{A}^{h_{*}}$ does not tend to infinity. Similarly, the discrete normal derivative of the eigenfunction $\phi_{N}^{h_{*}}$ for instance does not tend to infinity as $N \rightarrow \infty$ (and simultaneously $h_{*} \rightarrow 0$ of course). It thus already appears that the qualitative


Figure 1: Differences between discrete and continuous eigenelements.
behavior of the eigenelements of $\mathcal{A}^{h_{*}}$ for the upper part of the spectrum may be quite different from the one of the continuous operator, as we can see on Figure 1. However, for the lower part of the spectrum the properties are quite similar to the ones of $\mathcal{A}$.

Our aim is to generalize the three estimates of Proposition 1.1 to non uniform meshes and non constant coefficients operators for which we do not possess analytic formulas for the discrete eigenfunctions and eigenvalues.

REmark 1.4 (Spectral properties for a given mesh and operator). It is worth noticing that, by straightforward linear algebra arguments, the following properties hold without any assumption on the mesh or on the coefficient of the operator

$$
\begin{gathered}
\min _{1 \leq k \leq N-1}\left(\lambda_{k+1}^{h}-\lambda_{k}^{h}\right)>0 \\
\min _{1 \leq k \leq N}\left|\partial_{b} \phi_{k}^{h}\right|>0, \forall b \in\{l, r\} \\
\min _{1 \leq k \leq N}\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}>0
\end{gathered}
$$

as soon as $\omega$ contains at least two points of the mesh. However, those bounds from below will in general tend to 0 as $h \rightarrow 0$ (see the numerical experiments in Section 4). In that respect, the case of a constant coefficient operator on a uniform mesh is very particular (see Proposition 1.1).

Therefore, our main concern in this paper will be to obtain lower bounds for the quantities above that are uniform with respect to $h$. More precisely, we will try to identify the maximal subset of $\llbracket 1, N \rrbracket$ for which such uniform bounds hold.

REMARK 1.5. From the discussion above, it already appears that this problem cannot be tackled by classical numerical analysis arguments. Indeed, although it can be established that in the continous setting $\lambda_{k+1}-\lambda_{k} \geq C k$ (see Theorem 1.1, first estimate), we cannot deduce directly from this estimate that a gap property holds in the discrete setting since Figure 1 reveals that the error of approximation $\left|\lambda_{N}-\lambda_{N}^{h}\right|$ can be as large as $C N^{2}$, see also Proposition 3.1. However, for the low frequencies ( $k \in\left\{1, \ldots, C N^{\alpha}\right\}$ with a suitable choice of $\alpha<1$ and $C$ (see Theorem 3.1)), one can get that $\left|\lambda_{k}-\lambda_{k}^{h}\right| \leq \epsilon k$, with $\epsilon$ sufficiently small so that estimate 1 of Theorem 1.1 allows us to deduce a uniform gap estimate in the discrete setting for this particular
portion of the spectrum. We will apply this argument in the most general setting we consider. Nevertheless, with stronger assumptions, we develop a strategy to obtain better estimates.

We will consider three slightly different sets of hypothesis for the regularity of the meshes and the coefficients of our operator, namely

> quasi-uniform meshes, $q$ and $\gamma$ satisfying $\left(\mathrm{H}_{2}\right)$,
> uniform meshes, $q$ and $\gamma$ satisfying $\left(\mathrm{H}_{0}\right)$
uniform meshes, $q$ and $\gamma$ satisfying $\left(\mathrm{H}_{0}\right)$, and $\gamma$ is constant.
In the remark below we show that the results we shall obtain in Section 3 about operator $\mathcal{A}^{h}$ on uniform meshes in the setting (S2) still hold, in fact, for a wide class of regular but non uniform meshes. Yet, to simplify the presentation of the next sections, we shall always deal with uniform meshes in the setting (S2).

REMARK 1.6 (Families of regular meshes). In this remark, we use the notation $\mathcal{A}_{\gamma, q}^{h}$ for the discrete operator defined on any given mesh and for any couple of coefficients $q$ and $\gamma$. We will also denote by $\mathcal{A}_{\gamma, q}^{h_{*}}$ the discrete operator defined on the uniform mesh with the same number of cells and a mesh size $h_{*}=\frac{1}{N+1}$.

We define the vector $\alpha^{h}=\left(\alpha_{i}\right)_{1 \leq i \leq N}$ by

$$
\alpha_{i}:=\sqrt{\frac{h_{i}}{h_{*}}}
$$

and we set

$$
\bar{\gamma}_{i+1 / 2}:=\frac{h_{*}^{2}}{h_{i+1 / 2} \sqrt{h_{i} h_{i+1}}} \gamma_{i+1 / 2}, \forall i \in \llbracket 0, N \rrbracket,
$$

and

$$
\bar{q}_{i}:=q_{i}-\frac{1}{\alpha_{i}} \mathcal{A}_{\bar{\gamma}, 0}^{h_{*}} \alpha^{h}, \forall i \in \llbracket 1, N \rrbracket .
$$

With those notations, one can check by direct algebraic manipulations that, if $u^{h} \in \mathbb{R}^{N}$ and $\lambda \in \mathbb{R}$ satisfy $\mathcal{A}_{\gamma, q}^{h} u^{h}=\lambda u^{h}$, then we have

$$
\mathcal{A}_{\bar{\gamma}, \bar{q}}^{h_{*}}\left(\alpha^{h} u^{h}\right)=\lambda\left(\alpha^{h} u^{h}\right)
$$

In other words, the operators $\mathcal{A}_{\gamma, q}^{h}$ and $\mathcal{A}_{\bar{\gamma}, \bar{q}}^{h_{*}}$ have exactly the same eigenvalues and the corresponding eigenfunctions are deduced one from each other by a term by term multiplication by the coefficients $\alpha_{i}$.

It follows that, any (uniform with respect to h) spectral property proved on the modified operator $\mathcal{A}_{\bar{\gamma}, \bar{q}}^{h_{*}}$ on a uniform mesh, lead to the equivalent property for the original operator $\mathcal{A}_{\gamma, q}^{h}$ on a non-uniform grid. The price to pay in this manipulation lies in the fact that the new coefficients $\bar{\gamma}$ and $\bar{q}$ actually depend on the geometry of the initial mesh. In particular, one needs to control their "regularity" for uniform estimates to hold. More precisely, we need to make sure that they are, in some sense, bounded in $\mathcal{C}^{1}$ and $\mathcal{C}^{0}$ respectively (as required in the assumption $\left(\mathrm{H}_{0}\right)$ ). Of course, this has to be carefully defined since those discrete coefficients are not, a priori, obtained by sampling some functions on the primal and dual meshes.

As an important example, it can be shown by using standard Taylor formulas that any mesh obtained as the image of a uniform mesh by a diffeomorphism $\vartheta:[0,1] \rightarrow$ $[0,1]$ of class $\mathcal{C}^{3}$ as follows

$$
x_{i}=\vartheta\left(i h_{*}\right), \quad \forall i \in \llbracket 1, N \rrbracket,
$$

fulfills all the required regularity properties for our results to hold.
Those particular meshes families were already considered for instance in [8] but also in the recent work [12].

Observe however that the same manipulation does not hold in the setting (S3) since it transforms a constant-diffusion problem into a variable and mesh-dependent diffusion problem.
1.3.1. Discrete spectral properties. Let us first gather here the various results we will prove on qualitative properties of the eigenelements of $\mathcal{A}^{h}$. Without loss of generality we will assume that $q \geq 0$ so that all the eigenvalues $\lambda_{k}^{h}$ and $\lambda_{k}$ are positive. Otherwise, one need to replace $\lambda_{k}^{h}$ by $\lambda_{k}^{h}+\|q\|_{\infty}$ in all the results below.

Properties of discrete eigenfunctions. Let $\omega$ be a fixed non empty open subdomain of $\Omega$.

- In the case (S1), we obtain (Theorem 3.1) bounds from below of the following kind

$$
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{1} e^{-C_{2} \sqrt{\lambda_{k}^{h}}}, \quad \forall k \in \llbracket 1, N \rrbracket,
$$

for any non empty open subdomain $\omega \subset \Omega$ and $h$ small enough, and

$$
\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1} \sqrt{\lambda_{k}^{h}} e^{-C_{2} \sqrt{\lambda_{k}^{h}}}, \quad \forall k \in \llbracket 1, N \rrbracket, \quad \forall b \in\{l, r\},
$$

where $C_{1}$ and $C_{2}$ do not depend on the mesh size $h$.

- In the case (S2), we can refine those estimates on a constant lower fraction of the spectrum by proving (Theorem 3.2) that there exists a constant $0<\alpha \leq 1$ (depending only on $\gamma$ and $\omega$ ) such that

$$
\begin{gathered}
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{1}, \quad \forall k \in \llbracket 1, \alpha N \rrbracket \\
\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1} \sqrt{\lambda_{k}^{h}}, \quad \forall k \in \llbracket 1, \alpha N \rrbracket, \quad \forall b \in\{l, r\} .
\end{gathered}
$$

Moreover, we can give a sharp estimate of the best constant $\alpha$ for which those properties hold, as attested by numerical experiments in Section 4.

- Finally, in the case (S3), we can recover optimal (in a sense to be made precise later) estimates on the whole spectrum (Theorem 3.3)

$$
\begin{gathered}
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{1}\left(1-\frac{h^{2}\left(\lambda_{k}^{h}-\|q\|_{L^{\infty}}\right)}{4 \gamma}\right), \quad \forall k \in \llbracket 1, N \rrbracket, \\
\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1} \sqrt{\lambda_{k}^{h}} \sqrt{1-\frac{h^{2}\left(\lambda_{k}^{h}-\|q\|_{L^{\infty}}\right)}{4 \gamma}}, \quad \forall k \in \llbracket 1, N \rrbracket, \forall b \in\{l, r\} .
\end{gathered}
$$

Observe that in the settings (S2) and (S3), for a fixed value of $k$ and $h \rightarrow 0$, since it is well-known that $\lambda_{k}^{h} \rightarrow \lambda_{k}$, we recover the same asymptotic lower bounds as for the continuous operator $\mathcal{A}$. The latter are provided by Theorem 1.1.

From those estimates, we will deduce in particular that for some $C_{2}>0$,

$$
\begin{gathered}
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq \frac{C_{2}}{\lambda_{k}^{h}}, \quad \forall k \in \llbracket 1, N \rrbracket, \\
\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{2}, \quad \forall k \in \llbracket 1, N \rrbracket, \quad \forall b \in\{l, r\} .
\end{gathered}
$$

Gap property for the eigenvalues. We study here the so-called uniform gap property, that is : is there a constant $C>0$, independent of $h>0$, such that

$$
\begin{equation*}
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C, \forall k \in \llbracket 1, N-1 \rrbracket ? \tag{4}
\end{equation*}
$$

In Proposition 1.1 we have shown that this property holds for the discrete Laplacian on a uniform mesh.

In the general cases where $q$ and $\gamma$ only satisfy $\left(\mathrm{H}_{0}\right)$, numerical experiments (Section 4) reveal that the uniform gap property may fail, at least on the upper part of the spectrum. More precisely, one can exhibit two distinct eigenvalues that are exponentially close as $h \rightarrow 0$ in the case where $\gamma$ is not a constant function.

Thus, a reasonnable question is: does a gap property hold if one only considers a lower fraction of the spectrum, or more precisely is there a positive increasing function $F: \mathbb{N} \rightarrow \mathbb{R}$ such that for some $C>0$ we have for any $h>0$,

$$
\begin{equation*}
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C, \forall k \in \llbracket 1, F(N) \rrbracket ? \tag{5}
\end{equation*}
$$

In the case (S2), we prove existence of a sharp (according to numerical simulations) parameter $\alpha \in(0,1]$ such that $F(N)=\alpha N$ satisfies the above requirements. In the case (S3), we prove a weaker property, namely that for any $\beta>0$ and any mesh satisfying $\Theta_{h} \leq \beta$, there exists $\alpha:=\alpha(\gamma, q, \beta)>0$ such that $F(N)=\alpha N^{2 / 5}$.
1.3.2. Applications to the numerical approximation of control problems. As a main application of the previous estimates we propose new uniform controllability results for 1 D semi-discrete parabolic equations and systems either for a distributed control or for a boundary control. They are proved by using the moments method that heavily depends on the discrete spectral properties established in this paper.

We first consider the semi-discretized controlled scalar parabolic equation with a finite time horizon $T>0$

$$
\left\{\begin{array}{l}
\left(y^{h}\right)^{\prime}(t)+\mathcal{A}^{h} y^{h}(t)=\mathcal{D}_{\omega}^{h} V_{\mathrm{d}}^{h}(t)+\mathcal{B}_{r}^{h} V_{\mathrm{b}}^{h}(t), \text { for } 0<t \leq T  \tag{6}\\
y^{h}(0)=y^{0, h} \in \mathbb{R}^{N}
\end{array}\right.
$$

Here, we consider two possible types of control

- $V_{\mathrm{d}}^{h}:(0, T) \rightarrow \mathbb{R}^{N}$ is a distributed control function that acts on the system through the control operator $\mathcal{D}_{\omega}^{h}$, which is the diagonal $N \times N$ matrix depending on the control domain $\omega$ and defined by

$$
\left(\mathcal{D}_{\omega}^{h}\right)_{i, i}:= \begin{cases}1 & \text { if } x_{i} \in \omega  \tag{7}\\ 0 & \text { if } x_{i} \notin \omega\end{cases}
$$

- $V_{\mathrm{b}}^{h}:(0, T) \rightarrow \mathbb{R}$ is a boundary control function that acts on the system on the right boundary of the interval $\Omega$ (that is at $x=1$ ) through the control
operator $\mathcal{B}_{r}^{h}$, which is the column vector defined by

$$
\mathcal{B}_{r}^{h}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
\frac{\gamma_{N+1 / 2}}{h_{N} h_{N+1 / 2}}
\end{array}\right)
$$

The particular form of this vector comes from the fact that, the matrix $\mathcal{A}^{h}$ was designed in (3) for homogeneous Dirichlet boundary condition and thus, we need to add a source term in the last component of the equation to account for a non-homogeneous Dirichlet boundary datum (which is precisely the control $V_{\mathrm{b}}^{h}$ we are looking for).
Of course, the same analysis can be carried out for a boundary control acting on the left boundary of $\Omega$, that is at $x=0$ but we will not give the details here.
System (6) is a discrete version of the following parabolic PDE control problem

$$
\left\{\begin{array}{l}
\partial_{t} y+\mathcal{A} y=1_{\omega} V_{\mathrm{d}}(t, x), \text { for } 0<t \leq T \\
y(t, 0)=0, \quad y(t, 1)=V_{\mathrm{b}}(t), \text { for } 0<t \leq T, \\
y(0, .)=y^{0} \in L^{2}(\Omega)
\end{array}\right.
$$

The typical questions we are interested in concern null controllability and may be roughly formulated as follows (for a given set of data $\gamma, q, \omega, T, \ldots$ )

- Distributed control: Is there a constant $C>0$ such that for any $h>0$ small enough and any $y^{0, h} \in \mathbb{R}^{N}$ we can find a control $V_{\mathrm{d}}^{h} \in L^{2}\left(0, T, \mathbb{R}^{N}\right)$ such that the solution of (6) (with $\left.V_{\mathrm{b}}^{h}=0\right)$ satisfies $y^{h}(T)=0$ and moreover

$$
\left\|V_{\mathrm{d}}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)} \leq C\left\|y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

- Boundary control: Is there a constant $C>0$ such that for any, $h>0$ small enough, and any $y^{0, h} \in \mathbb{R}^{N}$, we can find a control $V_{\mathrm{b}}^{h} \in L^{2}(0, T)$ such that the solution of (6) (with $\left.V_{\mathrm{d}}^{h}=0\right)$ satisfies $y^{h}(T)=0$ and moreover

$$
\left\|V_{\mathrm{b}}^{h}\right\|_{L^{2}(0, T)} \leq C\left\|y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

When $\gamma$ is constant, $q=0$ and for a uniform mesh, the boundary control case was positively solved in [17]. The authors use explicit formulas for $\lambda_{k}^{h}$ and $\phi_{k}^{h}$ in that case (see Remark 1.3) to tackle the problem of null controllability with the moments method. In the present work we propose to use the same kind of strategy but replacing the exact knowledge of the eigenelements of $\mathcal{A}^{h}$ by the estimates discussed above.

However, in the general case, it turns out that exact null-controllability at the discrete level formulated above is a too strong notion. Indeed, it may happen in some situations that the discrete problems are not uniformly controllable (we mention here the counter-example in 2D given in [21] for which (6) is not even approximately controllable for a given $h$ ). Finally, from a practical point of view, to obtain a bounded family of discrete controls that converges (at least weakly) to a null-control for the initial PDE problem, it is enough to weaken the requirement $y^{h}(T)=0, \forall h>0$ replacing it by the convergence $\left\|y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)} \rightarrow 0$ at a prescribed rate when $h \rightarrow 0$. Such a weaker requirement was already studied for instance in [8, 9, 10, 15] (yet with various naming conventions). A specific discussion on that topic was given in [7], from which we borrow the following definition.

Definition 1.1. Let $\phi:(0,+\infty) \rightarrow(0,+\infty)$ be a function such that $\lim _{h \rightarrow 0} \phi(h)=$ 0 . We say that the family of Problems (6) is uniformly $\phi(h)$-null controlable with a distributed control (resp. a boundary control) if there exists a $C>0$, such that, for any $h$ small enough and any $y^{0, h} \in \mathbb{R}^{N}$, we can find a control $V_{d}^{h} \in L^{2}\left(0, T, \mathbb{R}^{N}\right)$ (resp. $\left.V_{b}^{h} \in L^{2}(0, T)\right)$ that satisfies

$$
\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)} \leq C\left\|y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}, \quad\left(\text { resp. }\left\|V_{b}^{h}\right\|_{L^{2}(0, T)} \leq C\left\|y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}\right)
$$

and such that the solution $y^{h}$ of (6) with $V_{b}^{h}=0$ (resp. $V_{d}^{h}=0$ ) satisfies

$$
\left\|y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C \phi(h)\left\|y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}
$$

It is shown in $[8,9,10]$ that, for a finite difference approximation on smooth grids with smooth coefficients, the uniform $\phi(h)$-null controllability property holds for a distributed control as soon as $\phi$ does not tend to zero faster that some exponential $h \mapsto e^{-C / h^{\alpha}}$ (see also [15] where the case of Galerkin approximation is discussed). However, in those references, the methods which are used (based on discrete Carleman estimates) do not allow to tackle the case of coupled parabolic systems with a boundary control.

With the techniques developped in the present paper (however restricted to the 1D case), we are able to obtain similar results for the scalar equation (6) both for distributed and boundary control problems, as well as for the coupled systems presented below, which is, up to our knowledge, the first result in that framework.

A typical semi-discrete parabolic system with two components we shall deal with is the following
$\left(S_{2}^{h}\right)\left\{\begin{array}{l}\left(Y^{h}\right)^{\prime}(t)+\left(\begin{array}{cc}\mathcal{A}^{h} & 0^{h} \\ \mathrm{I}^{h} & \mathcal{A}^{h}\end{array}\right) Y^{h}(t)=\binom{\mathrm{I}^{h}}{0^{h}}\left(\mathcal{D}_{\omega}^{h} V_{\mathrm{d}}^{h}(t)+\mathcal{B}_{r}^{h} V_{\mathrm{b}}^{h}(t)\right), \text { for } 0<t \leq T, \\ Y^{h}(0)=Y^{0, h} \in\left(\mathbb{R}^{N}\right)^{2} .\end{array}\right.$
In this system, $\mathrm{I}^{h}$ (resp. $0^{h}$ ) is the identity matrix (resp. the zero matrix) of size $N \times N$. The unknown $Y^{h}(t) \in\left(\mathbb{R}^{N}\right)^{2}$ has now two components. The first one satisfies the same scalar equation as before and is controlled either by a distributed control $V_{\mathrm{d}}^{h}$ or by a boundary control $V_{\mathrm{b}}^{h}$, whereas the second component satisfies a parabolic equation without explicit appearance of a control; actually this component of the solution is indirectly controlled by the first component itself by means of the coupling term which is here set to 1 and which appears in the matrix $\left(\begin{array}{cc}\mathcal{A}^{h} & 0^{h} \\ \mathrm{I}^{h} & \mathcal{A}^{h}\end{array}\right)$. The controllability questions we are interested in are now exactly the same: is it possible to find a bounded family of controls $\left(V_{\mathrm{d}}^{h}\right)_{h}$ (resp. $\left.\left(V_{\mathrm{b}}^{h}\right)_{h}\right)$ such that the two components of the corresponding solution of $\left(S_{2}^{h}\right)$ are small at time $T$, that is

$$
\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C \phi(h)\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}
$$

where the notation for the norms $\|\cdot\|_{L^{2}\left(\Omega_{h}\right)}$ are adapted to the fact that $Y^{h}$ has now two components. The corresponding precise theorems are stated in Section 5.3.

To conclude this introduction, we mention that we do not address here the question of the actual computation of the controls. Even though we shall use the moments method in the analysis, it has to be precised that this is not at all a constructive method that can be efficiently implemented. Instead, once a theoretical uniform $\phi(h)$ null controllability result is obtained, we can implement the penalised HUM method that provides, in a more natural and generic way, discrete controls that fulfills the properties of definition 1.1. This approach is discussed for instance in [7, 14].
2. Spectral properties of elliptic operators. The continuous case. In this section we present a proof of Theorem 1.1 even though this result is not new by itself (see for instance [19]). Our goal is just to introduce a quite simple proof that we will manage to adapt to the discrete setting in the following sections. In all this section, we assume that hypothesis $\left(\mathrm{H}_{0}\right)$ holds.

Lemma 2.1. Let $\omega$ be a non-empty open subset of $\Omega$. There exists $C_{1}(q, \gamma)>0$ and $C_{2}(q, \gamma, \omega)>0$ such that we have, for any $k \geq 1$,

$$
\frac{1}{\lambda_{k}}\left|\partial_{b} \phi_{k}\right|^{2} \geq C_{1} \mathcal{R}_{k}, \quad \forall b \in\{l, r\}
$$

and

$$
\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2} \geq C_{2} \mathcal{R}_{k}
$$

where we have defined

$$
\begin{equation*}
\mathcal{R}_{k}:=\inf _{x, y \in \Omega} \frac{\left|\phi_{k}(x)\right|^{2}+\frac{\gamma(x)}{\lambda_{k}}\left|\phi_{k}^{\prime}(x)\right|^{2}}{\left|\phi_{k}(y)\right|^{2}+\frac{\gamma(y)}{\lambda_{k}}\left|\phi_{k}^{\prime}(y)\right|^{2}} \tag{8}
\end{equation*}
$$

This lemma says, in particular, that to obtain (possibly uniform in $k$ ) lower bounds on $\left|\partial_{b} \phi_{k}\right| / \sqrt{\lambda_{k}}$ and $\left\|\phi_{k}\right\|_{L^{2}(\omega)}$, it is enough to obtain lower bounds on $\mathcal{R}_{k}$. Its proof is postponed at the end of the section.

Our strategy is based on interpreting the equation satisfied by eigenfunctions as a particular first order ordinary differential system in such a way that the principal part (with respect to the large values of $\lambda_{k}$ ) of the evolution matrix is skew-symmetric. It will let us obtain suitable estimates on the quantity $\mathcal{R}_{k}$ defined in the previous lemma. In this direction, we begin with the following lemma whose proof is a straightforward computation and is left to the reader.

Lemma 2.2. Let $f: \Omega \rightarrow \mathbb{R}$ be a continuous function and $\lambda>0$. Let $u \in \mathcal{C}^{2}(\Omega)$ be a real valued function satisfying the second-order differential equation (without any assumption on boundary conditions)

$$
\begin{equation*}
\mathcal{A} u(x)=\lambda u(x)+f(x), \quad \forall x \in \Omega \tag{9}
\end{equation*}
$$

then the following equation holds

$$
\begin{equation*}
U^{\prime}(x)=M(x) U(x)+Q(x) U(x)+F(x) \tag{10}
\end{equation*}
$$

where we have defined the vectors

$$
U(x):=\binom{u(x)}{\sqrt{\frac{\gamma(x)}{\lambda}} u^{\prime}(x)} \text { and } F(x):=\binom{0}{-\frac{f(x)}{\sqrt{\gamma(x) \lambda}}} .
$$

and the matrices

$$
M(x):=\left(\begin{array}{cc}
0 & \sqrt{\frac{\lambda}{\gamma(x)}} \\
-\sqrt{\frac{\lambda}{\gamma(x)}} & 0
\end{array}\right) \quad \text { and } Q(x):=\left(\begin{array}{cc}
0 & 0 \\
\frac{q(x)}{\sqrt{\lambda \gamma(x)}} & \sqrt{\gamma(x)}\left(\frac{1}{\sqrt{\gamma}}\right)^{\prime}(x)
\end{array}\right)
$$

The key-point of this formulation is that the large terms in $\sqrt{\lambda}$ only appear in the skew-symmetric matrix $M(x)$, while the matrix $Q(x)$ only contains bounded terms with respect to $\lambda$.

As a consequence of this particular structure, we can obtain the following estimates.

Lemma 2.3. With the same notations as in Lemma 2.2, and assuming that $\lambda \geq 1$, there exists $C:=C(\gamma, q)$, independent of $\lambda$, such that for any $x, y \in \Omega$, we have

$$
\begin{equation*}
\|U(y)\| \leq C\left(\|U(x)\|+\left|\int_{x}^{y}\|F(s)\| \mathrm{d} s\right|\right) \tag{11}
\end{equation*}
$$

Proof. Let $x, y \in \Omega$. It is fundamental to notice that the matrices $(M(s))_{s}$ pairwise commute, so that the resolvant operator associated with $x \mapsto M(x)$ simply reads

$$
S(y, x):=\exp \left(\int_{x}^{y} M(s) \mathrm{d} s\right)
$$

We can then use Duhamel's formula to deduce from equation (10) the following expression

$$
\begin{equation*}
U(y)=S(y, x) U(x)+\int_{x}^{y} S(y, s)(Q(s) U(s)+F(s)) \mathrm{d} s \tag{12}
\end{equation*}
$$

We use now the fact that the matrix $M(s)$ is skew-symmetric for any $s$, and so is $\int_{x}^{y} M(s) \mathrm{d} s$. It follows that the resolvant $S(y, s)$ satisfies $\|S(y, s)\|=1$ for any $y, s$. We get

$$
\|U(y)\| \leq\|U(x)\|+\left|\int_{x}^{y}\|F(s)\| \mathrm{d} s\right|+\left|\int_{x}^{y}\|Q(s)\|\|U(s)\| \mathrm{d} s\right| .
$$

Gronwall's lemma finally yields

$$
\|U(y)\| \leq\left(\|U(x)\|+\left|\int_{x}^{y}\|F(s)\| \mathrm{d} s\right|\right) \exp \left(\left|\int_{x}^{y}\|Q(s)\| \mathrm{d} s\right|\right)
$$

which gives the result since $Q(s)$ is bounded uniformly in $s$ and $\lambda$, by using assumption $\left(\mathrm{H}_{0}\right)$.

We can now prove Theorem 1.1. Note that it is enough to prove the claims for $k$ large enough and in particular, by (2), we can assume without any loss of generality that $\lambda_{k} \geq 1$.

- We begin with the proof of points 2. and 3. of the theorem, that is the properties which concern the eigenfunctions $\left(\phi_{k}\right)$. By definition, $\phi_{k}$ is a solution of the equation

$$
\mathcal{A} \phi_{k}=\lambda_{k} \phi_{k}
$$

which is exactly (9) with $u=\phi_{k}, \lambda=\lambda_{k}, f=0$. From Lemma 2.3 we deduce that there exists $C:=C(\gamma, q)$, independent of $k$, such that for any $x, y \in \bar{\Omega}$,

$$
\begin{equation*}
\left|\phi_{k}(y)\right|^{2}+\frac{\gamma(y)}{\lambda_{k}}\left|\phi_{k}^{\prime}(y)\right|^{2} \geq C\left(\left|\phi_{k}(x)\right|^{2}+\frac{\gamma(x)}{\lambda_{k}}\left|\phi_{k}^{\prime}(x)\right|^{2}\right) \tag{13}
\end{equation*}
$$

which exactly proves that the quantity $\mathcal{R}_{k}$ defined in (8) is uniformly bounded from below. The claim thus immediately follows from Lemma 2.1.

- We shall now prove the first point in Theorem 1.1. For any index $k \geq 1$ with $\lambda_{k} \geq 1$, we define

$$
u(x):=\phi_{k}^{\prime}(1) \phi_{k+1}(x)-\phi_{k+1}^{\prime}(1) \phi_{k}(x)
$$

in such a way that $u(1)=u^{\prime}(1)=0$ and

$$
\mathcal{A} u=\lambda_{k+1} u+f
$$

with

$$
f(x):=\phi_{k+1}^{\prime}(1) \phi_{k}(x)\left(\lambda_{k+1}-\lambda_{k}\right) .
$$

Using the notations introduced in Lemma 2.2, we observe that by construction we have $U(1)=0$ so that the estimate (11) specialized in $x=1$ leads to

$$
\|U(y)\| \leq C \int_{y}^{1}\|F(s)\| \mathrm{d} s \leq C \int_{0}^{1}\|F(s)\| \mathrm{d} s, \quad \forall y \in \Omega
$$

Using the expression for $F$ and $f$, we find that

$$
\|U(y)\| \leq \frac{C}{\sqrt{\gamma_{\min }}}\left(\frac{\lambda_{k+1}-\lambda_{k}}{\sqrt{\lambda_{k+1}}}\left|\phi_{k+1}^{\prime}(1)\right|\right) \int_{0}^{1}\left|\phi_{k}(s)\right| \mathrm{d} s, \quad \forall y \in \Omega
$$

Thanks to the normalisation condition $\left\|\phi_{k}\right\|_{L^{2}(\Omega)}=1$ and the expressions of $U$ and $u$, we obtain for any $y \in \Omega$,

$$
\left|\phi_{k}^{\prime}(1) \phi_{k+1}(y)-\phi_{k+1}^{\prime}(1) \phi_{k}(y)\right|^{2} \leq \frac{C}{\gamma_{\min }}\left(\frac{\lambda_{k+1}-\lambda_{k}}{\sqrt{\lambda_{k+1}}}\left|\phi_{k+1}^{\prime}(1)\right|\right)^{2}
$$

We integrate this inequality with respect to $y \in(0,1)$ and we use the $L^{2}(\Omega)$ orthonormality of $\phi_{k+1}$ and $\phi_{k}$ to finally get

$$
\left|\phi_{k+1}^{\prime}(1)\right|^{2} \leq\left(\phi_{k+1}^{\prime}(1)\right)^{2}+\left(\phi_{k}^{\prime}(1)\right)^{2} \leq \frac{C}{\gamma_{\min }}\left(\frac{\lambda_{k+1}-\lambda_{k}}{\sqrt{\lambda_{k+1}}}\left|\phi_{k+1}^{\prime}(1)\right|\right)^{2}
$$

and since $\phi_{k+1}^{\prime}(1) \neq 0$, we conclude that

$$
\lambda_{k+1}-\lambda_{k} \geq \bar{C} \sqrt{\lambda_{k+1}}
$$

for some $\bar{C}(\gamma, q)>0$ independent of $k$. The claim follows by the lower bound in (2).
REMARK 2.1. Integrating (13) with respect to $y$ over $\Omega$ and using the min-max principle, we can easily obtain optimal $L^{\infty}$ bounds on the eigenfunctions

$$
\left\|\phi_{k}\right\|_{L^{\infty}(\Omega)} \leq C, \quad\left\|\phi_{k}^{\prime}\right\|_{L^{\infty}(\Omega)} \leq C \sqrt{\lambda_{k}}, \quad \forall k \geq 1
$$

REMARK 2.2. Observe that the only point where the regularity of $\gamma$ is used in this proof is in the uniform estimate of $\|Q(s)\|$. However, the only thing we need is that $\int_{\Omega}\|Q(s)\| d s<+\infty$, which proves that Theorem 1.1 still holds when $\gamma$ is piecewise $\mathcal{C}^{1}$.

It remains to give the proof of the lemma. Using Caccioppoli-like inequality or nodal sets of eigenfunctions of Sturm-Liouville operators, one can give a more direct proof of this lemma. The advantage of the proof given here is that it can be more easily extended to the discrete setting (see Section 3.4).

Proof (of Lemma 2.1). From (8) we can write

$$
\begin{equation*}
\mathcal{R}_{k}\left(\left|\phi_{k}(y)\right|^{2}+\frac{\gamma(y)}{\lambda_{k}}\left|\phi_{k}^{\prime}(y)\right|^{2}\right) \leq\left|\phi_{k}(x)\right|^{2}+\frac{\gamma(x)}{\lambda_{k}}\left|\phi_{k}^{\prime}(x)\right|^{2}, \forall x, y \in \Omega \tag{14}
\end{equation*}
$$

We recall that $\phi_{k}$ satisfies the Dirichlet boundary condition $\phi_{k}(0)=\phi_{k}(1)=0$, so that by choosing $x=0$ and $x=1$ in the previous inequality, we obtain in particular

$$
\frac{\gamma(0)}{\lambda_{k}}\left|\partial_{l} \phi_{k}\right|^{2} \geq \mathcal{R}_{k}\left|\phi_{k}(y)\right|^{2}, \forall y \in \Omega
$$

and

$$
\frac{\gamma(1)}{\lambda_{k}}\left|\partial_{r} \phi_{k}\right|^{2} \geq \mathcal{R}_{k}\left|\phi_{k}(y)\right|^{2}, \forall y \in \Omega
$$

Since the left-hand side does not depend on $y$, and thanks to the normalisation condition $\left\|\phi_{k}\right\|_{L^{2}(\Omega)}=1$, we can integrate those inequalities with respect to $y$ to obtain

$$
\frac{\gamma(0)}{\lambda_{k}}\left|\partial_{l} \phi_{k}\right|^{2} \geq \mathcal{R}_{k}, \quad \text { and } \quad \frac{\gamma(1)}{\lambda_{k}}\left|\partial_{r} \phi_{k}\right|^{2} \geq \mathcal{R}_{k}
$$

Consider now any non empty open subset $\omega \subset \Omega$. Without any loss of generality we can assume that $\omega$ is a non-empty interval. Split $\omega$ in three consecutive disjoint intervals of identical measure : $\omega_{1}, \omega_{2}$ and $\omega_{3}$.

- Suppose that there exists $a_{k} \in \omega_{1}$ and $b_{k} \in \omega_{3}$ such that

$$
\begin{equation*}
\phi_{k}\left(a_{k}\right) \phi_{k}^{\prime}\left(a_{k}\right) \geq 0 \text { and } \phi_{k}\left(b_{k}\right) \phi_{k}^{\prime}\left(b_{k}\right) \leq 0 \tag{15}
\end{equation*}
$$

We multiply the equation $\mathcal{A} \phi_{k}=\lambda_{k} \phi_{k}$ by $\phi_{k}$ and integrate by parts on $\left(a_{k}, b_{k}\right)$. We get

$$
-\underbrace{\left[\gamma(x) \phi_{k}^{\prime}(x) \phi_{k}(x)\right]_{a_{k}}^{b_{k}}}_{\leq 0}+\int_{a_{k}}^{b_{k}}\left(\gamma(x)\left(\phi_{k}^{\prime}(x)\right)^{2}+q(x) \phi_{k}^{2}(x)\right) d x=\lambda_{k} \int_{a_{k}}^{b_{k}} \phi_{k}^{2}(x) d x
$$

thus,

$$
\begin{equation*}
\int_{a_{k}}^{b_{k}} \gamma(x)\left(\phi_{k}^{\prime}(x)\right)^{2} d x \leq\left(\lambda_{k}+\|q\|_{\infty}\right) \int_{a_{k}}^{b_{k}} \phi_{k}^{2}(x) d x \tag{16}
\end{equation*}
$$

We come back to (14) that we integrate on the whole domain $\Omega$ with respect to the variable $y$ and on the interval $\left(a_{k}, b_{k}\right)$ with respect to the variable $x$. With the normalisation condition on $\phi_{k}$ and (16) we obtain:

$$
\mathcal{R}_{k}\left(b_{k}-a_{k}\right) \leq \int_{a_{k}}^{b_{k}} \phi_{k}^{2}(x)+\frac{\gamma(x)}{\lambda_{k}}\left(\phi_{k}^{\prime}(x)\right)^{2} d x \leq\left(2+\frac{\|q\|_{\infty}}{\lambda_{1}}\right) \int_{a_{k}}^{b_{k}} \phi_{k}^{2}(x) d x
$$

Using that $a_{k} \in \omega_{1}$ and $b_{k} \in \omega_{3}$ we get $b_{k}-a_{k} \geq\left|\omega_{2}\right|=\frac{|\omega|}{3}$ and we finally obtain the claimed lower bound

$$
\mathcal{R}_{k} \frac{|\omega|}{3} \leq \mathcal{R}_{k}\left(b_{k}-a_{k}\right) \leq C \int_{\omega} \phi_{k}^{2}(x) d x
$$

- Suppose now that either

$$
\begin{equation*}
\forall x \in \omega_{1}, \phi_{k}(x) \phi_{k}^{\prime}(x)<0 \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
\forall x \in \omega_{3}, \phi_{k}(x) \phi_{k}^{\prime}(x)>0 \tag{18}
\end{equation*}
$$

hold. We only consider the second case (18), since the case (17) is similar.

Remark 2.3. Notice that from condition (18), we can deduce that either $\phi_{k}$ is positive and increasing on $\omega_{3}$ or $\phi_{k}$ is negative and decreasing on $\omega_{3}$. Note also that this condition implies that : $x \rightarrow|\phi|(x)$ is strictly increasing on $\omega_{3}$.
We split $\omega_{3}$ in two consecutive subintervals $\omega_{3,1}$ and $\omega_{3,2}$ of identical measure.
First case : Suppose that there exists $x_{0} \in \omega_{3,1}$ such that $\frac{\gamma\left(x_{0}\right)}{\lambda_{k}}\left|\phi_{k}^{\prime}\left(x_{0}\right)\right|^{2} \leq$ $\frac{\mathcal{R}_{k}}{2}$. This assumption and inequality (14) give

$$
\left|\phi_{k}\left(x_{0}\right)\right|^{2}+\frac{\mathcal{R}_{k}}{2} \geq\left|\phi_{k}\left(x_{0}\right)\right|^{2}+\frac{\gamma\left(x_{0}\right)}{\lambda_{k}}\left|\phi_{k}^{\prime}\left(x_{0}\right)\right|^{2} \geq \mathcal{R}_{k}\left|\phi_{k}(y)\right|^{2}, \forall y \in \Omega
$$

and integrating on $\Omega$ with respect to the variable $y$, we get:

$$
\left|\phi_{k}\left(x_{0}\right)\right|^{2} \geq \frac{\mathcal{R}_{k}}{2}
$$

According to Remark 2.3, $|\phi|^{2}$ is increasing on $\omega_{3}$. Thus, integrating on $\omega_{3,2}$, we obtain

$$
\int_{\omega_{3,2}}\left|\phi_{k}(x)\right|^{2} d x \geq C \mathcal{R}_{k}|\omega|
$$

Second case : Suppose now that $\forall x_{0} \in \omega_{3,1}, \frac{\gamma\left(x_{0}\right)}{\lambda_{k}}\left|\phi_{k}^{\prime}\left(x_{0}\right)\right|^{2}>\frac{\mathcal{R}_{k}}{2}$. Let us integrate the square root of this inequality on $\omega_{3,1}$

$$
\int_{\omega_{3,1}}\left|\phi_{k}^{\prime}\left(x_{0}\right)\right| d x_{0}>C \sqrt{\lambda_{k} \mathcal{R}_{k}}\left|\omega_{3,1}\right|
$$

According to Remark 2.3, $\phi_{k}$ is monotonic on $\omega_{3}$ so $\int_{\omega_{3,1}}\left|\phi_{k}^{\prime}\left(x_{0}\right)\right| d x_{0}=$ $\left|\int_{\omega_{3,1}} \phi_{k}^{\prime}\left(x_{0}\right) d x_{0}\right|$. Denote by $a_{3,1}<b_{3,1}$ the end points of $\omega_{3,1}$. We have

$$
\left|\phi_{k}\left(b_{3,1}\right)-\phi_{k}\left(a_{3,1}\right)\right|>C \sqrt{\lambda_{k} \mathcal{R}_{k}}\left|\omega_{3,1}\right|
$$

and thus, since $\left|\phi_{k}\right|$ is increasing,

$$
2\left|\phi_{k}\left(b_{3,1}\right)\right|>C \sqrt{\lambda_{k} \mathcal{R}_{k}}\left|\omega_{3,1}\right|
$$

Hence,

$$
\int_{\omega}\left|\phi_{k}\right|^{2}(x) d x \geq \int_{\omega_{3,2}}\left|\phi_{k}\right|^{2}(x) d x \geq\left|\phi_{k}\left(b_{3,1}\right)\right|^{2}\left|\omega_{3,2}\right| \geq C \lambda_{k} \mathcal{R}_{k}|\omega|^{3}
$$

which concludes the proof.

## 3. Discrete spectral properties.

3.1. General strategy. As previously stated, our goal here is to prove qualitative properties for the eigenelements of the discrete elliptic operator $\mathcal{A}^{h}$. We shall adapt Theorem 1.1 to the discrete setting by mimicking the proof given in Section 2. We start by the following preliminary result. Its proof is postponed to Section 3.4. We recall that we have assumed that $q \geq 0$.

Lemma 3.1. Assume that $\left(\mathrm{H}_{0}\right)$ holds. Let $\omega$ be a non-empty open subset of $\Omega$ and $\beta>0$. There exist $h_{1}(q, \gamma, \beta)>0, h_{2}(q, \gamma, \omega, \beta)>0$ and $C_{1}(q, \gamma, \beta)>0$, $C_{2}(q, \gamma, \omega, \beta)>0$ such that for any mesh of $\Omega$ such that $\Theta_{h} \leq \beta$, we have

$$
\frac{1}{\lambda_{k}^{h}}\left|\partial_{b} \phi_{k}^{h}\right|^{2} \geq C_{1} \mathcal{R}_{k}^{h}, \quad \forall b \in\{l, r\}, \quad \forall k \in \llbracket 1, N \rrbracket,
$$

if $h \leq h_{1}$ and

$$
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{2} \mathcal{R}_{k}^{h}, \forall k \in \llbracket 1, N \rrbracket
$$

if $h \leq h_{2}$, with $\mathcal{R}_{k}^{h}$ given by

$$
\begin{equation*}
\mathcal{R}_{k}^{h}:=\min _{i, j \in \llbracket 1, N+1 \rrbracket} \frac{\left|\phi_{i, k}^{h}\right|^{2}+\frac{\gamma_{i-1 / 2}}{\lambda_{k}^{h}}\left|\frac{\phi_{i, k}^{h}-\phi_{i-1, k}^{h}}{h_{i-1 / 2}}\right|^{2}}{\left|\phi_{j, k}^{h}\right|^{2}+\frac{\gamma_{j-1 / 2}}{\lambda_{k}^{h}}\left|\frac{\phi_{j, k}^{h}-\phi_{j-1, k}^{h}}{h_{j-1 / 2}}\right|^{2}} \tag{19}
\end{equation*}
$$

This lemma shows that, to obtain (possibly uniform in $k$ and $h$ ) lower bounds on $\left|\partial_{b} \phi_{k}^{h}\right| / \sqrt{\lambda_{k}^{h}}$ and $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}$ it is enough to obtain lower bounds on $\mathcal{R}_{k}^{h}$.

To this end, we propose the following transformation of the discrete second order equation into a suitable first order system.

LEMMA 3.2. We consider a given mesh of $\Omega$, $f^{h}$ a vector of $\mathbb{R}^{N}, \lambda>0$ and we assume that $u^{h} \in \mathbb{R}^{N}$ satisfies the discrete equation

$$
\begin{equation*}
\mathcal{A}^{h} u^{h}=\lambda u^{h}+f^{h} . \tag{20}
\end{equation*}
$$

Then, the following relation holds for any $j \in \llbracket 1, N \rrbracket$

$$
\begin{equation*}
U_{j+1}^{h}=\left(\mathrm{I}+h_{j} M_{j}^{h}\right) U_{j}^{h}+h_{j}\left(Q_{j}^{h} U_{j}^{h}+F_{j}^{h}\right) \tag{21}
\end{equation*}
$$

where we have defined the families of vectors

$$
U_{j}^{h}:=\binom{u_{j}^{h}}{\sqrt{\frac{\gamma_{j-1 / 2}}{\lambda}} \frac{u_{j}^{h}-u_{j-1}^{h}}{h_{j-1 / 2}}} \text { and } F_{j}^{h}:=\binom{-h_{j+1 / 2} \frac{f_{j}^{h}}{\gamma_{j+1 / 2}}}{-\frac{f_{j}^{h}}{\sqrt{\gamma_{j+1 / 2} \lambda}}}
$$

as well as the families of matrices

$$
M_{j}^{h}:=\left(\begin{array}{cc}
-h_{j-1 / 2} \frac{\lambda}{\gamma_{j+1 / 2}} & \frac{h_{j+1 / 2}}{h_{j}} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}}  \tag{22}\\
-\sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} & 0
\end{array}\right)
$$

and

$$
Q_{j}^{h}:=\left(\begin{array}{cc}
h_{j+1 / 2} \frac{q_{j}}{\gamma_{j+1 / 2}} & h_{j+1 / 2} \sqrt{\frac{\lambda \gamma_{j-1 / 2}}{\gamma_{j+1 / 2}} \frac{1}{\sqrt{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}}} \\
\frac{q_{j}}{\sqrt{\lambda \gamma_{j+1 / 2}}} & \sqrt{\gamma_{j-1 / 2}} \frac{1}{\sqrt{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}} \\
h_{j}
\end{array}\right)
$$

Remark 3.1. Note that the matrix $\left(\mathrm{I}+h_{j} M_{j}^{h}\right)$ is a one step propagator which is the discrete analogue of $\exp \left(\int_{x_{j}}^{x_{j+1}} M(s) \mathrm{d} s\right)$.
We shall make use of the following estimates.

Lemma 3.3. For any mesh of size $N$ and any $\gamma, q$ satisfying $\left(\mathrm{H}_{0}\right)$, we have the inequalities

$$
\frac{\gamma_{\min }}{\left(\Theta_{h}\right)^{2}} \lambda_{k}^{h_{*}}-\|q\|_{L^{\infty}} \leq \lambda_{k}^{h} \leq\left(\Theta_{h}\right)^{2}\|\gamma\|_{L^{\infty}} \lambda_{k}^{h_{*}}+\|q\|_{L^{\infty}}, \forall k \in \llbracket 1, N \rrbracket,
$$

where $\lambda_{k}^{h_{*}}$ was defined in Remark 1.3. In particular, for any $\beta>0$, there exists $C_{1}, C_{2}, C_{3}>0$ depending only on $\gamma, q$ and $\beta$ such that for any mesh satisfying $\Theta_{h} \leq \beta$ we have the inequalities

$$
\begin{aligned}
C_{1} k^{2}-C_{2} \leq \lambda_{k}^{h} \leq & C_{3} k^{2}+C_{2}, \quad \forall k \in \llbracket 1, N \rrbracket, \\
& h^{2} \lambda_{k}^{h} \leq C_{2}, \quad \forall k \in \llbracket 1, N \rrbracket .
\end{aligned}
$$

The proof relies on Remark 1.3 and the min-max principle. It is a straightforward computation that we leave to the reader. Those estimates can be seen as discrete versions of (2).

Proof (of lemma 3.2). The proof of (21) is a tedious but simple computation. The second component of $U_{j+1}^{h}-U_{j}^{h}$ satisfies

$$
\begin{aligned}
\sqrt{\frac{\gamma_{j+1 / 2}}{\lambda}} \frac{u_{j+1}^{h}-u_{j}^{h}}{h_{j+1 / 2}} & -\sqrt{\frac{\gamma_{j-1 / 2}}{\lambda}} \frac{v_{j}^{h}-u_{j-1}^{h}}{h_{j-1 / 2}} \\
= & \frac{1}{\sqrt{\lambda \gamma_{j+1 / 2}}}\left(\gamma_{j+1 / 2} \frac{u_{j+1}^{h}-u_{j}^{h}}{h_{j+1 / 2}}-\gamma_{j-1 / 2} \frac{u_{j}^{h}-u_{j-1}^{h}}{h_{j-1 / 2}}\right) \\
& \quad+\frac{u_{j}^{h}-u_{j-1}^{h}}{h_{j-1 / 2}} \sqrt{\frac{\gamma_{j-1 / 2}}{\lambda}} \sqrt{\gamma_{j-1 / 2}}\left(\frac{1}{\sqrt{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}}\right) \\
=- & h_{j}\left(\frac{\lambda-q_{j}}{\sqrt{\lambda \gamma_{j+1 / 2}}}\right) u_{j}^{h}-h_{j} \frac{f_{j}^{h}}{\sqrt{\lambda \gamma_{j+1 / 2}}} \\
& \quad+\frac{u_{j}^{h}-u_{j-1}^{h}}{h_{j-1 / 2}} \sqrt{\frac{\gamma_{j-1 / 2}}{\lambda}} h_{j} \sqrt{\gamma_{j-1 / 2}}\left(\frac{\frac{1}{\sqrt{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}}}{h_{j}}\right),
\end{aligned}
$$

where we used the original equation (20) in the last equality, whereas for the first component, we simply write

$$
u_{j+1}^{h}-u_{j}^{h}=\left(h_{j+1 / 2} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}}\right) \sqrt{\frac{\gamma_{j+1 / 2}}{\lambda}} \frac{u_{j+1}^{h}-u_{j}^{h}}{h_{j+1 / 2}} .
$$

It follows, in vectorial form, the following equality

$$
\begin{aligned}
U_{j+1}^{h}-U_{j}^{h}= & \left(\begin{array}{cc}
0 & h_{j+1 / 2} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} \\
0 & 0
\end{array}\right) U_{j+1}^{h}+\left(\begin{array}{cc}
0 & 0 \\
-h_{j} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} & 0
\end{array}\right) U_{j}^{h} \\
& +\left(\begin{array}{c}
0 \\
\left.h_{j} \frac{q_{j}}{\sqrt{\lambda \gamma_{j+1 / 2}}} h_{j} \sqrt{\gamma_{j-1 / 2}}\left(\frac{0}{\sqrt{\frac{1}{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}}}\right)\right) U_{j}^{h} \\
\\
\end{array}+\binom{0}{-h_{j} \frac{f_{j}^{h}}{\sqrt{\gamma_{j+1 / 2}}}} .\right.
\end{aligned}
$$

This is not yet the required form since $U_{j+1}^{h}$ appears in the right-hand side. Thus, we collect the terms in $U_{j+1}^{h}$ in the left-hand side as follows

$$
\begin{aligned}
& \left(\begin{array}{cc}
1 & -h_{j+1 / 2} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} \\
0 & 1
\end{array}\right) U_{j+1}^{h}=\left(\begin{array}{cc}
1 & 0 \\
-h_{j} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} & 1
\end{array}\right) U_{j}^{h} \\
& +\left(\begin{array}{cc}
0 & h_{j} \\
h_{j} \frac{q_{j}}{\sqrt{\lambda \gamma_{j+1 / 2}}} & h_{j} \sqrt{\gamma_{j-1 / 2}}\left(\frac{\frac{1}{\sqrt{\gamma_{j+1 / 2}}}-\frac{1}{\sqrt{\gamma_{j-1 / 2}}}}{h_{j}}\right)
\end{array}\right) U_{j}^{h}+\binom{0}{-h_{j} \frac{f_{j}^{h}}{\sqrt{\gamma_{j+1 / 2} \lambda}}},
\end{aligned}
$$

and we get the claim by multiplying the previous equality by

$$
\left(\begin{array}{cc}
1 & h_{j+1 / 2} \sqrt{\frac{\lambda}{\gamma_{j+1 / 2}}} \\
0 & 1
\end{array}\right),
$$

which is nothing but the inverse of the $2 \times 2$ matrix appearing in the left-hand side term.

For any $j, k \in \llbracket 1, N \rrbracket$, we denote by $Q_{j, k}^{h}, M_{j, k}^{h}$ the matrices as defined in the previous lemma for the particular value $\lambda=\lambda_{k}^{h}$. Using the uniform bounds on the discrete eigenvalues obtained in Lemma 3.3, one can easily deduce that there exists a $C\left(q, \gamma, \Theta_{h}\right)>0$ but independent of $h$ such that

$$
\begin{equation*}
\left\|Q_{j, k}^{h}\right\| \leq C, \text { and }\left\|M_{j, k}^{h}\right\| \leq C \sqrt{\lambda_{k}^{h}}, \quad \forall h>0, \forall j, k \in \llbracket 1, N \rrbracket \tag{23}
\end{equation*}
$$

and moreover, if $\gamma$ is assumed to be constant then we have the additional estimate

$$
\begin{equation*}
\left\|Q_{j, k}^{h}\right\| \leq C\left(h_{j+1 / 2}+\frac{1}{\sqrt{\lambda_{k}^{h}}}\right), \quad \forall h>0, \forall j, k \in \llbracket 1, N \rrbracket . \tag{24}
\end{equation*}
$$

3.2. Estimates in the general case (S1). We are now in position to prove our first results in the more general case we shall consider, that is the setting (S1).

Theorem 3.1. Let $\gamma$ and $q$ satisfying $\left(\mathrm{H}_{0}\right), \omega$ a non empty open subset of $\Omega$ and $\beta>0$. There exists $h_{1}(q, \gamma, \beta)>0, h_{2}(q, \gamma, \omega, \beta)>0$ and $C(q, \gamma, \beta)>0$, $C_{1}(q, \gamma, \beta)>0, C_{2}(q, \gamma, \omega, \beta)>0$ such that the following lower bounds hold for any mesh of $\Omega$ such that $\Theta_{h} \leq \beta$

$$
\frac{1}{\sqrt{\lambda_{k}^{h}}}\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1} e^{-C \sqrt{\lambda_{k}^{h}}}, \forall k \in \llbracket 1, N \rrbracket, \forall b \in\{l, r\},
$$

as soon as $h \leq h_{1}$ and

$$
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{2} e^{-C \sqrt{\lambda_{k}^{h}}}, \forall k \in \llbracket 1, N \rrbracket
$$

as soon as $h \leq h_{2}$.
Moreover, if $\gamma$ and $q$ satisfy hypothesis $\left(\mathrm{H}_{2}\right)$, there exists $C_{3}(q, \gamma, \beta)>0$ and $\alpha(q, \gamma, \beta)>0$ such that

$$
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C_{3} k, \forall k \in \llbracket 1, \alpha N^{2 / 5} \rrbracket
$$

Proof. Let $k \in \llbracket 1, N \rrbracket$. We apply Lemma 3.2 with $u^{h}:=\phi_{k}^{h}=\left(\phi_{p, k}^{h}\right)_{p \in \llbracket 1, N \rrbracket}$, $\lambda=\lambda_{k}^{h}$ and $f^{h}=0$. The vectors $U_{j}^{h}$ are then denoted by $U_{j, k}^{h}$ to keep track of the dependence on $k$. Moreover, with those notations, the quantity $\mathcal{R}_{k}^{h}$ defined in (19) can be expressed as

$$
\begin{equation*}
\mathcal{R}_{k}^{h}=\inf _{i, j \in \llbracket 1, N+1 \rrbracket} \frac{\left\|U_{i, k}^{h}\right\|^{2}}{\left\|U_{j, k}^{h}\right\|^{2}} . \tag{25}
\end{equation*}
$$

Therefore, to obtain the announced lower bound, we only have to obtain a bound of $\left\|U_{j, k}^{h}\right\|$ by $\left\|U_{i, k}^{h}\right\|$ for any two indices $i, j$.

From the estimate (23) and the standard inequality $1+t \leq e^{t}, \forall t \geq 0$, we find the upper-bound

$$
\left\|\mathrm{I}+h_{j} M_{j, k}^{h}+h_{j} Q_{j, k}^{h}\right\| \leq \exp \left(h_{j} C \sqrt{\lambda_{k}^{h}}\right), \quad \forall j \in \llbracket 1, N \rrbracket .
$$

Direct computations, similar to the ones in the proof Lemma 3.2, also show that

$$
\left\|\left(\mathrm{I}+h_{j} M_{j, k}^{h}+h_{j} Q_{j, k}^{h}\right)^{-1}\right\| \leq \exp \left(h_{j} C \sqrt{\lambda_{k}^{h}}\right), \forall j \in \llbracket 1, N \rrbracket .
$$

Then, using (21) with $f^{h}=0$, we immediately obtain

$$
\exp \left(-C \sqrt{\lambda_{k}^{h}}\right)\left\|U_{j, k}^{h}\right\| \leq\left\|U_{i, k}^{h}\right\|, \quad \forall i, j \in \llbracket 1, N+1 \rrbracket .
$$

By (25) and Lemma 3.1, the claim follows.
We now prove the gap property for a part of the spectrum. To this end, we will use Proposition 3.1 below. Take $k$ a positive integer such that $k \leq \alpha N^{2 / 5}$, where $\alpha(q, \gamma, \beta)>0$ will be chosen later on. Then, $\exists \bar{C}(q, \gamma, \beta)>0$, such that

$$
\begin{aligned}
\lambda_{k+1}^{h}-\lambda_{k}^{h} & \geq \lambda_{k+1}-\lambda_{k}-\left|\lambda_{k+1}^{h}-\lambda_{k+1}\right|-\left|\lambda_{k}^{h}-\lambda_{k}\right| \\
& \geq \bar{C} k-C h^{2} \lambda_{k}^{3} \\
& \geq \bar{C} k-C h^{2} k^{6},
\end{aligned}
$$

and the last inequality comes from (2). Now since

$$
h^{2} k^{6}=\left(h^{2} k^{5}\right) k \leq\left(h^{2} \alpha^{5} N^{2}\right) k \leq \Theta_{h}^{2} \alpha^{5} k \leq \beta^{2} \alpha^{5} k,
$$

we can write

$$
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq \bar{C} k-C \beta^{2} \alpha^{5} k
$$

Now take $\alpha$ such that $\bar{C} \geq 2 C \beta^{2} \alpha^{5}$ to get

$$
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq \frac{\bar{C}}{2} k
$$

This concludes the proof.
We have used above the following somehow standard numerical analysis result, whose proof is omitted. It can be obtained by similar techniques as in [6] and [20] and using the convergence analysis of finite difference methods on general grids given in [5].

Proposition 3.1. Assume that $q$ and $\gamma$ satisfy $\left(\mathrm{H}_{2}\right)$. For any $\beta>0$, there exists $C(\gamma, q, \beta)>0$, such that for any mesh satisfying $\Theta_{h} \leq \beta$, we have

$$
\left|\lambda_{k}^{h}-\lambda_{k}\right| \leq C h^{2} \lambda_{k}^{3}, \forall k \in \llbracket 1, N \rrbracket .
$$

3.3. Estimates for of a uniform grid, cases (S2) and (S3). In the previous subsection, the exponentially small lower bound comes from the crude estimate of the norm of the propagation matrix I $+h_{j} M_{j, k}^{h}$ by $1+C h_{j} \sqrt{\lambda_{k}^{h}}$. Besides, as noticed in Remark 3.1, the counter-part in the continuous case of this propagation matrix is $\exp \left(\int_{x_{j}}^{x_{j+1}} M(s) d s\right)$ which is a unitary matrix (see the proof of Lemma 2.3).

Thus, our objective is now to improve those estimates in the case of a uniform mesh. To this end, we introduce the discrete resolvant $S_{i \leftarrow j, k}^{h}$ defined by

$$
S_{i \leftarrow j, k}^{h}:=\left\{\begin{array}{rr}
\left(\mathrm{I}+h M_{i-1, k}^{h}\right)\left(\mathrm{I}+h M_{i-2, k}^{h}\right) \cdots\left(\mathrm{I}+h M_{j, k}^{h}\right) & \text { for } i>j \\
\mathrm{I} & \text { for } i=j \\
\left(S_{j \leftarrow i, k}^{h}\right)^{-1} & \text { for } i<j
\end{array}\right.
$$

and for which we will be able to prove sharper estimates. Observe that each matrix $\mathrm{I}+h M_{i, k}^{h}$ is invertible since its determinant is equal to one for a uniform grid (see (22)).

Lemma 3.4. With the same notations as in Lemma 3.2, there exists $C(q, \gamma)>0$, and $h_{0}(q, \gamma)>0$, such that for any $h<h_{0}$, and any $i, j \in \llbracket 1, N+1 \rrbracket$,

$$
\begin{align*}
\left\|U_{i, k}^{h}\right\| \leq C \exp (C & \left.\sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}} h\left\|S_{i \leftarrow p+1, k}^{h}\right\|\left\|Q_{p, k}^{h}\right\|\right)  \tag{26}\\
& \times\left[\left\|S_{i \leftarrow j, k}^{h}\right\|\left\|U_{j, k}^{h}\right\|+\sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}} h\left\|S_{i \leftarrow p+1, k}^{h}\right\|\left\|F_{p, k}^{h}\right\|\right] .
\end{align*}
$$

Proof. Let $i, j \in \llbracket 1, N+1 \rrbracket$. From (21), discrete Duhamel formula gives

$$
\begin{align*}
& \text { for } i>j: \quad U_{i, k}^{h}=S_{i \leftarrow j, k}^{h} U_{j, k}^{h}+h \sum_{p=j}^{i-1} S_{i \leftarrow p+1, k}^{h}\left(Q_{p, k}^{h} U_{p, k}^{h}+F_{p, k}^{h}\right),  \tag{27}\\
& \text { for } i<j: \quad U_{i, k}^{h}=S_{i \leftarrow j, k}^{h} U_{j, k}^{h}-h \sum_{p=i}^{j-1} S_{i \leftarrow p+1, k}^{h}\left(Q_{p, k}^{h} U_{p, k}^{h}+F_{p, k}^{h}\right) . \tag{28}
\end{align*}
$$

So for any $i, j \in \llbracket 1, N+1 \rrbracket$,

$$
\left\|U_{i, k}^{h}\right\| \leq\left\|S_{i \leftarrow j, k}^{h}\right\|\left\|U_{j, k}^{h}\right\|+h \sum_{p \in \llbracket i, j \rrbracket}\left\|S_{i \leftarrow p+1, k}^{h}\right\|\left(\left\|Q_{p, k}^{h}\right\|\left\|U_{p, k}^{h}\right\|+\left\|F_{p, k}^{h}\right\|\right) .
$$

Using the bound (23) on $\left\|Q_{i, k}^{h}\right\|$,

$$
\begin{aligned}
\left\|U_{i, k}^{h}\right\|\left(1-C h\left\|S_{i \leftarrow i+1, k}^{h}\right\|\right) \leq & \left\|S_{i \leftarrow j, k}^{h}\right\|\left\|U_{j, k}^{h}\right\| \\
& +h \sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}}\left\|S_{i \leftarrow p+1, k}^{h}\right\|\left(\left\|Q_{p, k}^{h}\right\|\left\|U_{p, k}^{h}\right\|+\left\|F_{p, k}^{h}\right\|\right) .
\end{aligned}
$$

Note also that $\left\|S_{i \leftarrow i+1, k}^{h}\right\|=\left\|\mathrm{I}+h M_{i, k}^{h}\right\| \leq 1+C h \sqrt{\lambda_{k}^{h}}$. Thus, by Lemma 3.3 and Remark 1.3 (remember that the mesh is assumed to be uniform), for $h$ small enough and some $C(q, \gamma)>0$, we have

$$
\left\|U_{i, k}^{h}\right\| \leq C\left\|S_{i \leftarrow j, k}^{h}\right\|\left\|U_{j, k}^{h}\right\|+C h \sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}}\left\|S_{i \leftarrow p+1, k}^{h}\right\|\left(\left\|Q_{p, k}^{h}\right\|\left\|U_{p, k}^{h}\right\|+\left\|F_{p, k}^{h}\right\|\right) .
$$

We conclude with discrete Gronwall's Lemma.
We recall that in the continuous case we had the fundamental property that $\left\|S\left(x_{0}, x\right)\right\|=1$. Here we will not obtain that the discrete resolvant $S_{j \leftarrow i, k}^{h}$ is unitary but we are able to produce uniform bounds on this object at least for a well chosen portion of the discrete spectrum.

Suppose that $q$ and $\gamma$ satisfy assumption $\left(\mathrm{H}_{0}\right)$. For any $\varepsilon \geq 0$, we define the following integer

$$
\begin{equation*}
k_{\max , \varepsilon}^{h}:=\max \left\{k \in \llbracket 1, N \rrbracket ; \lambda_{k}^{h}<\frac{4}{h^{2}} \gamma_{\min }(1-\varepsilon)\right\} . \tag{29}
\end{equation*}
$$

Proposition 3.2. Let $q$ and $\gamma$ satisfying $\left(\mathrm{H}_{0}\right)$. There exists $h_{0}(q, \gamma)>0$ and $C(q, \gamma)>0$ such that, for any $\varepsilon>0$ and any uniform mesh of size $h<h_{0}$, we have the estimate

$$
\begin{equation*}
\left\|S_{i \leftarrow j, k}^{h}\right\| \leq C \exp \left(\frac{C}{\varepsilon}\right), \forall i, j \in \llbracket 1, N+1 \rrbracket, \quad \forall k \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket . \tag{30}
\end{equation*}
$$

If we additionally assume that the diffusion coefficient $\gamma$ is constant, then the following estimate holds for the whole spectrum of $\mathcal{A}^{h}$, for any $h<h_{0}$

$$
\begin{equation*}
\left\|S_{i \leftarrow j, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2}}{4 \gamma}\left(\lambda_{k}^{h}-\|q\|_{L^{\infty}}\right)}}, \quad \forall i, j \in \llbracket 1, N+1 \rrbracket, \quad \forall k \in \llbracket 1, N \rrbracket . \tag{31}
\end{equation*}
$$

Note that, by Lemma 3.3 and Remark 1.3, there exists a $\alpha(q, \gamma)>0$ such that

$$
k_{\max , \varepsilon}^{h} \geq \alpha N \sqrt{1-\varepsilon}, \quad \forall h>0
$$

Thus, inequality (30) in the previous proposition gives actually a uniform estimate of $S_{\bullet \leftarrow \bullet, k}^{h}$ for (at least) a constant portion of the eigenelements of the discrete operator $\mathcal{A}^{h}$.

Proof. Since $S_{i \leftarrow j, k}^{h} U_{j, k}^{h}=U_{i, k}^{h}$, the study of the norm of $S_{i \leftarrow j, k}^{h}$ amounts in obtaining a bound on $U_{i, k}^{h}$ in function of $U_{j, k}^{h}$, for any $i, j$, where $U_{\bullet, k}^{h}$ is any solution of the recurrence relation

$$
\begin{equation*}
U_{i+1, k}^{h}=\left(\mathrm{I}+h M_{i, k}^{h}\right) U_{i, k}^{h}, \quad \forall i \in \llbracket 1, N+1 \rrbracket . \tag{32}
\end{equation*}
$$

To simplify the notation in this proof, we shall sometimes drop the indices $h$ and $k$ but we keep in mind that the condition $k \leq k_{\text {max, }, ~ i m p l i e s ~ t h a t ~ t h e ~ e i g e n v a l u e ~}^{h} \lambda=\lambda_{k}^{h}$ we are considering satisfies the bound

$$
\begin{equation*}
\lambda<\frac{4}{h^{2}} \gamma_{\min }(1-\varepsilon) \tag{33}
\end{equation*}
$$

If we denote by $x_{i}, y_{i}$ the two components of $U_{i}$, according to (22), relation (32) reads

$$
\left\{\begin{array}{l}
x_{i+1}=x_{i}\left(1-\frac{h^{2} \lambda}{\gamma_{i+1 / 2}}\right)+y_{i} h \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}}  \tag{34}\\
y_{i+1}=-x_{i} h \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}}+y_{i}
\end{array}\right.
$$

The key-point is now to introduce the following quantity

$$
\begin{equation*}
H_{i}:=x_{i}^{2}+y_{i}^{2}-h \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}} x_{i} y_{i} . \tag{35}
\end{equation*}
$$

As we will see below, this quantity is conserved in the recurrence process $\left(H_{i+1}=H_{i}\right)$, when $\gamma$ is constant. However, in the general case, this conservation does not hold anymore and we need sharper estimates.

After some tedious but straightfoward computations, we end up with the following identity

$$
\begin{align*}
H_{i+1} & =H_{i}+\left(\frac{1}{\sqrt{\gamma_{i+1 / 2}}}-\frac{1}{\sqrt{\gamma_{i+3 / 2}}}\right)  \tag{36}\\
& \times\left[x_{i}^{2} \frac{h^{2} \lambda}{\sqrt{\gamma_{i+1 / 2}}}\left(\frac{h^{2} \lambda}{\gamma_{i+1 / 2}}-1\right)+y_{i}^{2} \frac{h^{2} \lambda}{\sqrt{\gamma_{i+1 / 2}}}+x_{i} y_{i} h \sqrt{\lambda}\left(1-\frac{2 h^{2} \lambda}{\gamma_{i+1 / 2}}\right)\right]
\end{align*}
$$

Using the regularity assumptions on $\gamma$ and the mean-value theorem, we deduce that for some $C(\gamma)>0$

$$
\left|H_{i+1}\right| \leq\left|H_{i}\right|+h C(\gamma)\left[\frac{2 h^{2} \lambda}{\sqrt{\gamma_{\min }}}\left(\frac{h^{2} \lambda}{\gamma_{\min }}+1\right)+\frac{h \sqrt{\lambda}}{2}\left(1+\frac{2 h^{2} \lambda}{\gamma_{\min }}\right)\right]\left(x_{i}^{2}+y_{i}^{2}\right) .
$$

Moreover, we know from Lemma 3.3 that the quantity $h^{2} \lambda$ is uniformly bounded by some constant depending only on $q$ and $\gamma$. It finally follows that, for some $C(q, \gamma)>0$, we have

$$
\begin{equation*}
\left|H_{i+1}\right| \leq\left|H_{i}\right|+h C\left(x_{i}^{2}+y_{i}^{2}\right), \quad \forall i \in \llbracket 1, N \rrbracket \tag{37}
\end{equation*}
$$

Besides, from definition (35) of $H_{i}$, we easily get that

$$
\begin{equation*}
\left(x_{i}^{2}+y_{i}^{2}\right)\left(1-\frac{h}{2} \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}}\right) \leq H_{i} \leq\left(x_{i}^{2}+y_{i}^{2}\right)\left(1+\frac{h}{2} \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}}\right) \tag{38}
\end{equation*}
$$

Using again that $h^{2} \lambda$ is uniformly bounded, the right-hand side term can be replaced by some $C\left(x_{i}^{2}+y_{i}^{2}\right)$. However, the factor in front of $\left(x_{i}^{2}+y_{i}^{2}\right)$ in the left-hand side may become negative for large eigenvalues. That is exactly the reason why the condition (33) on $\lambda$ (which is nothing but the condition on $k$ in the statement of the proposition) enters into the analysis. Indeed, if we assume (33), the above inequalities become

$$
\begin{equation*}
\frac{\varepsilon}{2}\left(x_{i}^{2}+y_{i}^{2}\right) \leq H_{i} \leq C(q, \gamma)\left(x_{i}^{2}+y_{i}^{2}\right) \tag{39}
\end{equation*}
$$

From (37), we can thus infer that

$$
\left|H_{i+1}\right| \leq\left|H_{i}\right|+\frac{C}{\varepsilon} h\left|H_{i}\right| \leq \exp (h C / \varepsilon)\left|H_{i}\right|, \quad \forall i \in \llbracket 1, N \rrbracket,
$$

and finally, for any $i \geq j$, we get

$$
\left|H_{i}\right| \leq \exp ((i-j) h C / \varepsilon)\left|H_{j}\right| \leq \exp (C / \varepsilon)\left|H_{j}\right|
$$

Using again (39), we deduce that

$$
\left(x_{i}^{2}+y_{i}^{2}\right) \leq \frac{C}{\varepsilon} \exp \left(\frac{C}{\varepsilon}\right)\left(x_{j}^{2}+y_{j}^{2}\right)
$$

This exactly shows (30) in the case where $i \geq j$.
To prove the same equality for $j \geq i$, we come back to the equality (36) to get

$$
\begin{equation*}
\left|H_{i}\right| \leq\left|H_{i+1}\right|+C h\left(x_{i}^{2}+y_{i}^{2}\right) \tag{40}
\end{equation*}
$$

Then, from (34), we find

$$
\binom{x_{i}}{y_{i}}=\left(\begin{array}{cc}
1 & -h \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}} \\
h \sqrt{\frac{\lambda}{\gamma_{i+1 / 2}}} & 1-h^{2} \frac{\lambda}{\gamma_{i+1 / 2}}
\end{array}\right)\binom{x_{i+1}}{y_{i+1}}
$$

and using again that $h^{2} \lambda$ is uniformly bounded we obtain that, for some $C(q, \gamma)>0$,

$$
x_{i}^{2}+y_{i}^{2} \leq C\left(x_{i+1}^{2}+y_{i+1}^{2}\right), \quad \forall i \in \llbracket 1, N \rrbracket .
$$

Hence, (40) becomes

$$
\left|H_{i}\right| \leq\left|H_{i+1}\right|+C h\left(x_{i+1}^{2}+y_{i+1}^{2}\right) \leq\left|H_{i+1}\right|\left(1+\frac{C}{\varepsilon} h\right)
$$

and we can argue as before to prove our claim, when $j \geq i$.
Let us consider now the case where $\gamma$ is constant.

- We first assume that the eigenvalue satisfies

$$
\begin{equation*}
\frac{h^{2} \lambda}{4 \gamma} \leq 1-\frac{h^{2}}{\gamma} \tag{41}
\end{equation*}
$$

Since $\gamma$ is constant, we have $H_{i}=H_{j}$ for any $i, j$ (see (36)) and from (38) we have

$$
\left(1-\frac{h}{2} \sqrt{\frac{\lambda}{\gamma}}\right)\left(x_{i}^{2}+y_{i}^{2}\right) \leq H_{i}=H_{j} \leq C\left(x_{j}^{2}+y_{j}^{2}\right)
$$

By (41), we observe that the first factor in the left-hand side is positive, so that we can write

$$
x_{i}^{2}+y_{i}^{2} \leq \frac{C}{1-\frac{h}{2} \sqrt{\frac{\lambda}{\gamma}}}\left(x_{j}^{2}+y_{j}^{2}\right), \forall i, j \in \llbracket 1, N+1 \rrbracket,
$$

and the claim follows since, using again (41), we have

$$
\frac{1}{1-\frac{h}{2} \sqrt{\frac{\lambda}{\gamma}}}=\frac{1+\frac{h}{2} \sqrt{\frac{\lambda}{\gamma}}}{1-\frac{h^{2} \lambda}{4 \gamma}} \leq \frac{C}{1-\frac{h^{2} \lambda}{4 \gamma}} \leq \frac{C\left(1+\frac{\|q\|_{\infty}}{4}\right)}{1-\frac{h^{2}\left(\lambda-\|q\|_{L^{\infty}}\right)}{4 \gamma}}
$$

- Assume now that the eigenvalue does not satisfy (41). By Lemma 3.3 and Remark 1.3, this implies that

$$
\begin{equation*}
1-\frac{h^{2}}{\gamma}<\frac{h^{2} \lambda}{4 \gamma} \leq 1-h^{2}+\frac{h^{2}\|q\|_{L^{\infty}}}{4 \gamma} \tag{42}
\end{equation*}
$$

We set $\widetilde{\lambda}=\lambda-\|q\|_{L^{\infty}}$. We denote by $\widetilde{M}_{\bullet, k}^{h}$ and $\tilde{S}_{\bullet \leftarrow \bullet, k}^{h}$ the same matrices as $M_{\bullet, k}^{h}$ and $S_{\bullet \leftarrow \bullet, k}^{h}$ with $\lambda$ replaced by $\widetilde{\lambda}$. An explicit computation shows that, for $h$ small enough and using the left-hand side inequality of (42), we have

$$
\begin{equation*}
\left\|M_{i, k}^{h}-\widetilde{M}_{i, k}^{h}\right\| \leq C \frac{|\lambda-\widetilde{\lambda}|}{\sqrt{\lambda}+\sqrt{\widetilde{\lambda}}} \leq C h, \quad \forall i \in \llbracket 1, N \rrbracket \tag{43}
\end{equation*}
$$

Since, by construction, $\tilde{\lambda}$ satisfies the assumption (41), we have that

$$
\begin{equation*}
\left\|\tilde{S}_{i \leftarrow j, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2} \tilde{\lambda}}{4 \gamma}}}, \forall i, j \in \llbracket 1, N+1 \rrbracket \tag{44}
\end{equation*}
$$

With those notations, the recurrence relation (32) can be written as follows

$$
\begin{equation*}
U_{i+1, k}^{h}=\left(\mathrm{I}+h \widetilde{M}_{i, k}^{h}\right) U_{i, k}^{h}+h\left(M_{i, k}^{h}-\widetilde{M}_{i, k}^{h}\right) U_{i, k}^{h}, \quad \forall i \in \llbracket 1, N+1 \rrbracket . \tag{45}
\end{equation*}
$$

This formula has the same form as (21) with $F_{i, k}^{h}=0$ and $Q_{i, k}^{h}=M_{i, k}^{h}-\widetilde{M}_{i, k}^{h}$ so that we can use the inequality (26) in this context, as well as (43) and (44), to finally get

$$
\left\|U_{i, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2} \tilde{\lambda}}{4 \gamma}}} \exp \left(\frac{C h}{\sqrt{1-\frac{h^{2} \tilde{\lambda}}{4 \gamma}}}\right)\left\|U_{j, k}^{h}\right\|, \forall i, j \in \llbracket 1, N+1 \rrbracket
$$

Finally, since $\widetilde{\lambda}$ satisfies (41), we have $\sqrt{1-\frac{h^{2} \widetilde{\lambda}}{4 \gamma}} \geq \frac{h}{\sqrt{\gamma}}$ which proves that the exponential factor in the estimate above is actually uniformly bounded. It follows that

$$
\left\|U_{i, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2} \tilde{\lambda}}{4 \gamma}}}\left\|U_{j, k}^{h}\right\|, \forall i, j \in \llbracket 1, N+1 \rrbracket
$$

which exactly proves the claimed estimate.
We can now state and prove the following discrete spectral estimates in the setting (S2).

THEOREM 3.2 (The case of a uniform grid). Let $\gamma$ and $q$ satisfying $\left(\mathrm{H}_{0}\right), \omega \subset \Omega$ a non empty open subset of $\Omega$ and $\varepsilon>0$. There exists $h_{1}(q, \gamma)>0, h_{2}(q, \gamma, \omega)>0$ and $C_{1}(q, \gamma, \varepsilon)>0, C_{2}(q, \gamma, \omega, \varepsilon)>0$ so that for any uniform mesh of size $h$, we have

$$
\begin{gathered}
\frac{1}{\sqrt{\lambda_{k}^{h}}}\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1}, \forall k \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket, \forall b \in\{l, r\}, \forall h<h_{1}, \\
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{2}, \quad \forall k \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket, \forall h<h_{2}
\end{gathered}
$$

and

$$
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C_{1} \sqrt{\lambda_{k+1}^{h}}, \forall k \in \llbracket 1, k_{\max , \varepsilon}^{h}-1 \rrbracket, \forall h<h_{1}
$$

Proof. We apply Lemma 3.2 with $u^{h}=\phi_{k}^{h}, \lambda=\lambda_{k}^{h}$ and $f^{h}=0$. From Lemma 3.4 and inequality (30), we get for $i, j \in \llbracket 1, N+1 \rrbracket$,

$$
\left\|U_{i, k}^{h}\right\| \leq C \exp \left(\exp (C / \varepsilon) C \sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}} h\left\|Q_{p, k}^{h}\right\|\right) \times \exp (C / \varepsilon)\left\|U_{j, k}^{h}\right\|
$$

According to (23), we have a uniform bound $\left\|Q_{p, k}^{h}\right\| \leq C$, so that we finally obtain

$$
\left\|U_{i, k}^{h}\right\| \leq C(q, \gamma, \varepsilon)\left\|U_{j, k}^{h}\right\|, \quad \forall i, j \in \llbracket 1, N+1 \rrbracket
$$

By (25), we just have shown that

$$
\mathcal{R}_{k}^{h} \geq \frac{1}{C(q, \gamma, \varepsilon)^{2}}
$$

which gives the first two lower bounds by virtue of Lemma 3.1.
Let us now estimate the difference $\lambda_{k+1}^{h}-\lambda_{k}^{h}$ for any $k \in \llbracket 1, k_{\max , \varepsilon}^{h}-1 \rrbracket$. We follow the same lines as in the proof in the continuous case in Section 2. We set $u^{h}=\left(\partial_{r} \phi_{k}^{h}\right) \phi_{k+1}^{h}-\left(\partial_{r} \phi_{k+1}^{h}\right) \phi_{k}^{h}$ and $f^{h}=\left(\lambda_{k+1}^{h}-\lambda_{k}^{h}\right)\left(\partial_{r} \phi_{k+1}^{h}\right) \phi_{k}^{h}$, so that (20) is satisfied with $\lambda=\lambda_{k+1}^{h}$. We use the same notation as in Lemma 3.2, and we observe that

$$
U_{N+1}^{h}=\binom{u_{N+1}^{h}}{\sqrt{\frac{\gamma_{N+1 / 2}}{\lambda_{k+1}^{h}}} \partial_{r} u^{h}}=\binom{0}{0}
$$

since $\phi_{k+1}^{h}$ and $\phi_{k}^{h}$ satisfy the homogeneous boundary conditions and moreover, by construction, $\partial_{r} u^{h}=0$.

We can then apply Lemma 3.4, with $j=N+1$, and the estimates (23) and (30) to get

$$
\left\|U_{i}^{h}\right\| \leq C(q, \gamma, \varepsilon) \sum_{p \in \llbracket i, j \rrbracket \backslash\{i\}} h\left\|F_{p}^{h}\right\|, \forall i \in \llbracket 1, N+1 \rrbracket .
$$

By definition of $F^{h}$ and $f^{h}$, we have

$$
\left\|F_{p}^{h}\right\| \leq \frac{C(\gamma)}{\sqrt{\lambda_{k+1}^{h}}}\left(\lambda_{k+1}^{h}-\lambda_{k}^{h}\right)\left|\partial_{r} \phi_{k+1}^{h} \| \phi_{p, k}^{h}\right|, \quad \forall p \in \llbracket 1, N \rrbracket .
$$

Since $\phi_{k}^{h}$ is normalized in $L^{2}\left(\Omega_{h}\right)$ we conclude that

$$
\left\|U_{i}^{h}\right\| \leq \frac{C(q, \gamma, \varepsilon)}{\sqrt{\lambda_{k+1}^{h}}}\left(\lambda_{k+1}^{h}-\lambda_{k}^{h}\right)\left|\partial_{r} \phi_{k+1}^{h}\right|
$$

By definition of $U_{i}^{h}$, we have $\left|u_{i}^{h}\right| \leq\left\|U_{i}^{h}\right\|$ for any $i \in \llbracket 1, N \rrbracket$ and thus, the discrete $L^{2}$ norm of $u^{h}$ is estimated by

$$
\left\|u^{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq \frac{C(q, \gamma, \varepsilon)}{\lambda_{k+1}^{h}}\left|\lambda_{k+1}^{h}-\lambda_{k}^{h}\right|^{2}\left|\partial_{r} \phi_{k+1}^{h}\right|^{2}
$$

By definition of $u^{h}$ and since $\phi_{k+1}^{h}$ and $\phi_{k}^{h}$ are orthonormal we have

$$
\left\|u^{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\partial_{r} \phi_{k+1}^{h}\right)^{2}+\left(\partial_{r} \phi_{k}^{h}\right)^{2} .
$$

Combining the two previous inequalities (and using that $\partial_{r} \phi_{k+1}^{h} \neq 0$ ) we finally get

$$
1 \leq \frac{C(q, \gamma, \varepsilon)}{\lambda_{k+1}^{h}}\left|\lambda_{k+1}^{h}-\lambda_{k}^{h}\right|^{2},
$$

which gives the claim.
Finally, in the case of a constant diffusion coefficient and uniform grids we obtain a stronger result with precise lower bounds for all the eigenfunctions of $\mathcal{A}^{h}$.

Theorem 3.3 (Uniform grid - constant diffusion). Let $q$ be a continuous function on $\bar{\Omega}$ and assume that $\gamma$ is a constant function. Let $\omega \subset \Omega$ be a non-empty open subset of $\Omega$. There exist $h_{1}(q, \gamma)>0, h_{2}(q, \gamma, \omega)>0$ sufficiently small and $C_{1}(q, \gamma)>0$, $C_{2}(q, \gamma, \omega)>0$ such that for any uniform mesh of size $h$, we have for $h<h_{1}$,

$$
\frac{1}{\sqrt{\lambda_{k}^{h}}}\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1} \sqrt{1-\frac{h^{2}\left(\lambda_{k}^{h}-\|q\|_{L^{\infty}}\right)}{4 \gamma}}, \forall k \in \llbracket 1, N \rrbracket, \forall b \in\{l, r\},
$$

and

$$
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq C_{2}\left(1-\frac{h^{2}\left(\lambda_{k}^{h}-\|q\|_{L^{\infty}}\right)}{4 \gamma}\right), \forall k \in \llbracket 1, N \rrbracket,
$$

for $h<h_{2}$. Moreover,

$$
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C_{1} \sqrt{\lambda_{k+1}^{h}} \sqrt{1-\frac{h^{2}\left(\lambda_{k+1}^{h}-\|q\|_{L^{\infty}}\right)}{4 \gamma}}, \forall k \in \llbracket 1, N-1 \rrbracket,
$$

as soon as $h<h_{1}$.
Proof. We shall use the notation $\widetilde{\lambda}_{k}^{h}=\lambda_{k}^{h}-\|q\|_{L^{\infty}}$. We follow exactly the same lines as in the proof of the previous theorem, except that the estimate (30) is now improved into (31). It follows that, for any $i, j \in \llbracket 1, N+1 \rrbracket$ we have

$$
\left\|U_{i, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2}}{4} \frac{\widetilde{\lambda}_{k}^{k}}{\gamma}}} \exp \left(\frac{C}{\sqrt{1-\frac{h^{2}}{4} \frac{\widetilde{\lambda}_{k}^{k}}{\gamma}}} \sum_{p \in \llbracket i, j \backslash \backslash i\}} h\left\|Q_{p, k}^{h}\right\|\right)\left\|U_{j, k}^{h}\right\| .
$$

According to (24), we have the bound $\left\|Q_{p, k}^{h}\right\| \leq C\left(h+\frac{1}{\sqrt{\lambda_{k}^{h}}}\right)$, for any $p$ and thus

$$
\left\|U_{i, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2} \lambda_{k}^{h}}{4 \gamma}}} \exp \left(C \frac{h+\frac{1}{\sqrt{\lambda_{k}^{h}}}}{\sqrt{1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}}}\right)\left\|U_{j, k}^{h}\right\| .
$$

It remains to prove that the exponential factor is actually uniformly bounded.

- Assume first that $h^{2} \widetilde{\lambda}_{k}^{h} \leq \gamma$, so that we have

$$
\sqrt{1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}} \geq \sqrt{3 / 4}
$$

and the exponential term above is clearly bounded.

- Assume now that $\gamma \leq h^{2} \widetilde{\lambda}_{k}^{h}$. We have already seen that we also have $h^{2} \widetilde{\lambda}_{k}^{h} \leq$ $4 \gamma\left(1-h^{2}\right)$ so that

$$
\sqrt{1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}} \geq h
$$

and then

$$
\frac{h+\frac{1}{\sqrt{\lambda_{k}^{h}}}}{\sqrt{1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}}} \leq\left(1+\frac{1}{h \sqrt{\lambda_{k}^{h}}}\right) \leq\left(1+\frac{1}{h \sqrt{\widetilde{\lambda}_{k}^{h}}}\right) \leq\left(1+\frac{1}{\sqrt{\gamma}}\right)
$$

and we reach the same conclusion.
To sum up, we have just proved that

$$
\left\|U_{i, k}^{h}\right\| \leq \frac{C}{\sqrt{1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}}}\left\|U_{j, k}^{h}\right\|
$$

which implies, with (25), that

$$
\mathcal{R}_{k}^{h} \geq C\left(1-\frac{h^{2} \widetilde{\lambda}_{k}^{h}}{4 \gamma}\right), \quad \forall k \in \llbracket 1, N \rrbracket .
$$

With Lemma 3.1 the first two inequalities are proved.
As in the proof of Theorem 3.2, the gap property is proved by defining $u^{h}=$ $\left(\partial_{r} \phi_{k}^{h}\right) \phi_{k+1}^{h}-\left(\partial_{r} \phi_{k+1}^{h}\right) \phi_{k}^{h}$ and $f^{h}=\left(\lambda_{k+1}^{h}-\lambda_{k}^{h}\right)\left(\partial_{r} \phi_{k+1}^{h}\right) \phi_{k}^{h}$, and using the uniform estimate above on $\exp \left(C \frac{h+\frac{1}{\sqrt{\lambda_{k}^{h}}}}{\sqrt{1-\frac{h^{2} \tilde{\lambda}_{k}^{h}}{4 \gamma}}}\right)$.

A careful inspection of the arguments in the above proof shows that we have the estimate

$$
\lambda_{k}^{h}\left(1-\frac{h^{2}}{4 \gamma}\left(\lambda_{k}^{h}-\|q\|_{\infty}\right)\right) \geq C(q, \gamma), \quad \forall k \in \llbracket 1, N \rrbracket .
$$

This immediately gives the following corollary
Corollary 3.1. With the same assumptions and notations as in the previous theorem (the values of $C_{1}$ and $C_{2}$ being possibly different) we have

$$
\begin{gathered}
\left|\partial_{b} \phi_{k}^{h}\right| \geq C_{1}, \forall k \in \llbracket 1, N \rrbracket, \forall b \in\{l, r\}, \\
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq C_{1}, \quad \forall k \in \llbracket 1, N-1 \rrbracket
\end{gathered}
$$

as soon as $h<h_{1}$, and

$$
\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2} \geq \frac{C_{2}}{\lambda_{k}^{h}}, \quad \forall k \in \llbracket 1, N \rrbracket,
$$

as soon as $h<h_{2}$.

### 3.4. Proof of Lemma 3.1.

Proof. We follow exactly the same arguments as the ones given in the proof of Lemma 2.1. For the sake of completeness, we provide here some technical precisions.

- Let us prove that

$$
\begin{equation*}
\frac{1}{\lambda_{k}^{h}}\left|\partial_{b} \phi_{k}^{h}\right|^{2} \geq C \mathcal{R}_{k}^{h}, \forall b \in\{l, r\} \tag{46}
\end{equation*}
$$

We recall, from (19), the following identity for $i, j \in \llbracket 1, N+1 \rrbracket$

$$
\mathcal{R}_{k}^{h}\left(\left|\phi_{i, k}^{h}\right|^{2}+\frac{\gamma_{i-1 / 2}}{\lambda_{k}^{h}}\left|\frac{\phi_{i, k}^{h}-\phi_{i-1, k}^{h}}{h_{i-1 / 2}}\right|^{2}\right) \leq\left|\phi_{j, k}^{h}\right|^{2}+\frac{\gamma_{j-1 / 2}}{\lambda_{k}^{h}}\left|\frac{\phi_{j, k}^{h}-\phi_{j-1, k}^{h}}{h_{j-1 / 2}}\right|^{2}
$$

With $j=N+1$, using Dirichlet boundary condition in $x=1$ and summing the left hand side for $i$ from 1 to $N$, we get (46) with $b=r$. For the case $b=l$, take $j=1$ and again, sum with respect to the variable $i$ :

$$
\mathcal{R}_{k}^{h} \leq\left|\phi_{1, k}^{h}\right|^{2}+\frac{\gamma_{1 / 2}}{\lambda_{k}^{h}}\left|\frac{\phi_{1, k}^{h}-0}{h_{1 / 2}}\right|^{2}=\left(h_{1 / 2}^{2}+\frac{\gamma_{1 / 2}}{\lambda_{k}^{h}}\right)\left|\frac{\phi_{1, k}^{h}-0}{h_{1 / 2}}\right|^{2}
$$

According to Lemma 3.3, $h_{1 / 2}^{2} \lambda_{k}^{h} \leq C(q, \gamma, \beta)$, so $\mathcal{R}_{k}^{h} \leq \frac{C(q, \gamma, \beta)}{\lambda_{k}^{h}}\left|\frac{\phi_{1, k}^{h}-0}{h_{1 / 2}}\right|^{2}$.

- Denote by $\omega_{j}^{h}, j \in\{1,2,3\}$ the set of mesh points which belong to $\omega_{j}$. In the discrete setting, hypothesis (15) is replaced by: suppose that there exists $x_{i_{1}}$ and $x_{i_{3}}$ two points of $\omega_{1}^{h}$ and $\omega_{3}^{h}$ respectively, such that

$$
\begin{equation*}
\phi_{i_{1}, k}^{h}\left(\phi_{i_{1}, k}^{h}-\phi_{i_{1}-1, k}^{h}\right) \geq 0 \text { and } \phi_{i_{2}, k}^{h}\left(\phi_{i_{2}+1}^{h}-\phi_{i_{2}}^{h}\right) \leq 0 . \tag{47}
\end{equation*}
$$

Thus, when multiplying the equation $\mathcal{A}^{h} \phi_{k}^{h}=\lambda_{k}^{h} \phi_{k}^{h}$ by $\phi_{k}^{h}$ and summing between $i_{1}$ and $i_{3}$, the discrete integration by parts leads to boundary terms (which are the analogues of $\left[\gamma(x) \phi_{k}^{\prime}(x) \phi_{k}(x)\right]_{a_{k}}^{b_{k}}$ ) that are again non positive thanks to (47).

- Remark 2.3 still holds in the discrete setting. Indeed, denote by $i_{0}$ the index of the first point of $\omega_{3}^{h}$ and suppose that for all indices $i \in\{1, \ldots, N\}$ such that $x_{i} \in \omega_{3}^{h}$, we have $\phi_{i, k}^{h}\left(\phi_{i+1, k}^{h}-\phi_{i, k}^{h}\right)>0$. If $\phi_{i_{0}, k}^{h}>0$ then $\left(\phi_{i, k}^{h}\right)_{i, x_{i} \in \omega_{3}^{h}}$ is increasing and positive, else if $\phi_{i_{0}, k}^{h}<0$ then $\left(\phi_{i, k}^{h}\right)_{i, x_{i} \in \omega_{3}^{h}}$ is decreasing and negative.
Moreover, given that for all $i \in\{1, \ldots, N\}$ such that $x_{i} \in \omega_{3}^{h}$,

$$
0<\phi_{i, k}^{h}\left(\phi_{i+1, k}^{h}-\phi_{i, k}^{h}\right)=\frac{1}{2}\left(\left(\phi_{i+1, k}^{h}\right)^{2}-\left(\phi_{i, k}^{h}\right)^{2}\right)-\frac{1}{2}\left[\left(\phi_{i+1, k}^{h}\right)-\left(\phi_{i, k}^{h}\right)\right]^{2},
$$

we conclude that $\left(\left|\phi_{i, k}^{h}\right|^{2}\right)_{i, x_{i} \in \omega_{3}^{h}}$ is increasing on $\omega_{3}^{h}$.
4. Numerical illustrations. In this section we provide a few numerical simulations that aim to illustrate our theoretical results on the discrete spectral properties of the operator $\mathcal{A}^{h}$ obtained in the previous section. We will consider the following two control/observation domains $\omega^{1}=(0,0.3)$ and $\omega^{2}=(0.7,1)$.

Let us introduce the following notations for any $K \in \llbracket 1, N \rrbracket$

$$
I_{l}^{h}(K):=\min _{k \leq K}\left|\partial_{l} \phi_{k}^{h}\right|, \quad I_{r}^{h}(K):=\min _{k \leq K}\left|\partial_{r} \phi_{k}^{h}\right|
$$
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$$
I_{1}^{h}(K):=\min _{k \leq K} \frac{\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}^{1}\right)}^{2}}{\left|\omega^{1}\right|}, \quad I_{2}^{h}(K):=\min _{k \leq K} \frac{\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}^{2}\right)}^{2}}{\left|\omega^{2}\right|},
$$

and

$$
\Delta^{h}(K):=\min _{k \leq K-1}\left|\lambda_{k+1}^{h}-\lambda_{k}^{h}\right|
$$

We are mainly interested in the values of $I_{\bullet}^{h}(N)$ (resp. $\left.I_{\bullet}^{h}\left(k_{\max , \varepsilon}^{h}\right)\right)$ in order to illustrate whether the corresponding quantities are bounded from below or not for the whole discrete spectrum (resp. for a constant portion of the spectrum characterized by $k_{\max , \varepsilon}^{h}$, see (29)) when the mesh size tends to 0 . In the tables below, each righthand side sub-column (with a white background) corresponds to the whole spectrum estimate (i.e. for $K=N$ ) whereas the left-hand side sub-column (with a gray background) corresponds to the partial spectrum estimate (i.e. for $K=k_{\max , \varepsilon}^{h}$ ). We have chosen $\varepsilon=0.05$, except for some cases for which it is explicitely mentioned.

Case 1. We consider $\gamma(x)=2+\cos (\pi x)^{3}, q(x)=0$ and a family of uniform meshes. This case corresponds to the framework (S2) and to Theorem 3.2.

| $N$ | $k_{\max , \varepsilon}^{h}$ | $I_{l}^{h}(\cdot)$ |  | $I_{r}^{h}(\cdot)$ |  | $I_{1}^{h}(\cdot)$ |  | $I_{2}^{h}(\cdot)$ |  | $\Delta^{h}(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ |
| 50 | 26 | 2.99 | 2.99 | 7.07 | $1.01_{-23}$ | 0.29 | 0.29 | 0.86 | $8.71_{-29}$ | 56.82 | 56.82 |
| 100 | 52 | 2.99 | 2.99 | 7.08 | $2.46_{-51}$ | 0.28 | 0.28 | 0.85 | $1.26_{-59}$ | 56.89 | 56.89 |
| 200 | 104 | 2.99 | 2.99 | 7.08 | $4.16_{-107}$ | 0.28 | 0.28 | 0.85 | $1.97_{-121}$ | 56.91 | 56.91 |
| 300 | 156 | 2.99 | 2.99 | 7.08 | $4.22_{-163}$ | 0.28 | 0.28 | 0.84 | $2.70_{-183}$ | 56.91 | 56.91 |
| 400 | 208 | 2.99 | 2.99 | 7.08 | $3.47_{-219}$ | 0.28 | 0.28 | 0.84 | $3.50_{-245}$ | 56.91 | 56.91 |

Table 1: Case 1 - behavior as $h \rightarrow 0$

We observe in Table 1 that, in accordance with our theoretical results, all the partial spectrum quantities computed with $K=k_{\max , \varepsilon}^{h}$ (which is almost equal to $N / 2$ here) are bounded from below.

Interestingly enough, we observe that $I_{l}^{h}(N)$ and $I_{1}^{h}(N)$ are also uniformly bounded from below but it is not the case for $I_{r}^{h}(N)$ and $I_{2}^{h}(N)$. This discrepancy seems to come from the fact that the diffusion coefficient $\gamma$ is decreasing and maximal exactly on the left boundary of the domain. For those latter quantities, the only theoretical result we have is the one of Theorem 3.1. We can check numerically that the exponential bound given in this result seems to be sharp. Indeed we have observed that,
for all the considered values of $N$, we have

$$
\min _{k \in \llbracket k_{\text {max }, \varepsilon}^{h}, N \rrbracket} \frac{\log \left(\left|\partial_{r} \phi_{k}^{h}\right|\right)}{\sqrt{\lambda_{k}^{h}}} \approx-0.36, \min _{k \in \llbracket k_{\max , \varepsilon}^{h}, N \rrbracket} \frac{\log \left(\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}^{2}\right)}\right)}{\sqrt{\lambda_{k}^{h}}} \approx-0.20,
$$

so that the quantities of interest actually behaves, in the upper part of the discrete spectrum, like $e^{-C \sqrt{\lambda_{k}^{h}}}$ for some $C$ independent of $h$.

Moreover, we observe in Figure 2b that the actual value of $k_{\max , \varepsilon}^{h}$ is sharp and that $\partial_{r} \phi_{k}^{h}$ becomes exponentially small as soon as $k \gtrsim k_{\text {max, } 0}^{h}$. However, in Figure 2c the exponential behavior of $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}^{2}\right)}$ seems to appear for higher values of $k$. This can be explained (and actually it can be deduced by a careful observation of our proofs) by the fact that, due to the monotonicity of $\gamma$, the minimal value of $\gamma$ that has to be taken into account in the evaluation of $k_{\max , \varepsilon}^{h}$ is not its infimum on $\Omega$ but rather its infimum on $\Omega \backslash \omega^{2}$. The correct threshold in that case is thus the one defined by

$$
\widetilde{k}_{\max , \varepsilon}^{h}:=\max \left\{k \in \llbracket 1, N \rrbracket ; \lambda_{k}^{h}<\frac{4}{h^{2}}\left(\inf _{\Omega \backslash \omega^{2}} \gamma\right)(1-\varepsilon)\right\} .
$$

We represent the value of $\widetilde{k}_{\max , 0}^{h}$ in Figure 2a and 2c.
Last but not least, we observe on this particular example that the uniform gap condition seems to be satisfied. In particular, by the methods given in Section 5, we can then conjecture that the associated parabolic equations or systems are indeed uniformly null-controllable by either distributed or boundary control.

Case 2. We consider now a case which is very much similar to the previous one by setting $\gamma(x)=2-\cos (2 \pi x)^{2}, q(x)=0$ and again a family of uniform meshes. The results are gathered in Table 2. The main difference with the previous case lie in the fact that $\gamma$ is no more monotonic and is actually symmetric with respect to the mid-point $x=1 / 2$ (see Fig. 3a). It appears, in this configuration, that the uniform gap property does not hold anymore and that neither $I_{1}^{h}(N)$ nor $I_{2}^{h}(N)$ are uniformly bounded from below. We illustrate further those behaviors by plotting the difference between two successive eigenvalues in Fig. 3b as well as the last two eigenfunctions in Fig. 3c. We observe that those two eigenfunctions are essentially supported in one half of the domain (which explains why their $L^{2}$ norm on $\omega^{1}$ or $\omega^{2}$ can be exponentially small) and that they are almost symmetric to each other (which explains that the corresponding eigenvalues are very close).

| $N$ | $k_{\text {max, }}^{h}$ | $I_{l}^{h}(\cdot)$ |  | $I_{r}^{h}(\cdot)$ |  | $I_{1}^{h}(\cdot)$ |  | $I_{2}^{h}(\cdot)$ |  | $\Delta^{h}(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k_{\text {max, }}^{h}$ | $N$ | $k_{\text {max, },}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ |
| 50 | 32 | 6.39 | $1.74-3$ | 6.39 | $1.74{ }_{-3}$ | 0.56 | 0.56 | 0.6 | 0.6 | 33.53 | 4.51-8 |
| 100 | 64 | 6.41 | $6.85-15$ | 6.41 | 7.18-30 | 0.59 | $1.75-30$ | 0.59 | $2.83-42$ | 33.58 | 2.91-11 |
| 200 | 126 | 6.42 | 3.02-63 | 6.42 | 3.80-14 | 0.58 | $8.90-87$ | 0.58 | $2.81-30$ | 33.59 | $2.91_{-11}$ |
| 300 | 187 | 6.42 | $8.41_{-15}$ | 6.42 | 9.47-97 | 0.61 | 4.41-30 | 0.58 | 1.60-131 | 33.59 | $1.16-10$ |
| 400 | 250 | 6.42 | $2.50{ }_{-130}$ | 6.42 | $5.30_{-15}$ | 0.58 | $7.38-176$ | 0.58 | 6.02-30 | 33.59 | 6.98-10 |

Table 2: Case 2 - behavior as $h \rightarrow 0$

Case 3. In this case we consider a constant diffusion coefficient $\gamma=1$ but a variable potential $q(x)=50 \cos \left(\pi x^{2}\right)$. We propose two subcases: in Subcase 3.1 we


Figure 3: Case $2-\mathrm{N}=100$
still use uniform meshes families whereas in Subcase 3.2 we use families of quasiuniform meshes obtained by gluing a uniform mesh of $(0,1 / 2)$ with cells of size $h$ and a uniform mesh of $(1 / 2,1)$ made of cells of size $h / 2$; the value of $h$ is chosen so as we finally obtain the expected total number $N$ of cells. For this test case, we have chosen $\varepsilon=0.1$.

| $N$ | $k_{\text {max, }}^{h}$ | $I_{l}^{h}(\cdot)$ |  | $I_{r}^{h}(\cdot)$ |  | $I_{1}^{h}(\cdot)$ |  | $I_{2}^{h}(\cdot)$ |  | $\Delta^{h}(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k_{\text {max, }}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ |
| 50 | 43 | 1.12 | 1.12 | 2.92 | 1.7 | 9.97-2 | 9.97-2 | 0.31 | 8.77-2 | 44.07 | 21.54 |
| 100 | 86 | 1.12 | 1.12 | 2.92 | 1.7 | $9.73-2$ | $9.73-2$ | 0.31 | $8.66-2$ | 44.21 | 21.56 |
| 200 | 172 | 1.12 | 1.12 | 2.92 | 1.7 | 9.60-2 | $9.60-2$ | 0.3 | 8.61-2 | 44.25 | 21.57 |
| 300 | 257 | 1.12 | 1.12 | 2.92 | 1.7 | 9.55-2 | 9.55-2 | 0.3 | 8.59-2 | 44.26 | 21.57 |
| 400 | 343 | 1.12 | 1.12 | 2.92 | 1.7 | 9.53-2 | 9.53-2 | 0.3 | 8.58-2 | 44.26 | 21.57 |

Table 3: Subcase 3.1 - behavior as $h \rightarrow 0$

| $N$ | $k_{\text {max, }}^{h}$ | $I_{l}^{h}(\cdot)$ |  | $I_{r}^{h}(\cdot)$ |  | $I_{1}^{h}(\cdot)$ |  | $I_{2}^{h}(\cdot)$ |  | $\Delta^{h}(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k_{\text {max, }}^{h}$ | $N$ | $k_{\operatorname{max,\varepsilon }}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ | $k_{\max , \varepsilon}^{h}$ | $N$ | $k_{\text {max, }}^{h}$ | $N$ |
| 50 | 26 | 1.12 | 9.49-17 | 2.91 | 2.91 | 0.11 | 1.65-18 | 0.25 | 4.11-2 | 43.9 | 43.9 |
| 100 | 50 | 1.12 | 9.55-16 | 2.92 | 2.92 | 0.1 | 1.74-30 | 0.13 | 1.04-2 | 44.17 | 44.17 |
| 200 | 96 | 1.12 | 2.91-15 | 2.92 | 2.92 | 9.95-2 | 6.68-30 | 0.28 | 8.09-4 | 44.24 | 44.24 |
| 300 | 144 | 1.12 | $1.24-14$ | 2.92 | 2.92 | $9.71_{-2}$ | 1.32-29 | 0.25 | $3.35-4$ | 44.25 | 44.25 |
| 400 | 190 | 1.12 | $4.26-15$ | 2.92 | 2.92 | 9.67-2 | 1.93-29 | 0.24 | 8.11-4 | 44.26 | 44.26 |

Table 4: Subcase 3.2 - behavior as $h \rightarrow 0$

As predicted by Theorem 3.3 and Corollary 3.1, we observe in Table 3 that, in the subcase 3.1 all the quantities of interest are uniformly bounded from below. However, when considering a non uniform mesh we can see in Table 4 that the quantities $I_{l}^{h}(N)$ and $I_{1}^{h}(N)$ seem to be very small, but actually not exponentially small with respect to $\sqrt{\lambda}$. It is interesting to observe that the right derivative term $I_{r}^{h}(N)$ is still uniformly bounded from below as well as $I_{2}^{h}(N)$. This is an illustration of the fact that the bounds from below are more likely to be uniform when it concerns the finest part of
the mesh than the coarsest part.
Case 4. We conclude this series of numerical illstrations by considering the case of a piecewise constant diffusion coefficient $\gamma=1_{[0,0.4[ }+2 \times 1_{] 0.4,1}$, with $q=0$ and a family of uniform meshes. This case does not directly enter our analysis but our arguments can be adapted and we can prove in that case (see Section 6, remark 2, for more details) that each quantity $I_{0}^{h}(N)$ is

- either exponentially small if it concerns a part of the domain where $\gamma$ takes its lowest value (in the present example: the left normal derivative and the $L^{2}$ norm on $\omega^{1}$ )
- or uniformly bounded from below if it concerns a part of the domain where $\gamma$ takes its highest value (here: the right normal derivative and the $L^{2}$ norm on $\omega^{2}$ ).

| $N$ | $k_{\text {max, }}^{\text {e }}$ | $I_{l}^{h}(\cdot)$ |  | $I_{r}^{h}(\cdot)$ |  | $I_{1}^{h}(\cdot)$ |  | $I_{2}^{h}(\cdot)$ |  | $\Delta^{h}(\cdot)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k_{\text {max }, \varepsilon}^{h}$ | $N$ | $k_{\text {max }, \varepsilon}^{h}$ | $N$ | $k_{\text {max }, \varepsilon}^{h}$ | $N$ | $k_{\text {max }, \varepsilon}^{h}$ | $N$ | $k_{\text {max }, \varepsilon}^{h}$ | $N$ |
| 50 | 35 | 4.41 | 1.89-14 | 3.79 | 3.79 | 0.55 | 2.43-11 | 0.12 | 0.12 | 44.89 | 89 |
| 100 | 68 | 5.37 | 9.21-30 | 79 | 3.79 | 0.68 | ${ }^{7.18-20}$ | 5.87-2 | 5.87-2 | 44.62 | 44.62 |
| 200 | 131 | 5.37 | 2.19-60 | 3.79 | 3.79 | 0.67 | 4.53-36 | 8.86-2 | 2.79-2 | 44.47 | 44.4 |
| 300 | 194 | 5.37 | 5.22-91 | 3.79 | 3.79 | 0.67 | 6.63-52 | 9.81-2 | 1.88-2 | 44.42 | 44.42 |
| 400 | 257 | 5.37 | 1.25-121 | 3.79 | 3.79 | 0.67 | 1.37-67 | 0.1 | $1.42-2$ | 44.4 | 44.4 |

Table 5: Case 4 - behavior as $h \rightarrow 0$
5. Applications in control theory. The moments method has been successfully used to prove null-controllability of parabolic equations and systems, in particular with boundary controls, see for instance [13, 3]. In section 5.1 we present this method on the heat equation, then on cascade systems. Eventually, in Sections 5.2 and 5.3, we show how to adapt this strategy to the discrete setting.
5.1. Null-controllability via the moments method in the continuous setting. Let us fix $y^{0} \in H^{-1}(\Omega)$ and consider the following control problem

$$
\left\{\begin{array}{l}
\partial_{t} y(t, x)+\mathcal{A} y(t, x)=1_{\omega}(x) V_{d}(t, x), \text { in }(0, T) \times \Omega  \tag{48}\\
y(t, 0)=0, y(t, 1)=V_{b}(t) \text { in }(0, T) \\
y(0, x)=y^{0}(x) \text { in } \Omega,
\end{array}\right.
$$

with $V_{d} \in L^{2}((0, T) \times \Omega), V_{b} \in L^{2}(0, T)$. Of course, all the results remain unchanged if one controls (48) at the left boundary instead of the right boundary.

For a given pair of controls $V_{b} \in L^{2}(0, T)$ and $V_{d} \in L^{2}((0, T) \times \Omega)$, we say that a function $y \in C^{0}\left([0, T], H^{-1}(\Omega)\right)$ is a solution of (48) if and only if for any $k \geq 1$ and any $t \in[0, T]$, we have

$$
\begin{aligned}
& \left\langle y(t), \phi_{k}\right\rangle_{H^{-1} \times H_{0}^{1}}-\left\langle y^{0}, e^{-\lambda_{k} t} \phi_{k}\right\rangle_{H^{-1} \times H_{0}^{1}} \\
& \quad=\int_{0}^{t} \int_{\Omega} 1_{\omega}(x) V_{d}(s, x) e^{-\lambda_{k}(t-s)} \phi_{k}(x) d x d s-\int_{0}^{t} \gamma(1) V_{b}(s) e^{-\lambda_{k}(t-s)} \partial_{x} \phi_{k}(1) d s,
\end{aligned}
$$

where $\left(\lambda_{k}, \phi_{k}\right)$ are the eigenelements of the self-adjoint operator $\mathcal{A}$ as defined in the introduction.

It is proved in [11] that for any $V_{b}$ and $V_{d}$, such a solution exists and is unique. Since we are interested in the controllability of such a system at time $T$, we will often make use of the above formula specialized at time $t=T$

$$
\begin{align*}
& \left\langle y(T), \phi_{k}\right\rangle_{H^{-1}} \times H_{0}^{1}-\left\langle y^{0}, e^{-\lambda_{k} T} \phi_{k}\right\rangle_{H^{-1} \times H_{0}^{1}}  \tag{49}\\
& \quad=\int_{0}^{T} \int_{\Omega} 1_{\omega}(x) V_{d}(t, x) z_{k}(t, x) d x d t-\int_{0}^{T} \gamma(1) V_{b}(t) \partial_{x} z_{k}(t, 1) d t
\end{align*}
$$

where we have defined $z_{k}$ by $z_{k}:(t, x) \mapsto e^{-\lambda_{k}(T-t)} \phi_{k}(x)$ which is nothing but the solution of the adjoint problem with final data $\phi_{k}$

$$
\left\{\begin{array}{l}
-\partial_{t} z_{k}(t, x)+\mathcal{A} z_{k}(t, x)=0 \text { in }(0, T) \times \Omega  \tag{50}\\
z_{k}(t, 0)=z_{k}(t, 1)=0 \text { in }(0, T) \\
z_{k}(T, x)=\phi_{k}(x) \text { in } \Omega
\end{array}\right.
$$

- Consider first the right-boundary null-control problem : we set $V_{d}=0$, and we look for a boundary control $V_{b} \in L^{2}(0, T)$ such that the corresponding solution $y$ of (48) satisfies $y(T)=0$.
We write the decomposition of $y^{0}$ in the basis $\left(\phi_{k}\right)_{k \geq 1}$ as follows $y^{0}=$ $\sum_{k \geq 1} y_{k}^{0} \phi_{k}$ and from (49) we see that the problem amounts to finding $V_{b}$ such that

$$
\begin{equation*}
y_{k}^{0} e^{-\lambda_{k} T}=\gamma(1) \partial_{r} \phi_{k}\left(\int_{0}^{T} V_{b}(t) e^{-\lambda_{k}(T-t)} d t\right), \forall k \geq 1 \tag{51}
\end{equation*}
$$

The set of equations (51) indexed by $k$ is called a moment problem. The moments method consists in solving (51) using a biorthogonal family of the real exponentials $\left(e^{-\lambda_{k}(T-t)}\right)_{k \geq 1}$.
Let $\Lambda=\left(\lambda_{k}\right)_{k \geq 1}$ be a sequence of positive numbers. A biorthogonal family of $\left(e^{-\lambda_{k}(T-t)}\right)_{k \geq 1}$ is a set of functions in $L^{2}(0, T)$ denoted by $\left(q_{l}^{\Lambda}\right)_{l \geq 1}$ verifying

$$
\begin{equation*}
\int_{0}^{T} e^{-\lambda_{k}(T-t)} q_{l}^{\Lambda}(t) d t=\delta_{l, k}, \quad \forall l, k \geq 1 \tag{52}
\end{equation*}
$$

We can now solve, at least formally, the moment problem (51) and give a possible expression of $V_{b}$

$$
\begin{equation*}
V_{b}(t):=\sum_{k \geq 1} \frac{y_{k}^{0} e^{-\lambda_{k} T}}{\gamma(1) \partial_{r} \phi_{k}} q_{k}^{\Lambda}(t) \tag{53}
\end{equation*}
$$

- Now, we study the distributed control problem: we set $V_{b}=0$ and we look for a control $V_{d}$ such that the corresponding solution $y$ of (48) satisfies $y(T)=0$. Using again (49), this amounts to finding $V_{d}$ satisfying the following family of equalities

$$
\begin{equation*}
-y_{k}^{0} e^{-\lambda_{k} T}=\int_{0}^{T} \int_{\omega} V_{d}(t, x) e^{-\lambda_{k}(T-t)} \phi_{k}(x) d x d t, \quad \forall k \geq 1 \tag{54}
\end{equation*}
$$

Inspired by the boundary control case, we look for a suitable $V_{d}$ in the following form

$$
\begin{equation*}
V_{d}(t, x)=\sum_{k \geq 1} \alpha_{k} q_{k}^{\Lambda}(t) \phi_{k}(x) \tag{55}
\end{equation*}
$$

where $\left(\alpha_{k}\right)_{k \geq 1}$ is a sequence of real numbers to be determined.
Injecting (55) in (54) and using (52) we finally get the following formula for the unknown coefficients

$$
\alpha_{k}=-\frac{y_{k}^{0} e^{-\lambda_{k} T}}{\int_{\omega} \phi_{k}^{2}(x) d x} .
$$

Formally, the control problem is thus solved by defining

$$
\begin{equation*}
V_{d}(t, x):=\sum_{k \geq 1}\left(-\frac{y_{k}^{0} e^{-\lambda_{k} T}}{\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2}}\right) q_{k}^{\Lambda}(t) \phi_{k}(x) . \tag{56}
\end{equation*}
$$

Remark 5.1. This strategy is not classic. In many papers (see [3], [4], [13]) when $\mathcal{A}$ is the Laplace operator, the authors rather look for a distributed control of the form $V_{d}(t, x)=u(t) f(x)$, where $f$ is a well chosen profile function, supported in $\omega$, and satisfying some lower bounds for its generalized Fourier coefficients $\left|\int_{\Omega} f \phi_{k} d x\right|$. However, it is not straightforward to find such a $f$ when $\mathcal{A}$ is a more general elliptic operator as in (1), since we dot not have analytic formulas for the $\phi_{k}$ (and, a fortiori, finding the equivalent of $f$ in the discrete setting seems to be even more complicated).

Thus, the ansatz $V_{d}(t, x)=\sum_{k \geq 1} \alpha_{k} q_{k}^{\Lambda}(t) \phi_{k}(x)$ we choose here is somehow more convenient since it does not require to find such a function $f$. Notice that the family $(t, x) \mapsto q_{k}^{\Lambda}(t) \phi_{k}(x) /\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2}$ can be seen as a space-time biorthogonal family of $(t, x) \mapsto e^{-(T-t) \lambda_{k}} \phi_{k}(x)$ in $L^{2}((0, T) \times \omega)$.

This form of distributed control has been used in [16] to prove exact controllability of the $1 d$-wave equation.
To sum up, in order to justify the previous application of the moment method, we must check that

1. Such a biorthogonal family $\left(q_{k}^{\Lambda}\right)_{k \geq 1}$ exists.
2. The formal series (53) (resp. (56)) that defines $V_{b}$ (resp. $V_{d}$ ) converges. To this end, we need
(a) to estimate the $L^{2}(0, T)$-norms of $q_{k}^{\Lambda}$, for all $k \geq 1$,
(b) to give lower bounds on $\left\|\phi_{k}\right\|_{L^{2}(\omega)}$ and $\left|\partial_{r} \phi_{k}\right|$, that appear at the denominator in those formulas.
The lower bounds in the point 2 b were stated in the assertions 2 and 3 of Theorem 1.1. We shall now tackle points 1 and $2 a$ at the same time.

Problems of existence and bounds on the biorthogonal family have been studied in [13] and [2] and we recall below some useful results.

First, we need to extend the definition of a biorthogonal family given above, for the purpose of controlling systems of coupled parabolic equations.

Definition 5.1. Let $\Sigma:=\left(\sigma_{k}\right)_{k \geq 1}$ be a sequence of positive real numbers. Let $T>0$ and $m \in \mathbb{N}$. A biorthogonal family of $\left((t-T)^{i} e^{-\sigma_{k}(T-t)}\right)_{i \in \llbracket 0, m \rrbracket}^{k \geq 1}$ is a set of functions in $L^{2}(0, T)$ denoted by $\left(q_{j, l}^{\Sigma}\right)_{j \in \llbracket 0, m \rrbracket}^{l \geq 1}$ satisfying

$$
\int_{0}^{T}(t-T)^{i} \exp \left(-\sigma_{k}(T-t)\right) q_{j, l}^{\Sigma}(t) d t=\delta_{k, l} \delta_{i, j}, \quad \forall k, l \geq 1, \forall i, j \in \llbracket 0, m \rrbracket
$$

Before stating an existence result and estimates for such biorthogonal families in Theorem 5.1, we need the following definition (see [13, Theorem 1.1])

Definition 5.2 (class of sequences $\mathcal{L}(\rho, \mathcal{N})$ ). Let $\rho>0$ and let $\mathcal{N}: \mathbb{R}^{+} \rightarrow \mathbb{N}$. We denote by $\mathcal{L}(\rho, \mathcal{N})$ the class of all sequences of positive numbers $\Sigma=\left(\sigma_{k}\right)_{k \geq 1}$ that satisfy the conditions:

$$
\begin{gathered}
\sigma_{k+1}-\sigma_{k} \geq \rho, \quad \forall k \geq 1 \\
\sum_{k=\mathcal{N}(\xi)}^{\infty} \frac{1}{\sigma_{k}} \leq \xi, \quad \forall \xi>0
\end{gathered}
$$

Theorem 5.1. Let $T>0$ and $m \in \mathbb{N}$. Let $\rho>0$ and $\mathcal{N}: \mathbb{R}_{+} \rightarrow \mathbb{N}$.
For any $\tau>0$, there exists $K(\tau, T, \rho, \mathcal{N}, m)>0$ such that for any sequence $\Sigma:=\left(\sigma_{k}\right)_{k \geq 1}$ in the class $\mathcal{L}(\rho, \mathcal{N})$, there exists a biorthogonal family $\left(q_{j, l}^{\Sigma}\right)_{j \in \llbracket 0, m \rrbracket}^{l \geq 1}$ in $L^{2}(0, T)$ for $\left((t-T)^{i} e^{-\sigma_{k}(T-t)}\right)_{i \in \llbracket 0, m \rrbracket}^{k \geq 1}$ such that

$$
\left\|q_{j, l}^{\Sigma}\right\|_{L^{2}(0, T)} \leq K e^{\tau \sigma_{l}}, \quad \forall l \geq 1, \forall j \in \llbracket 0, m \rrbracket
$$

REmaRK 5.2. We emphasize that the upper bound $K e^{\tau \sigma_{l}}$ does not depend on the choice of the particular sequence $\Sigma$ in the class $\mathcal{L}(\rho, \mathcal{N})$. Thus, if there exist $\rho$ and $\mathcal{N}$ such that $\forall h>0, \Lambda^{h} \in \mathcal{L}(\rho, \mathcal{N})$, then the sequences $\left\|q_{j, l}^{\Lambda^{h}}\right\|_{L^{2}(0, T)}$ are uniformly bounded with respect to parameter $h$. This point is essential to get uniform bounds with respect to $h$ on boundary and distributed controls $V_{b}^{h}$ and $V_{d}^{h}$.

For $m=0$, this result is proved in [13, Theorem 1.1] and for $m \geq 1$ it is proved in [2, Theorem 1.2]. In this last reference, the dependence of the bounds with respect to the sequence $\Sigma$ is not precised but a careful inspection of the proof shows that the constants are actually uniform in the class $\mathcal{L}(\rho, \mathcal{N})$ as in [13].

We can now completely justify the moments method applied to system (48) that we described formally above. For the sake of completeness, we state the following theorem in the more general case of a cascade system of $d \geq 1$ parabolic equations. We introduce a control vector $B \in \mathbb{R}^{d}$ and a coupling $d \times d$ matrix $C$ defined as follows

$$
B=\left(\begin{array}{l}
1 \\
0 \\
\mid \\
\mid \\
0
\end{array}\right), \quad C=\left(\begin{array}{llll}
0 & & 0 \\
1 \\
0 & & & \\
\mid & & & \\
1 & & & \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Let $\omega$ be a non empty open subset of $\Omega$ and $T>0$. For any $Y^{0} \in\left(H^{-1}(\Omega)\right)^{d}$, $V_{b} \in L^{2}(0, T), V_{d} \in L^{2}((0, T) \times \Omega)$ the problem

$$
\left\{\begin{array}{l}
\partial_{t} Y+\mathcal{A} Y+C Y=1_{\omega} B V_{d}(t, x) \text { in }(0, T) \times \Omega  \tag{57}\\
Y(t, 0)=0, \quad Y(t, 1)=B V_{b}(t) \text { in }(0, T) \\
Y(0, x)=Y^{0}(x) \text { in } \Omega
\end{array}\right.
$$

has a unique solution in $\mathcal{C}^{0}\left([0, T],\left(H^{-1}(\Omega)\right)^{d}\right)$. Observe that $Y$ has $d$ components (and $\mathcal{A}$ acts component-by-component on $Y$ ) but the controls $V_{b}$ and $V_{d}$ are scalar.

Theorem 5.2. Assume that $\left(\mathrm{H}_{0}\right)$ holds. For any $Y^{0} \in\left(H^{-1}(\Omega)\right)^{d}$, System (57) is null controllable at time $T$ with either a distributed control $V_{d} \in L^{2}((0, T) \times \Omega)$ (in this case, we set $V_{b}=0$ ) or a boundary control $V_{b} \in L^{2}(0, T)$ (in this case, we set $V_{d}=0$ ).

Remark 5.3. Notice that when $d=1$, system (57) is nothing but system (48).
Notice also that, as usual in the study of controllability properties of systems with fewer controls than equations, not every equation is directly controlled. Indeed, the control directly intervenes only in the evolution equation for the first component of the solution. Thanks to the particular structure of the coupling matrix $C$, the second component is indirectly controlled by means of the first component itself and so on.

Proof. As an example, we start by considering the case $d=1$. The first assertion of Theorem 1.1 as well as (2) ensure that Theorem 5.1 applies with $m=0$ and $\Sigma=\Lambda$. Choosing for instance $\tau=T / 2$, and using the second and third assertions of Theorem 1.1, one can easily check that the series (53) (resp. the series (56)) converges in $L^{2}(0, T)$ (resp. in $L^{2}((0, T) \times \Omega)$, which justifies the formal approach and proves the claim.

The same kind of arguments apply to the case $d>1$. First, note that the eigenvalues of the adjoint operator $\mathcal{L}:=\mathcal{A}+{ }^{t} C$ in $\left(L^{2}(\Omega)\right)^{d}$ are the $\left(\lambda_{k}\right)_{k \geq 1}$, as in the case $d=1$. They are geometrically simple and possess a $d \times d$ Jordan bloc. More precisely if we define, $\Phi_{k}^{r}:=\phi_{k} e_{r}$ for $r \in \llbracket 1, d \rrbracket$ where $\left(e_{1}, \ldots, e_{d}\right)$ is the canonical basis of $\mathbb{R}^{d}$ and $\Phi_{k}^{0}=0$, then we have

$$
\mathcal{L} \Phi_{k}^{r}=\mathcal{A} \Phi_{k}^{r}+{ }^{t} C \Phi_{k}^{r}=\lambda_{k} \Phi_{k}^{r}+\Phi_{k}^{r-1}, \quad \forall r \in \llbracket 1, d \rrbracket
$$

so that $\Phi_{k}^{1}$ is an eigenfunction, and the $\Phi_{k}^{r}, r \geq 2$ are generalized eigenfunctions.
With those notations we can explicitely compute the semi-group associated with $\mathcal{L}$ for each initial data $\Phi_{k}^{r}$, as follows

$$
e^{-s \mathcal{L}} \Phi_{k}^{r}=\sum_{l=0}^{r-1} \frac{(-s)^{l}}{l!} e^{-\lambda_{k} s} \Phi_{k}^{r-l}, \quad \forall s \geq 0
$$

- The right-boundary null-control problem consists in finding a control $V_{b} \in$ $L^{2}(0, T)$ such that $\forall k \geq 1, \forall r \in \llbracket 1, d \rrbracket$,

$$
\left\langle Y^{0}, e^{-T \mathcal{L}} \Phi_{k}^{r}\right\rangle_{H^{-1} \times H_{0}^{1}}=\sum_{l=0}^{r-1}\left(B, \partial_{x} \Phi_{k}^{r-l}(1)\right) \gamma(1) \int_{0}^{T} V_{b}(t) \frac{(t-T)^{l}}{l!} e^{-\lambda_{k}(T-t)} d t
$$

where $(\cdot, \cdot)$ denotes the canonical inner product of $\mathbb{R}^{N}$. By definition of $B$ and $\Phi_{k}^{r-1}$, we see that $\left(B, \partial_{x} \Phi_{k}^{r-l}(1)\right)=\delta_{l, r-1} \partial_{x} \phi_{k}(1)$. We are thus led to solve the following moments problem: find $V_{b} \in L^{2}(0, T)$ such that for any $k \geq 1$ and $r \in \llbracket 1, d \rrbracket$

$$
\left\langle Y^{0}, e^{-T \mathcal{L}} \Phi_{k}^{r}\right\rangle_{H^{-1} \times H_{0}^{1}}=\frac{\gamma(1) \partial_{r} \phi_{k}}{(r-1)!} \int_{0}^{T} V_{b}(t)(t-T)^{r-1} e^{-\lambda_{k}(T-t)} d t
$$

The gap estimate in Theorem 1.1 (first assertion) and the inequality (2) ensure that we can apply Theorem 5.1 with $m=d-1$ and $\tau=T / 2$ (for instance) and obtain a biorthogonal family whose norms are bounded by $e^{\lambda_{k} T / 2}$. Then, we observe that

$$
\left\|e^{-T \mathcal{L}} \Phi_{k}^{r}\right\|_{H_{0}^{1}} \leq e^{-\lambda_{k} T}\left(\sum_{l=0}^{r-1} \frac{T^{l}}{l!}\right)\left\|\phi_{k}\right\|_{H_{0}^{1}} \leq C e^{-\lambda_{k} T} \sqrt{\lambda_{k}}
$$

Finally, with the uniform lower bound on $\partial_{r} \phi_{k}$ given in Theorem 1.1 we can conlude that the following definition of $V_{b}$

$$
\begin{equation*}
V_{b}(t)=\sum_{k \geq 1} \sum_{r=1}^{d}(r-1)!\frac{\left\langle-Y^{0}, e^{-T \mathcal{L}} \Phi_{k}^{r}\right\rangle_{H^{-1} \times H_{0}^{1}}}{\gamma(1) \partial_{r} \phi_{k}} q_{r-1, k}^{\Lambda}(t), \tag{58}
\end{equation*}
$$

is actually a series that converges in $L^{2}(0, T)$ and which is a solution of our boundary control problem.

- Considering now the distributed control problem, we look for a control $V_{d}$ of the following form

$$
V_{d}(t, x)=\sum_{k \geq 1} \sum_{r=1}^{d} \alpha_{k, r} q_{r-1, k}^{\Lambda}(t) \phi_{k}(x),
$$

with the coefficients $\alpha_{k, r}$ to be determined. By using formally this expression in the weak formulation of the problem, we obtain

$$
\alpha_{k, r}=(r-1)!\frac{\left\langle-Y^{0}, e^{-T \mathcal{L}} \Phi_{k}^{r}\right\rangle_{H^{-1} \times H_{0}^{1}}}{\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2}}, \forall k \geq 1, \forall r \in \llbracket 1, d \rrbracket .
$$

Still using the bounds on the biorthogonal family $\left(q^{\Lambda}\right)_{r \in \llbracket 0, d-1 \rrbracket}^{k \geq 1}$, the bound on $\left\|e^{-T \mathcal{L}} \Phi_{k}^{r}\right\|_{H_{0}^{1}}$ and the uniform lower bound on $\left\|\phi_{k}\right\|_{L^{2}(\omega)}$ given in Theorem 1.1, we obtain that the series

$$
\begin{equation*}
V_{d}(t, x)=\sum_{k \geq 1} \sum_{r=1}^{d}(r-1)!\frac{\left\langle-Y^{0}, e^{-T \mathcal{L}} \Phi_{k}^{r}\right\rangle_{H^{-1} \times H_{0}^{1}}}{\left\|\phi_{k}\right\|_{L^{2}(\omega)}^{2}} q_{r-1, k}^{\Lambda}(t) \phi_{k}(x) \tag{59}
\end{equation*}
$$

converges in $L^{2}((0, T) \times \Omega)$ and is solution to our distributed control problem.
$\square$
5.2. Null controllability in the discrete setting. We now want to apply this strategy to a discrete version of (57). For a given mesh, we consider the discrete control problem
$\left(S_{d}^{h}\right) \quad\left\{\begin{array}{l}\left(Y^{h}\right)^{\prime}(t)+\mathcal{A}^{h} Y^{h}(t)+\mathrm{C}^{h} Y^{h}(t)=\mathrm{B}^{h}\left(\mathcal{D}_{\omega}^{h} V_{\mathrm{d}}^{h}(t)+\mathcal{B}_{r}^{h} V_{\mathrm{b}}^{h}(t)\right), \text { for } 0<t \leq T, \\ Y^{h}(0)=Y^{0, h} \in\left(\mathbb{R}^{N}\right)^{d},\end{array}\right.$
where $\mathrm{B}^{h}$ is the $(N d) \times N$ matrix and $\mathrm{C}^{h}$ the $(N d) \times(N d)$ matrix given by

$$
\mathrm{B}^{h}=\left(\begin{array}{c}
\mathrm{I}^{h} \\
0^{h} \\
\mid \\
0^{h}
\end{array}\right), \quad \mathrm{C}^{h}=\left(\begin{array}{c}
0^{h}-0^{h} \\
\mathrm{I}^{h} \backslash \\
0^{h} \backslash \mathrm{~J} \\
\mid \\
0^{h}-0^{h} \mathrm{I}^{h} 0^{h}
\end{array}\right)
$$

that approximate the control vector $B$ and the coupling matrix $C$. Here we still use the notation $\mathcal{A}^{h}$ for the component-by-component discrete elliptic operator.

The solutions of this system satisfy the discrete analogue of (49) that is: $\forall k \in$ $\llbracket 1, N \rrbracket, \forall r \in \llbracket 1, d \rrbracket$,

$$
\begin{align*}
& \left\langle Y^{h}(T), \Phi_{k}^{r, h}\right\rangle_{L^{2}\left(\Omega_{h}\right)}-\left\langle Y^{0, h}, e^{-T \mathcal{L}^{h}} \Phi_{k}^{r, h}\right\rangle_{L^{2}\left(\Omega_{h}\right)}  \tag{60}\\
& =\int_{0}^{T}\left\langle\mathrm{~B}^{h} \mathcal{D}_{\omega}^{h} V_{d}^{h}(t), e^{-(T-t) \mathcal{L}^{h}} \Phi_{k}^{r, h}\right\rangle_{L^{2}\left(\Omega_{h}\right)} d t \\
& -\int_{0}^{T} V_{b}^{h}(t) \gamma_{N+1 / 2} \partial_{r} \phi_{k}^{h} \frac{(t-T)^{r-1}}{(r-1)!} \exp \left(-\lambda_{k}^{h}(T-t)\right) d t,
\end{align*}
$$

where $\mathcal{D}_{\omega}^{h}$ is defined in (7). Here, $\Phi_{k}^{r, h}$ is a column vector of size $d N$ and $\left(\Phi_{k}^{r, h}\right)_{i}=$ $\left(\phi_{k}^{h}\right)_{i-(r-1) N}$ for $i \in \llbracket 1+(r-1) N, r N \rrbracket$ and 0 otherwise.

We have used here that the semi-group associated with the adjoint operator $\mathcal{L}^{h}:=$ $\mathcal{A}^{h}+{ }^{t} \mathrm{C}^{h}$ satisfies

$$
e^{-s \mathcal{L}^{h}} \Phi_{k}^{r, h}=\sum_{l=0}^{r-1} \frac{(-s)^{l}}{l!} e^{-\lambda_{k}^{h} s} \Phi_{k}^{r-l, h} .
$$

In the discrete setting, we not only want to control the discrete system for any mesh but also to have uniform bounds on them, with respect to $h$, in order to be able to conclude that, at least in a weak sense, the discrete controls will eventually converge towards a control of the continuous problem.

Therefore, in this setting, for a given family of initial data $\left(Y^{0, h}\right)_{h}$, the null-control problem consists in finding distributed controls $\left(V_{d}^{h}\right)_{h>0}$ (resp. boundary controls $\left.\left(V_{b}^{h}\right)_{h>0}\right)$ such that the corresponding solution $Y^{h}$ with $V_{b}^{h}=0$ (resp. $V_{d}^{h}=0$ ) satisfies

$$
\begin{equation*}
Y^{h}(T)=0, \forall h>0, \tag{61}
\end{equation*}
$$

and such that, for some $C>0$ depending only on the data ( $\gamma, q, \omega, \beta$ and so on), $\left(V_{d}^{h}\right)_{h>0}$ and $\left(V_{b}^{h}\right)_{h>0}$ satisfy

$$
\begin{equation*}
\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)} \leq C\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)} \text {, and }\left\|V_{b}^{h}\right\|_{L^{2}(0, T)} \leq C\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}, \quad \forall h>0 . \tag{62}
\end{equation*}
$$

In the discrete case, we will refer to uniform null controllability as the combination of condition (61) and (62). We start by considering the setting (S3), which is the simplest one.

Theorem 5.3. Let $d \in \mathbb{N}^{*}$ and $T>0$. Consider a uniform mesh and suppose that $\gamma$ is a constant function, while $q$ is any continuous function. Then, the discrete cascade system $\left(S_{d}^{h}\right)$ is uniformly null controllable at time $T$ either with a distributed control, or with a boundary control.

Proof. Let us introduce the sequence

$$
\tilde{\Lambda}^{h}:=\left\{\begin{array}{l}
\lambda_{k}^{h} \text { for } k \in \llbracket 1, N \rrbracket, \\
\lambda_{N}^{h}+4 \gamma k^{2} \text { for } k \geq N+1 .
\end{array}\right.
$$

Notice that $\left(\tilde{\Lambda}^{h}\right)_{k} \geq 4 \gamma k^{2}-\|q\|_{\infty}$ for any $k \geq 1$ (see Lemma 3.3 and Remark 1.3). First, we prove that there exists $\rho>0$ and $\mathcal{N}$, an integer-valued function, such that $\tilde{\Lambda}^{h} \in \mathcal{L}(\rho, \mathcal{N})$ for any $h>0$. Let $\mathcal{N}: \mathbb{R}_{+} \rightarrow \mathbb{N}$ be a function satisfying

$$
\begin{equation*}
\sum_{k \geq \mathcal{N}(\eta)} \frac{1}{4 \gamma k^{2}-\|q\|_{\infty}} \leq \eta, \forall \eta>0 . \tag{63}
\end{equation*}
$$

According to Corollary 3.1 we know that there exists $\kappa>0$ such that, for any $h>0$, we have

$$
\begin{equation*}
\lambda_{k+1}^{h}-\lambda_{k}^{h} \geq \kappa, \forall k \in \llbracket 1, N-1 \rrbracket . \tag{64}
\end{equation*}
$$

One can check that

$$
\begin{equation*}
\tilde{\Lambda}^{h} \in \mathcal{L}(\min (\kappa, 4 \gamma), \mathcal{N}), \forall h>0 \tag{65}
\end{equation*}
$$

Thus, we can apply Theorem 5.1 which states that given any $\tau \in(0, T)$, there exists a $K>0$, such that for and any $h>0$, there exists a biorthogonal family $\left(q_{r, k}^{\tilde{\Lambda}^{h}}\right)_{r \in \llbracket 0, d-1 \rrbracket}^{k \in \llbracket 1, N \rrbracket}$ satisfying

$$
\begin{equation*}
\left\|q_{r, k}^{\tilde{\Lambda}^{h}}\right\|_{L^{2}(0, T)} \leq K e^{\tau \lambda_{k}^{h}}, \forall h>0, \forall k \in \llbracket 1, N \rrbracket, \forall r \in \llbracket 0, d-1 \rrbracket . \tag{66}
\end{equation*}
$$

It is fundamental to notice that the upper bound in (66) is valid for any $h>0$ even though the sequence of eigenvalues depends on $h$, thanks to (65), see also Remark 5.2.

From equation (60) and adapting the strategy of Section 5.1, we find the following expressions

$$
\begin{equation*}
V_{b}^{h}(t)=\sum_{k=1}^{N} \sum_{r=1}^{d}(r-1)!\frac{\left\langle Y^{0, h}, e^{-T \mathcal{L}^{h}} \Phi_{k}^{h, r}\right\rangle_{L^{2}\left(\Omega_{h}\right)}}{\gamma \partial_{r} \phi_{k}^{h}} q_{r-1, k}^{h}(t), \text { and } V_{d}^{h}(t)=0 \tag{67}
\end{equation*}
$$

for the boundary control case and
for the distributed control case.
We deal now with finite sums and there is no series convergence problem as soon as $\partial_{r} \phi_{k}^{h} \neq 0$ (this is alway true) and $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)} \neq 0$ (which is true as soon as $\omega$ contains at least two different points of the mesh, see Remark 1.4).

However, it remains to check that condition (62) is satisfied. According to the lower bounds in Corollary 3.1 and to (66), we find that for any $h>0$, the distributed control in (68) satisfies

$$
\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)} \leq C\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)} \sum_{k=1}^{N} \lambda_{k}^{h} e^{-(T-\tau) \lambda_{k}^{h}} \leq C\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)} \sum_{k \geq 1} k^{2} e^{-(T-\tau) 4 \gamma k^{2}}
$$

and thus,

$$
\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)} \leq C\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

The same computations hold for $\left(V_{b}^{h}\right)_{h>0}$ in (67).
REmark 5.4. Notice that, for the problem of control under consideration, we did not need so much precision on the lower bounds of Corollary 3.1. Indeed, controls $\left(V_{b}^{h}\right)_{h>0}$ and $\left(V_{d}^{h}\right)_{h>0}$ satisfy condition (62) as soon as the sums (67) and (68) are bounded uniformly in $h$. Thus, for this purpose, results of Theorem 3.1 would have been enough.
5.3. $\phi(h)$-null controllability. As already mentioned in the last paragraph of Section 1.3.1 and observed in numerical simulations of Section 4, the gap property (4) as well as the uniform lower bounds for $\left|\partial_{b} \phi_{k}^{h}\right|$ or $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}$ may not be satisfied when the diffusion coefficient is not constant or when the mesh is not uniform. Nevertheless, by Remark 1.4, we may still follow the proof of Theorem 5.3 exactly the same way and produce semi-discrete controls for which the associated solution satisfies $Y^{h}(T)=0$. Unfortunately, due to the lack of uniformity for the spectral properties mentionned above, we will not be able to produce a uniform bound for the control costs $\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)}$ or $\left\|V_{b}^{h}\right\|_{L^{2}(0, T)}$. It follows that such semi-discrete null-controls may be unstable when $h \rightarrow 0$.

Therefore, in these latter cases, we will no longer look for controls that lead to (61) and instead, we consider an adapted weaker definition of null-controllability, namely, we now investigate the $\phi(h)$-null controllability problem (see Definition 1.1).

REmARK 5.5. Note that the property $\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C \phi(h)\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}$ ensures that $Y^{h}(T) \rightarrow 0$ as $h \rightarrow 0$ if the family of discrete initial data are bounded. Thus, the $\phi(h)$-null controllability problem really aims at approaching null-controls in the limit $h \rightarrow 0$ and not approximate controls.

Let us first state a lemma on which the proofs of Theorem 5.4 and Theorem 5.5 both rely.

Lemma 5.1. Let $t_{0} \in(0, T), K \geq 1$, and $\beta>0$. There exists a $C\left(q, \gamma, t_{0}, \beta\right)>0$ such that

- for any mesh satisfying $\Theta_{h} \leq \beta$ and $N>K$
- for any $V_{d}^{h} \in L^{2}\left(0, T, \mathbb{R}^{N}\right)$ and $V_{b}^{h} \in L^{2}(0, T)$ that vanish on $\left(t_{0}, T\right)$ for which the associated solution $Y^{h}$ of $\left(S_{d}^{h}\right)$ satisfies

$$
\begin{equation*}
\left\langle\Phi_{k}^{r, h}, Y^{h}\left(t_{0}\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)}=0, \forall k \in \llbracket 1, K \rrbracket, \forall r \in \llbracket 1, d \rrbracket, \tag{69}
\end{equation*}
$$

we have
$\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C e^{-\left(T-t_{0}\right) \lambda_{K+1}^{h}}\left(\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}+\frac{1}{h^{3 / 2}}\left\|V_{b}^{h}\right\|_{L^{2}(0, T)}+\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)}\right)$.
Proof. Since the family $\left(\Phi_{k}^{r, h}\right)_{r \in \llbracket 1, d \rrbracket}^{k \in \llbracket 1, N \rrbracket}$, is an orthonormal basis of $\mathbb{R}^{N d}$, we have

$$
\left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\sum_{k=1}^{N} \sum_{r=1}^{d}\left\langle Y^{h}\left(t_{0}\right), \Phi_{k}^{r, h}\right\rangle_{L^{2}\left(\Omega_{h}\right)}^{2}
$$

Now, using (60) with $T$ replaced by $t_{0}$ we find that

$$
\begin{aligned}
& \left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq 3 \sum_{k=1}^{N} \sum_{r=1}^{d}\left|\left\langle Y^{0, h}, \sum_{l=0}^{r-1} \Phi_{k}^{r-l, h} \frac{\left(-t_{0}\right)^{l}}{l!} \exp \left(-\lambda_{k}^{h} t_{0}\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)}\right|^{2} \\
& +\left|\int_{0}^{t_{0}}\left\langle V_{d}^{h}(t),{ }^{t} \mathcal{D}_{\omega}^{h t} \mathrm{~B}^{h} \sum_{l=0}^{r-1} \Phi_{k}^{r-l, h} \frac{\left(t-t_{0}\right)^{l}}{l!} \exp \left(-\lambda_{k}^{h}\left(t_{0}-t\right)\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)} d t\right|^{2} \\
& +\left(\frac{\Theta_{h}\|\gamma\|_{\infty}}{h} \frac{\left\|\phi_{k}^{h}\right\|_{L^{\infty}}}{(r-1)!}\right)^{2}\left|\int_{0}^{t_{0}} V_{b}^{h}(t)\left(t-t_{0}\right)^{r-1} \exp \left(-\lambda_{k}^{h}\left(t_{0}-t\right)\right) d t\right|^{2}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} & \leq C\left(t_{0}, \beta, \gamma\right) \sum_{k=1}^{N} \sum_{r=1}^{d}\left|\left\langle Y^{0, h}, \Phi_{k}^{r, h}\right\rangle_{L^{2}\left(\Omega_{h}\right)}\right|^{2} \\
& +\left|\int_{0}^{t_{0}}\left\langle V_{d}^{h}(t),{ }^{t} \mathcal{D}_{\omega} \Phi_{k}^{1, h} \exp \left(-\lambda_{k}^{h}\left(t_{0}-t\right)\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)} d t\right|^{2} \\
& +\frac{1}{h^{3}}\left|\int_{0}^{t_{0}} V_{b}^{h}(t) \exp \left(-\lambda_{k}^{h}\left(t_{0}-t\right)\right) d t\right|^{2} .
\end{aligned}
$$

In the last inequality we used that $\left\|\phi_{k}^{h}\right\|_{L^{\infty}}^{2} \leq \frac{\Theta_{h}}{h}\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq \frac{\beta}{h}$.

$$
\left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C\left[\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)}^{2} \sum_{k=1}^{N} \frac{1}{\lambda_{k}^{h}}+\frac{1}{h^{3}}\left\|V_{b}^{h}\right\|_{L^{2}(0, T)}^{2} \sum_{k=1}^{N} \frac{1}{\lambda_{k}^{h}}\right] .
$$

Finally, taking the square root and using the lower bounds for $\lambda_{k}^{h}$ given in Lemma 3.3 , we conclude that

$$
\begin{equation*}
\left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C\left[\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}+\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{T}\right)}+\frac{1}{h^{3 / 2}}\left\|V_{b}^{h}\right\|_{L^{2}(0, T)}\right] . \tag{70}
\end{equation*}
$$

Now, we take advantage of the assumption (69) that implies the exponential decay of coefficients $\left\langle\Phi_{k}^{r, h}, Y^{h}(t)\right\rangle_{L^{2}\left(\Omega_{h}\right)}$ for $t \geq t_{0}$. Indeed, since both souce terms $V_{d}^{h}$ and $V_{b}^{h}$ are null after time $t_{0}$, the solution at time $T$ writes,

$$
Y^{h}(T)=\sum_{r=1}^{d} \sum_{k=K+1}^{N}\left\langle\Phi_{k}^{r, h}, Y^{h}\left(t_{0}\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)} \exp \left(-\lambda_{k}^{h}\left(T-t_{0}\right)\right) \Phi_{k}^{r, h} .
$$

Thus,

$$
\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq \exp \left(-\lambda_{K+1}^{h}\left(T-t_{0}\right)\right)\left\|Y^{h}\left(t_{0}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

which gives the claim with estimate (70).
Now we can state the main theorem of this section which applies in setting (S2).
Theorem 5.4. Let $T>0$ and suppose that the mesh is uniform and that $q$ and $\gamma$ satisfy hypothesis $\left(\mathrm{H}_{0}\right)$. Let any function $\phi: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}_{+}^{*}$ such that

$$
\begin{equation*}
\liminf _{h \rightarrow 0}\left[h^{2} \log (\phi(h))\right]>-8 \gamma_{\min } T . \tag{71}
\end{equation*}
$$

Then, system $\left(S_{d}^{h}\right)$ is $\phi(h)$-null controllable in time $T$.
Proof. The proof follows the same lines as the ones of Theorem 5.3 except that we only set to 0 a given portion of the Fourier modes of the solution.

From (71) we can find $t_{0} \in(0, T)$ and $\varepsilon \in(0,1)$ (depending only on $\phi$ ) such that

$$
\begin{equation*}
\liminf _{h \rightarrow 0}\left[h^{2} \log (\phi(h))\right]>-8 \gamma_{\min }\left(T-t_{0}\right)(1-\varepsilon) . \tag{72}
\end{equation*}
$$

Let $k_{\text {maxx, }}^{h}$ as in (29). We define $\tilde{\Lambda}_{\varepsilon}^{h}$ as follows

$$
\tilde{\Lambda}_{\varepsilon}^{h}:=\left\{\begin{array}{l}
\lambda_{k}^{h} \text { for } k \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket, \\
\lambda_{k_{\max , \varepsilon}^{h}}^{h}+4 \gamma_{\min } k^{2} \text { for } k \geq k_{\max , \varepsilon}^{h}+1 .
\end{array}\right.
$$

Thanks to the gap estimate in Theorem 3.2, there exists a $\kappa_{\varepsilon}>0$ such that

$$
\tilde{\Lambda}_{\varepsilon}^{h} \in \mathcal{L}\left(\kappa_{\varepsilon}, \mathcal{N}\right), \quad \text { for any } h, \text { where } \mathcal{N} \text { is defined by }(63)
$$

We apply Theorem 5.1 with $T$ replaced by $t_{0}$ and $\tau=t_{0} / 2$, in such a way that the biorthogonal family we obtain in $L^{2}\left(0, t_{0}\right)$ satisfies

$$
\left\|q_{j, l}^{\tilde{\Lambda}_{\varepsilon}^{h}}\right\|_{L^{2}\left(0, t_{0}\right)} \leq K_{t_{0}, \varepsilon} e^{\lambda_{l}^{h} t_{0} / 2}, \quad \forall l \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket, \forall j \in \llbracket 0, d-1 \rrbracket .
$$

We define now the following controls on $\left(0, t_{0}\right)$

$$
\begin{equation*}
V_{b}^{h}(t)=\sum_{k=1}^{k_{m a x, \varepsilon}^{h}} \sum_{r=1}^{d}(r-1)!\frac{\left\langle Y^{0, h}, e^{-t_{0} \mathcal{L}^{h}} \Phi_{k}^{h, r}\right\rangle_{L^{2}\left(\Omega_{h}\right)}^{\tilde{\Lambda}_{\varepsilon}^{h}}}{\gamma(1) \partial_{r} \phi_{k}^{h}} q_{-1, k}(t), \text { and } V_{d}^{h}(t)=0 \tag{73}
\end{equation*}
$$

in the boundary control case and
(74) $V_{d}^{h}(t)=\sum_{k=1}^{k_{\text {max }, \varepsilon}^{h}} \sum_{r=1}^{d}(r-1)!\frac{-\left\langle Y^{0, h}, e^{-t_{0} \mathcal{L}^{h}} \Phi_{k}^{h, r}\right\rangle_{L^{2}\left(\Omega_{h}\right)}}{\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}^{2}} q_{r-1, k}^{\tilde{\Lambda}_{\varepsilon}^{h}}(t) \phi_{k}^{h}$, and $V_{b}^{h}(t)=0$,
in the distributed control case. Using the above estimates on the biorthogonal family and the lower bounds on $\partial_{r} \phi_{k}^{h}$ and $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)}$ given in Theorem 3.2, we obtain

$$
\left\{\begin{array}{l}
\left\|V_{d}^{h}\right\|_{L^{2}\left(\Omega_{h}^{t_{0}}\right)} \leq C_{\varepsilon, t_{0}}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}  \tag{75}\\
\left\|V_{b}^{h}\right\|_{L^{2}\left(0, t_{0}\right)} \leq C_{\varepsilon, t_{0}}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}
\end{array}\right.
$$

and moreover, by construction, we have

$$
\left\langle\Phi_{k}^{r, h}, Y^{h}\left(t_{0}\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)}=0, \forall k \in \llbracket 1, k_{\max , \varepsilon}^{h} \rrbracket, \forall r \in \llbracket 1, d \rrbracket .
$$

Therefore, we can use Lemma 5.1 with $K=k_{\max , \varepsilon}^{h}$ to conlude that

$$
\begin{aligned}
\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C_{t_{0}, \varepsilon}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left(1+\frac{1}{h^{3 / 2}}\right) e^{-\left(T-t_{0}\right) \lambda_{k_{m a x, \varepsilon}^{h}+1}^{h}} \\
& \leq C_{t_{0}, \varepsilon}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)} \frac{1}{h^{3 / 2}} e^{-\left(T-t_{0}\right)(1-\varepsilon) \frac{4 \gamma_{\min }}{h^{2}}}
\end{aligned}
$$

By (72), for $h$ small enough, we conclude that

$$
\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq C_{t_{0}, \varepsilon}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \phi(h) .
$$

With the bounds (75), the claim follows.
We can now state an analogous theorem in the setting (S1).
Theorem 5.5. Let $T>0$. Suppose that $\gamma$ and $q$ satisfy $\left(\mathrm{H}_{2}\right)$. For any $\beta>0$, there exists $\alpha(q, \gamma, \beta)>0$, such that for any function $\phi: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}_{+}^{*}$ satisfying

$$
\begin{equation*}
\liminf _{h \rightarrow 0}\left[h^{2 / 5} \log (\phi(h))\right]>-\alpha T \tag{76}
\end{equation*}
$$

and any mesh family such that $\Theta_{h} \leq \beta$, the system $\left(S_{d}^{h}\right)$ is $\phi(h)$-null controllable at time $T$.

Proof. This proof is similar to the proof of the previous theorem and the details are left to the reader. However, we precise below their main differences.

Let $\alpha>0$, as in the last estimate of Theorem 3.1 and define

$$
\tilde{\Lambda}^{h}:=\left\{\begin{array}{l}
\lambda_{k}^{h} \text { for } k \in \llbracket 1, \alpha N^{2 / 5}-1 \rrbracket \\
\lambda_{k}^{h}+4 \gamma_{\min } k^{2} \text { for } k \geq \alpha N^{2 / 5} .
\end{array}\right.
$$

Thanks to the gap estimate of Theorem 3.1, there exists $\kappa>0$ such that

$$
\tilde{\Lambda}^{h} \in \mathcal{L}(\kappa, \mathcal{N}), \quad \text { for any } h
$$

By constructing the same kind of controls as before, we get

$$
\left\langle\Phi_{k}^{r, h}, Y^{h}\left(t_{0}\right)\right\rangle_{L^{2}\left(\Omega_{h}\right)}=0, \forall k \in \llbracket 1, \alpha N^{2 / 5} \rrbracket, \forall r \in \llbracket 1, d \rrbracket,
$$

which, using Lemma 5.1 with $K=\alpha N^{2 / 5}$, leads to

$$
\left\|Y^{h}(T)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C_{t_{0}}\left\|Y^{0, h}\right\|_{L^{2}\left(\Omega_{h}\right)} \frac{1}{h^{3 / 2}} \exp \left(-\frac{\left(T-t_{0}\right) \alpha}{h^{2 / 5}}\right)
$$

and the claim follows.
REmARK 5.6. The notion of $\phi(h)$-null controllability has been introduced here to remedy the fact that the gap property does not hold for the entire spectrum in the general case. Note that if one is able to prove, on a particular choice of $\gamma$ and $q$, that the gap property is valid for the whole spectrum, then the estimates of Section 3 allow to conclude that uniform null controllability holds.

## 6. Remarks and further results.

1. In [18] the authors consider the problem of null-controllability at the boundary for the semi-discretized in space linear beam equation with hinged boundary conditions and constant diffusion coefficient. They discretize the operator $\partial_{x x x x}$ with finite differences in 1D on a uniform mesh. The equation writes:

$$
\left\{\begin{array}{l}
\left(Y^{h}\right)^{\prime \prime}(t)+\left(\mathcal{A}^{h}\right)^{2} Y^{h}(t)=\mathcal{B}_{r}^{h} V_{b}^{h}(t), t \in(0, T) \\
Y^{h}(0)=Y^{h, 0}, \quad\left(Y^{h}\right)^{\prime}(0)=Y^{h, 1}
\end{array}\right.
$$

where $Y^{h, 0}$ and $Y^{h, 1}$ are vectors in $\mathbb{R}^{N}$. The corresponding adjoint system with final datum $Z_{T}^{h} \in \mathbb{R}^{2 N}$ writes

$$
\left\{\begin{array}{l}
\left(Z^{h}\right)^{\prime}(t)+L^{h} Z^{h}(t)=0 \\
Z^{h}(T)=Z_{T}^{h}
\end{array}\right.
$$

where $L^{h}=\left(\begin{array}{cc}0 & -\mathrm{I}^{h} \\ \left(\mathcal{A}^{h}\right)^{2} & 0\end{array}\right)$. The authors show, via the moments method, that uniform null controllability holds for this equation for some initial data whose high frequencies have been filtered out. As for parabolic problems, their proof makes use of explicit computations on the eigenelements $\left(\mu_{k}^{h}, \psi_{k}^{h}\right)_{1 \leq|k| \leq N}$ of the operator $L^{h}$.
Using the discrete spectral estimates obtained in Section 3 of the present paper, it is very likely that one can adapt the ideas of [18] to obtain similar results for more general second order elliptic operator $\mathcal{A}^{h}$ and, more importantly, for non uniform grids.
2. We give here some additional information about the theorical results mentionned in Section 4, test case 4, where the mesh is uniform, $q=0$ and $\gamma$ is piecewise constant and takes its largest value on the right side of the domain : $\mathcal{O}:=] 0.4,1\left[\right.$. First, note that the equation $\mathcal{A}^{h} \phi_{k}^{h}=\lambda_{k}^{h} \phi_{k}^{h}$ defines a linear recurrence relation with constant coefficients for the indices $i$ such that $x_{i} \in \Omega \backslash \mathcal{O}$, since $\gamma$ is constant in this region. Using the homogenous Dirichlet condition at $x=0$, we can prove by explicit computations that $I_{l}^{h}(N) \leq \exp \left(-\frac{C_{1}}{h}\right)$ and $I_{1}^{h}(N) \leq \exp \left(-\frac{C_{1}}{h}\right)$, where $C_{1}$ depends only on $\gamma$. Next, we check that the computations done in Theorem 3.2 and Proposition 3.2 are still valid locally where $\gamma$ is constant and in particular in $\mathcal{O}$. Doing this, we can show that $I_{r}^{h}(N) \geq C_{2}$ and $I_{2}^{h}(N) \geq C_{2}\left|\omega^{2}\right|$, where $C_{2}$ only depends on $\gamma$.
3. In Remark 5.4 we stressed that, for the distributed control problem on a uniform mesh, the exponentially small lower bound of Theorem 3.1 was enough to give a uniform bound on $V_{d}^{h}$. In [8, Th 6.1], the authors show that a partial discrete Lebeau-Robbiano inequality holds for a discretization of a second order elliptic operator of the form $\mathcal{A}=-\partial_{x}\left(\gamma \partial_{x} \cdot\right)$, on regular families of nonuniform meshes (as the ones considered in Remark 1.6). Thus, considering a uniform discretization, they obtain that there exist $C>0$ and $\varepsilon>0$, both independant of $h$, such that for any eigenvalue $\lambda_{k}^{h}$ satisfying $\lambda_{k}^{h} \leq \varepsilon / h^{2}$, we have $\left\|\phi_{k}^{h}\right\|_{L^{2}\left(\omega_{h}\right)} \geq \frac{1}{C} \exp \left(-C \sqrt{\lambda_{k}^{h}}\right)$. This is the same lower bound as the one of Theorem 3.1, but only for a fraction of the spectrum, and only for regular grids and coefficients. Note also that the Lebeau-Robbiano inequalities do not give any information on the normal derivatives of the eigenfunctions.
4. The techniques used in this paper seem to be clearly restricted to the 1D situation. However, in a forthcoming paper [1], we manage to use those results (with a more precise estimate of the control cost in short time like $e^{C / T}$ ) in addition to discrete Lebeau-Robbiano techniques to obtain similar results for the boundary control of multi-dimensional coupled systems in Cartesian geometries.
Observe that the multi-dimensional situation has a more complex behavior since, contrary to the 1D case (see Remark 1.4 and the beginning of Section 5.3 ), it may happen that the semi-discrete problem is not even approximately controllable for a constant coefficient operator discretized on a uniform mesh. This is a consequence of the counter-example by O. Kavian reported in [21] that shows that it exists eigenfunctions of the 5 -point 2D discrete Laplace operator that are localized along the diagonal of the domain. Therefore, the associated discrete normal derivative is zero on almost every point of the boundary of the domain.
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