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Abstract

In this work, we investigate the small-time global exact controllability of the Navier-Stokes equa-
tion, both towards the null equilibrium state and towards weak trajectories. We consider a viscous
incompressible fluid evolving within a smooth bounded domain, either in 2D or in 3D. The controls
are only located on a small part of the boundary, intersecting all its connected components. On the
remaining parts of the boundary, the fluid obeys a Navier slip-with-friction boundary condition. Even
though viscous boundary layers appear near these uncontrolled boundaries, we prove that small-time
global exact controllability holds. Our analysis relies on the controllability of the Euler equation
combined with asymptotic boundary layer expansions. Choosing the boundary controls with care
enables us to guarantee good dissipation properties for the residual boundary layers, which can then
be exactly canceled using local techniques.

1 Introduction

1.1 Description of the fluid system

We consider a smooth bounded connected domain €2 in R?, with d = 2 or d = 3. Although some drawings
will depict 2 as a very simple domain, we do not make any other topological assumption on €2. Inside this
domain, an incompressible viscous fluid evolves under the Navier-Stokes equations. We will name v its
velocity field and p the associated pressure. We assume that we are able to act on the fluid flow only on a
open part I' of the full boundary 912, where I" intersects all connected components of 99 (this geometrical
hypothesis is used in the proofs of Lemma 2). On the remaining part of the boundary, 9Q\ T, we assume
that the fluid flow satisfies Navier slip-with-friction boundary conditions. Hence, (u, p) satisfies:

Ou+ (u-Viu—Au+Vp=0 inQ,
divu =0 in Q,
u-n=0 on 0N\ T,
N(u)=0 on 0N\ T.

(1)

Here and in the sequel, n denotes the outward pointing normal to the domain. For a vector field f,
we introduce [f],,, its tangential part, D(f) the rate of strain tensor (or shear stress) and N(f) the
tangential Navier boundary operator defined as:

[f]tan = f - (f : n)n’ (2)
Dij(f) i= 5 @iy + 03, O
N(f) = (D) + M) @

Eventually, in (4), M is a smooth matrix valued function, describing the friction near the boundary. This
is a generalization of the usual condition involving a single scalar parameter o > 0 (i.e. M = aly). For
flat boundaries, such a scalar coefficient measures the amount of friction. When a = 0 and the boundary
is flat, the fluid slips along the boundary without friction. When o — 400, the friction is so intense
that the fluid is almost at rest near the boundary and, as shown by Kelliher in [58], the Navier condition

[D(u)n + ou),,, = 0 converges to the usual Dirichlet condition.
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1.2 Controllability problem and main result

Let T be an allotted positive time (possibly very small) and w, an initial data (possibly very large). The
question of small-time global exact null controllability asks whether, for any T and any u,, there exists
a trajectory u (in some appropriate functional space) defined on [0,7] x €, which is a solution to (1),
satisfying «(0,-) = u, and «(T,-) = 0. In this formulation, system (1) is seen as an underdetermined
system. The controls used are the implicit boundary conditions on I' and can be recovered from the
constructed trajectory a posteriori.

80\ T

— =

u-n=20
[D(u)n + Multgn =0

Figure 1: Setting of the main Navier-Stokes control problem.

We define the space L2(Q) as the closure in L?(Q2) of smooth divergence free vector fields which are
tangent to 9Q \ T'. For f € L,QY (©), we do not require that f-n = 0 on the controlled boundary I". Of
course, due to the Stokes theorem, such functions satisfy fr f+n = 0. The main result of this paper is
the following small-time global exact null controllability theorem:

Theorem 1. Let T > 0 and u. € L2(). There exists u € Co, ([0, T]; L2(€2)) N L*((0,T); H'(Q)) a weak
controlled trajectory (see Definition 1) of (1) satisfying u(0, ) = us and u(T,-) = 0.

Remark 1. Even though a unit dynamic viscosity is used in equation (1), Theorem 1 remains true for
any fixed positive viscosity v thanks to a straightforward scaling argument. Some works also consider the
case when the friction matriz M depends on v (see [73] or [59]). This does not impact our proofs in the
sense that we could still prove that: for any v > 0, for any T > 0, for any smooth M, for any initial
data u, one can find boundary controls (depending on all these quantities) driving the initial data back
to the null equilibrium state at time T'.

Remark 2. Theorem 1 is stated as an existence result. The lack of uniqueness both comes from the fact
that multiple controls can drive the initial state to zero and from the fact that it is not known whether
weak solutions are unique for the Navier-Stokes equation in 3D (in 2D, it is known that weak solutions
are unique). Always in the 3D case, if the initial data u. is smooth enough, it would be interesting to
know if we can build a strong solution to (1) driving u. back to zero (in 2D, global existence of strong
solutions is known). We conjecture that building strong controlled trajectories is possible. What we do
prove here is that, if the initial data u. is smooth enough, then our small-time global approximate null
control strategy drives any weak solution starting from this initial state close to zero.

Although most of this paper is dedicated to the proof of Theorem 1 concerning the null controllability,
we also explain in Section 5 how one can adapt our method to obtain small-time global exact controllability
towards any weak trajectory (and not only the null equilibrium state).

1.3 A challenging open problem as a motivation

The small-time global exact null controllability problem for the Navier-Stokes equation was first suggested
by Jacques-Louis Lions in the late 80’s. It is mentioned in [(1] in a setting where the control is a source
term supported within a small subset of the domain (this situation is similar to controlling only part
of the boundary). In Lions’ original question, the boundary condition on the uncontrolled part of the
boundary is the Dirichlet boundary condition. Using our notations and our boundary control setting, the
system considered is:
O+ (u-V)u—Au+Vp=0 in Q,
divu=0 inQ, (5)
u=0 on 0N\ T.



Open Problem (OP) For any T > 0 and u, in L?(Q) which is divergence free and vanishes on OQ\T,
does there exist a trajectory of system (5) with w(0,-) = u, such that uw(T,-) =07?

This is a very challenging open problem because the Dirichlet boundary condition gives rise to bound-
ary layers that have a larger amplitude than Navier slip-with-friction boundary layers. However, we
expect that the method we introduce here can inspire later works on the more difficult case of the
Dirichlet boundary condition, at least for some favorable geometric and functional settings.

1.4 Known results and related previous works
1.4.1 Local results

A first approach to study the controllability of Navier-Stokes systems is to deal with the quadratic
convective term as a perturbation term and obtain results using the diffusive term. Of course, this kind
of approach is mostly efficient for local results, where the quadratic term is indeed small. Most local
proofs rely on Carleman estimates for the adjoint system.

For the Dirichlet boundary condition, Imanuvilov proves in [57] small-time local controllability to the
trajectories for 2D and 3D. This result has since been improved in [30] by Fernandez-Cara, Guerrero,
Imanuvilov and Puel. Their proof uses Carleman estimates and weakens the regularity assumed on the
trajectories. In particular, their proof implies null controllability with small initial data in L??~2.

For Navier slip-with-friction boundary conditions, two papers were published in 2006. In [54], the
authors prove a local controllability result to the trajectories in 2D domains, assuming the initial data is
close to the trajectory in H!. In [17], Guerrero, proves small-time local controllability to the trajectories
for 2D and 3D domains, with general non-linear Navier boundary conditions. His result implies null
controllability when the initial data is small in H3. It is likely that this result could be improved to lower
this hypothesis to L??~2 as in the Dirichlet case.

1.4.2 Global results

The second approach goes the other way around: see the viscous term as a perturbation of the inviscid
dynamic and try to deduce the controllability of Navier-Stokes from the controllability of Euler. This
approach is efficient to obtain small-time results, as inviscid effects prevail in this asymptotic. However, if
one does not control the full boundary, boundary layers appear near the uncontrolled boundaries 9Q\ T".
Thus, most known results try to avoid this situation.

In [19], the first author and Fursikov prove a small-time global exact null controllability result when
the domain is a manifold without border (in this setting, the control is a source term located in a small
subset of the domain). Likewise, in [31], Fursikov and Imanuvilov prove small-time global exact null
controllability when the control is supported on the whole boundary (i.e. I' = 9Q). In both cases, there
is no boundary layer.

Another method to avoid the difficulties is to choose more gentle boundary conditions. In a simple
geometry (a 2D rectangular domain), Chapouly proves in [13] small-time global exact null controllability
for Navier-Stokes under the boundary condition V x u = 0 on uncontrolled boundaries. Let [0, L] x [0, 1]
be the considered rectangle. Her control acts on both vertical boundaries at x1y = 0 and z; = L.
Uncontrolled boundaries are the horizontal ones at xo = 0 and 22 = 1. She deduces the controllability
of Navier-Stokes from the controllability of Euler by linearizing around an explicit reference trajectory
u®(t,z) := (h(t),0), where h is a smooth profile. Hence, the Euler trajectory already satisfies all boundary
conditions and there is no boundary layer to be expected at leading order.

For Navier slip-with-friction boundary conditions in 2D, the first author proves in [17] a small-time
global approximate null controllability result. He proves that exact controllability can be achieved in the
interior of the domain. However, this is not the case near the boundaries. The approximate controllability
is obtained in the space W 1>, which is not a strong enough space to be able to conclude to global
exact null controllability using a local result. The residual boundary layers are too strong and have not
been sufficiently handled during the control design strategy.

For Dirichlet boundary conditions, Guerrero, Imanuvilov and Puel prove in [18] (resp. [19]) for a
square (resp. a cube) where one side (resp. one face) is not controlled, a small time result which looks
like global approximate null controllability. Their method consists in adding a new source term (a control
supported on the whole domain ) to absorb the boundary layer. They prove that this additional control
can be chosen small in LP((0,T); H=1(2)), for 1 < p < po (with po = 8/7 in 2D and 4/3 in 3D). However,
this norm is too weak to take a limit and obtain the result stated in Open Problem (OP) (without this



fully supported additional control). Moreover, the H () estimate seems to indicate that the role of the
inner control is to act on the boundary layer directly where it is located, which is somehow in contrast
with the goal of achieving controllability with controls supported on only part of the boundary.

All the examples detailed above tend to indicate that a new method is needed, which fully takes into
account the boundary layer in the control design strategy.

1.4.3 The "well-prepared dissipation" method

In [63], the second author proves small-time global exact null controllability for the Burgers equation on
the line segment [0, 1] with a Dirichlet boundary condition at 2 = 1 (implying the presence of a boundary
layer near the uncontrolled boundary & = 1). The proof relies on a method involving a well-prepared
dissipation of the boundary layer. The sketch of the method is the following:

1. Scaling argument. Let 7' > 0 be the small time given for the control problem. Introduce ¢ < 1 a
very small scale. Perform the usual small-time to small-viscosity fluid scaling u®(¢, ) := eu(et, x),
yielding a new unknown v, defined on a large time scale [0,T'/¢], satisfying a vanishing viscosity
equation. Split this large time interval in two parts: [0,T] and [T, T /e].

2. Inviscid stage. During [0,7], use (up to the first order) the same controls as if the system was
inviscid. This leads to good interior controllability (far from the boundaries, the system already
behaves like its inviscid limit) but creates a boundary layer residue near uncontrolled boundaries.

3. Dissipation stage. During the long segment [T,7/¢], choose null controls and let the system
dissipate the boundary layer by itself thanks to its smoothing term. As ¢ — 0, the long time scale
compensates exactly for the small viscosity. However, as ¢ — 0, the boundary layer gets thinner
and dissipates better.

The key point in this method is to separate steps 2 and 3. Trying to control both the inviscid dynamic
and the boundary layer at the end of step 2 is too hard. Instead, one chooses the inviscid controls with
care during step 2 in order to prepare the self-dissipation of the boundary layer during step 3. This
method will be used in this paper and enhanced to prove our result. In order to apply this method, we
will need a very precise description of the boundary layers involved.

1.5 Boundary conditions and boundary layers for Navier-Stokes

Physically, boundary layers are the fluid layers in the immediate vicinity of the boundaries of a domain,
where viscous effects prevail. Mathematically, they appear when studying vanishing viscosity limits while
maintaining strong boundary conditions. There is a huge literature about boundary conditions for partial
differential equations and the associated boundary layers. In this paragraph, we give a short overview of
some relevant references in our context for the Navier-Stokes equation.

1.5.1 Adherence boundary condition

The strongest and most commonly used boundary condition for Navier-Stokes is the full adherence (or
no-slip) boundary condition v = 0. This condition is most often referred to as the Dirichlet condition
although it was introduced by Stokes in [83]. Under this condition, fluid particles must remain at rest
near the boundary. This generates large amplitude boundary layers.

In 1904, Prandtl proposed an equation describing the behavior of boundary layers for this adherence
condition in [75]. Heuristically, these boundary layers are of amplitude O(1) and of thickness O(y/v) for
a vanishing viscosity v. Although his equation has been extensively studied, much is still to be learned.

Both physically and numerically, there exists situations where the boundary layer separates from the
border: see [20], [52], [80], or [87]. Mathematically, it is known that solutions with singularities can be
built [26] and that the linearized system is ill-posed in Sobolev spaces [33]. The equation has also been
proved to be ill-posed in a non-linear context in [51]. Moreover, even around explicit shear flow solutions
of the Prandtl equation, the equation for the remainder between Navier-Stokes and Euler+Prandtl is also
ill-posed (see [45] and [46]).

Most positive known results fall into two families. First, when the initial data satisfies a monotonicity
assumption, introduced by Oleinik in [71], [72]. See also [1], [53], [67] and [93] for different proof techniques
in this context. Second, when the initial data are analytic, it is both proved that the Prandtl equations
are well-posed [77] and that Navier-Stokes converges to an Euler+Prandtl expansion [78]. For historical
reviews of known results, see [25] or [70]. We also refer to [62] for a comprehensive recent survey.



Physically, the main difficulty is the possibility that the boundary layer separates and penetrates into
the interior of the domain (which is prevented by the Oleinik monotonicity assumption). Mathematically,
Prandtl equations lack regularization in the tangential direction thus exhibiting a loss of derivative (which
can be circumvented within an analytic setting).

1.5.2 Friction boundary conditions

Historically speaking, the adherence condition is posterior to another condition stated by Navier in [(9]
which involves friction. The fluid is allowed to slip along the boundary but undergoes friction near the
impermeable walls. Originally, it was stated as:

u-n=0 and [D(u)n-+aul,, =0, (6)

tan
where « is a scalar positive coefficient. Mathematically, o can depend (smoothly) on the position and be
a matrix without changing much the nature of the estimates.

This condition has been justified from the boundary condition at the microscopic scale in [15] for the
Boltzmann equation. See also [14] or [66] for other examples of such derivations.

Although the adherence condition is more popular in the mathematical community, the slip-with-
friction condition is actually well suited for a large range of applications. For instance, it is an appropriate
model for turbulence near rough walls [59] or in acoustics [35]. It is used by physicists for flat boundaries
but also for curved domains (see [27], [50] or [74]). Physically, «v is homogeneous to 1/b where b is a length,
named slip length. Computing this parameter for different situations, both theoretically or experimentally
is important for nanofluidics and polymer flows (see [2] or [12]).

Mathematically, the convergence of the Navier-Stokes equation under the Navier slip-with-friction
condition to the Euler equation has been studied by many authors. For 2D, this subject is studied in [14]
and [58]. For 3D, this subject is treated in [36] and [65]. To obtain more precise convergence results, it is
necessary to introduce an asymptotic expansion of the solution u® to the vanishing viscosity Navier-Stokes
equation involving a boundary layer term. In [56], Iftimie and the third author prove a boundary layer
expansion. This expansion is easier to handle than the Prandtl model because the main equation for the
boundary layer correction is both linear and well-posed in Sobolev spaces. Heuristically, these boundary
layers are of amplitude O(1/v) and of thickness O(y/v) for a vanishing viscosity v.

1.5.3 Slip boundary conditions

When the physical friction between the inner fluid and the solid boundary is very small, one may want
to study an asymptotic model describing a situation where the fluid perfectly slips along the boundary.
Sadly, the perfect slip situation is not yet fully understood in the mathematical literature.

2D. In the plane, the situation is easier. In 1969, Lions introduced in [60] the free boundary condition
w = 0. This condition is actually a special case of (6) where o depends on the position and a(x) = 2k(z),
where k(z) is the curvature of the boundary at € 9. With this condition, good convergence results
can be obtained from Navier-Stokes to Euler for vanishing viscosities.

3D. In the space, for flat boundaries, slipping is easily modeled with the usual impermeability condition
u - n = 0 supplemented by any of the following equivalent conditions:

a" [u]tan = 07 (7)
[D(u)n],,, =0, (8)
[v X u]tan = 0 (9)

For general non-flat boundaries, these conditions cease to be equivalent. This situation gives rise to some
confusion in the literature about which condition correctly describes a true slip condition.

Formally, condition (8) can be seen as the limit when o — 0 of the usual Navier slip-with-scalar-
friction condition (6). As for condition (9) it can be seen as the natural extension in 3D of the 2D Lions
free boundary condition. Let x € 9€2. We note T, the tangent space to 02 at . The Weingarten map
(or shape operator) My, (x) at = is defined as a linear map from T, into itself such that My (z)7 := V. n
for any 7 in T),. The image of M, (z) is contained in 7. Indeed, since |n|> = 1 in a neighborhood of 99,
0=V,(n?) =2n-V.n=2n-M,7 for any 7.



Lemma 1 ([5], [36]). If Q is smooth, the shape operator My, is smooth. For any x € 0 it defines a
self-adjoint operator with values inT,.. Moreover, for any divergence free vector field u satisfying u-n =0
on 052, we have:

[D(u)n + Myu] (V X u) Xn. (10)

1
tan — 92

Even though it is a little unusual, it seems that condition (9) actually better describes the situation of
a fluid slipping along the boundary. The convergence of the Navier-Stokes equation to the Euler equation
under this condition has been extensively studied. In particular, let us mention the works by Beirao da
Veiga, Crispo et al. (see [1], [5], [6], [7], [8], [9] and [21]), by Berselli et al. (see [10], [11]) and by Xiao,
Xin et al. (see [38], [89], [90], [91] and [92]).

The difficulty comes from the fact that the Euler equation (which models the behavior of a perfect
fluid, not subject to friction) is only associated with the u-n = 0 boundary condition for an impermeable
wall. Any other supplementary condition will be violated for some initial data. Indeed, as shown in [g],
even the persistence property is false for condition (9) for the Euler equation: choosing an initial data
such that (9) is satisfied does not guarantee that it will be satisfied at time ¢ > 0.

1.6 Plan of the paper
The paper is organized as follows:

e In Section 2, we consider the special case of the slip boundary condition (9). This case is easier to
handle because no boundary layer appears. We prove Theorem 1 in this simpler setting in order to
explain some elements of our method.

e In Section 3, we introduce the boundary layer expansion that we will be using to handle the general
case and we prove that we can apply the well-prepared dissipation method to ensure that the
residual boundary layer is small at the final time.

e In Section 4, we introduce technical terms in the asymptotic expansion of the solution and we use
them to carry out energy estimates on the remainder. We prove Theorem 1 in the general case.

e In Section 5 we explain how the well-prepared dissipation method detailed in the case of null
controllability can be adapted to prove small-time global exact controllability to the trajectories.

2 A special case with no boundary layer: the slip condition

In this section, we consider the special case where the friction coefficient M is the shape operator M,,.
On the uncontrolled boundary, thanks to Lemma 1, the flow satisfies:

u-n=0 and [V xul, =0. (11)

tan
In this setting, we can build an Euler trajectory satisfying this overdetermined boundary condition. The
Euler trajectory by itself is thus an excellent approximation of the Navier-Stokes trajectory, up to the
boundary. This allows us to present some elements of our method in a simple setting before moving on
to the general case which involves boundary layers.

Asin [17], our strategy is to deduce the controllability of the Navier-Stokes equation in small time from
the controllability of the Euler equation. In order to use this strategy, we are willing to trade small time
against small viscosity using the usual fluid dynamics scaling. Even in this easier context, Theorem 1 is
new for multiply connected 2D domains and for all 3D domains since [17] only concerns simply connected
2D domains. This condition was also studied in [13] in the particular setting of a rectangular domain.

2.1 Domain extension and weak controlled trajectories

We start by introducing a smooth extension O of our initial domain 2. We choose this extended domain
in such a way that T' C O and 9Q\ T C 00O (see Figure 2.1 for a simple case). This extension procedure
can be justified by standard arguments. Indeed, we already assumed that €2 is a smooth domain and,
up to reducing the size of I', we can assume that its intersection with each connected component of 9
is smooth. From now on, n will denote the outward pointing normal to the extended domain @ (which
coincides with the outward pointing normal to §2 on the uncontrolled boundary 9Q\T"). We will also need
to introduce a smooth function ¢ : R? — R such that ¢ = 0 on 00, ¢ > 0 in O and ¢ < 0 outside of O.



Moreover, we assume that |p(z)| = dist(z, 90) in a small neighborhood of 9O. Hence, the normal n can
be computed as —V close to the boundary and extended smoothly within the full domain O. In the
sequel, we will refer to 2 as the physical domain where we try to build a controlled trajectory of (1).
Things happening within O\ Q are technicalities corresponding to the choice of the controls and we advise
the reader to focus on true physical phenomenons happening inside €.

o0\ T

u-n=>0
[D(u)n + Multgn =0

Figure 2: Extension of the physical domain Q C O.

Definition 1. Let T > 0 and u, € L2(Q). Let u € C),([0,T]; L2(€)) N L((0,T); H*(2)). We will say
that u is a weak controlled trajectory of system (1) with initial condition u. when u is the restriction to
the physical domain Q of a weak Leray solution in the space CO ([0, T]; L2(O))NL3((0,T); H*(O)) on the
extended domain O, which we still denote by u, to:
O+ (u-Viu—Au+Vp=¢ in O,
divu=o in O,
u-n=>0 on 00, (12)
N(u)=0 on 00,
(0, ) = . n O,
where £ € H'((0,T), L*(0)) N C°([0,T], H(0)) is a forcing term supported in O\ Q, o is a smooth non
homogeneous divergence condition also supported in O\ Q and u. has been extended to O such that the

extension is tangent to 0O and satisfies the compatibility condition divu. = (0, -).

Allowing a non vanishing divergence outside of the physical domain is necessary both for the control
design process and because we did not restrict ourselves to controlling initial data satisfying u, -n =0
on I'. Defining weak Leray solutions to (12) is a difficult question when one tries to obtain optimal
functional spaces for the non homogeneous source terms. For details on this subject, we refer the reader
to [28], [29] or [76]. In our case, since the divergence source term is smooth, an efficient method is to start
by solving a (stationary or evolution) Stokes problem in order to lift the non homogeneous divergence
condition. We define u, as the solution to:

Oste — Ay + Vps =0 in O,
divu, =0 in O,
Us =0 on 00, (13)
N(ug) =0 on 00,
U (0, ) = us in O.
Smoothness (in time and space) of o immediately gives smoothness on u,. These are standard maximal
regularity estimates for the Stokes problem in the case of the Dirichlet boundary condition. For Navier

boundary conditions (sometimes referred to as Robin boundary conditions for the Stokes problem), we
refer to [30], [81] or [32]. Decomposing u = u, + up, we obtain the following system for wy,:

Opup + (uy - V)up + (up - V)ugs + (up - V)up, — Aup + Vpp =€ — (uo - V)ug in O,

divup, =0 in O,

up-n=0 on 00, (14)
N(up) =0 on 00,
up(0,-) =0 in O.



Defining weak Leray solutions to (14) is a standard procedure. They are defined as measurable functions
satisfying the variational formulation of (14) and some appropriate energy inequality. For in-depth
insights on this topic, we refer the reader to the classical references by Temam [35] or Galdi [32]. In our
case, let L3, (O) denote the closure in L?(O) of the space of smooth divergence free vector fields tangent
to 00. We will say that uj, € CJ([0,T7; L3;,(0)) N L*((0,T); H'(O)) is a weak Leray solution to (14) if
it satisfies the variational formulation:

// uhatqﬁ—i—// Ug - V)up + (up - Vug + (up - V)up) ¢
+2/OD(Uh) +2/6O [Mup]ion @ = // V)ue) ¢,

for any ¢ € C2°([0,7),O) which is divergence free and tangent to 0. We moreover require that they
satisfy the so-called strong energy inequality for almost every 7 < ¢:

|Uh |L2 +4// Uh < |Uh( |L2 - // Muh]tan Un
(1,t)x00

+ // ous + 2(up - Vugup + 2 (€ — (uy - V)tg) up.
(1,6)xO

(15)

(16)

In (16), the boundary term is well defined. Indeed, from the Galerkin method, we can obtain strong
convergence of Galerkin approximations u}' towards uy, in L2((0,7); L2(d0)) (see |56, page 155]).

Although uniqueness of weak Leray solutions is still an open question, it is easy to adapt the classical
Leray-Hopf theory proving global existence of weak solutions to the case of Navier boundary conditions
(see [14] for 2D or [55] for 3D). Once forcing terms & and o are fixed, there exists thus at least one weak
Leray solution u to (12).

In the sequel, we will mostly work within the extended domain. Our goal will be to explain how we
choose the external forcing terms £ and o in order to guarantee that the associated controlled trajectory
vanishes within the physical domain at the final time.

2.2 Time scaling and small viscosity asymptotic expansion

The global controllability time 7" is small but fixed. Let us introduce a positive parameter ¢ < 1. We
will be even more ambitious and try to control the system during the shorter time interval [0,eT]. We
perform the scaling: u®(t,z) := eu(et, z) and p°(t, x) := e2p(et, x). Similarly, we set £°(t, x) := 2£(et, )
and o¢(t,z) := eo(et,z). Now, (uf,p°) is a solution to the following system for ¢ € (0,T):

Ou® + (v - V)u® —eAu® + Vp* =¢° in (0,7) x O,
divu® = o° in (0,7) x O,

u® n=0 on (0,T) x 00, (17)
[V xul,, =0 on (0,T) x 00,
u|tmp = s in O.

Due to the scaling chosen, we plan to prove that we can obtain [u®(T’, )| 2oy = o(€) in order to conclude
with a local result. Since ¢ is small, we expect u® to converge to the solution of the Euler equation.
Hence, we introduce the following asymptotic expansion for:

uf = u® +eut +erf,
p°=p"+ep' +en%,
£ =0 +et,

0f =o% +eot.

Let us provide some insight behind expansion (18)-(21). The first term (u°,p%, €%, %) is the solution to
a controlled Euler equation. It models a smooth reference trajectory around which we are linearizing the
Navier-Stokes equation. This trajectory will be chosen in such a way that it flushes the initial data out of
the domain in time 7. The second term (u!,p!, &l o!) takes into account the initial data w., which will
be flushed out of the physical domain by the flow u°. Eventually, (¢, 7¢) contains higher order residues.
We need to prove |r°(T,-)| 20y = o(1) in order to be able to conclude the proof of Theorem 1.



2.3 A return method trajectory for the Euler equation

At order O(1), the first part (u’,p°) of our expansion is a solution to the Euler equation. Hence, the
pair (u°,p°) is a return-method-like trajectory of the Euler equation on (0,7):

o’ + (uo . V) u® + Vp? = ¢ in (0,7) x O,

divu® = o° in (0,7) x O,

u’-n=0 n (0,7T) x 00, (22)
u’(0,) =0 in O,
u(T,) =0 in O,

where €9 and 0¥ are smooth forcing terms supported in O \ 2. We want to use this reference trajectory
to flush any particle outside of the physical domain within the fixed time interval [0, T]. Let us introduce
the flow ®° associated with u°:

OOt t,x) = x,
0 0 0 (23)
0sP°(t, s,2) = u’(s, P (¢, 8, )).
Hence, we look for trajectories satisfying:
Vo€ 0,3, € (0,T), ®°(0,t,,z) ¢ Q. (24)

We do not require that the time ¢, be the same for all x € O. Indeed, it might not be possible to flush
all of the points outside of the physical domain at the same time. Property (24) is obvious for points z
already located in O \ Q. For points lying within the physical domain, we use:

Lemma 2. There exists a solution (u’,p°,£°,0%) € C=([0,T] x O,R% x R x R? x R) to system (22) such
that the flow ®° defined in (23) satisfies (24). Moreover, u® can be chosen such that:

Vxu'=0 in [0,T]xO. (25)

Moreover, (u,p° €%, 6%) are compactly supported in (0,T). In the sequel, when we need it, we will
implicitly extend them by zero after T'.

This lemma is the key argument of multiple papers concerning the small-time global exact controlla-
bility of Euler equations. We refer to the following references for detailed statements and construction
of these reference trajectories. First, the first author used it in [16] for 2D simply connected domains,
then in [18] for general 2D domains when I" intersects all connected components of 9. Glass adapted
the argument for 3D domains (when T" intersects all connected components of the boundary), for simply
connected domains in [37] then for general domains in [39]. He also used similar arguments to study the
obstructions to approximate controllability in 2D when I' does not intersect all connected components of
the boundary for general 2D domains in [40]. Here, we use the assumption that our control domain I"
intersects all connected parts of the boundary 9. The fact that condition (25) can be achieved is a
direct consequence of the construction of the reference profile u° as a potential flow: u°(t, z) = V&°(¢, x),
where #° is smooth.

2.4 Convective term and flushing of the initial data

We move on to order O(g). Here, the initial data u, comes into play. We choose u! as the solution to:

Opu' + (u”- V) u' + (u' - V)u’ + Vp' = Au® +&8 i (0,T) x O,

divu! = ot in (0,7) x O,
L (26)
u -n=20 on (0,T) x 00,
u (0, ) = u. in O,

where ¢! and ¢! are smooth forcing terms supported in O \ Q. Formally, equation (26) also takes into
account a residual term Au’. Thanks to (25), we have Au® = V(divu®) = Vo. It is thus supported
in ® \ Q and can of course be canceled by an appropriate choice of £'. The following lemma is natural
thanks to the choice of a good flushing trajectory uY:



Lemma 3. Let u, € H*(O) N L3, (O). There exists smooth forcing terms &' and o' such that the
associated solution u' to system (26) satisfies u(T,-) = 0. Moreover, u! is bounded in L>=((0,T), H3(O)).
In the sequel, it is implicit that we extend (u',pt, &L, o) by zero after T.

We refer to the original references for detailed proofs of this statement: [16], [18], [37], [39] or [40].
The interested reader can also start with the nice introduction given by Glass in [38]. We ounly provide
here a short overview of the main ideas of the proof. The easiest path to prove that it is possible to
control u! is to introduce w! := V x u! and to write (26) in vorticity form, within the physical domain Q:

{Gtwl—l—(uO-V)wl—(wl-V)uozo in (0,7) x Q,

27
wh(0,) =V x uy in Q. 27)

The term (w1 . V) u? is specific to the 3D setting and does not appear in 2D (where the vorticity is merely
transported). Nevertheless, even in 3D, the support of the vorticity is transported by u°. Thus, thanks
to hypothesis (24), w! will vanish inside Q at time T provided that we choose null boundary conditions
for w! on the controlled boundary I' when the characteristics enter in the physical domain. Hence, we
can build a trajectory such that w!(T,-) = 0 inside 2. Since we can choose the boundary controls on T
to be null at time T, the final time profile U := u!(T, -) satisfies:

V.-U=0 in Q,
VxU=0 in Q, (28)
U-n=0 on 0.
For simply connected domains, this implies U = 0 in . In O\ €, it is of course also possible to guarantee
that u!(T,-) = 0 because we can choose a non vanishing source term. For multiply connected domains,

the situation is a little more complex and we refer to the full proofs. Roughly speaking, a finite number
of non vanishing solutions to (28) must be ruled out by sending in appropriate vorticity circulations.

2.5 Energy estimates for the remainder

In this paragraph, we study the remainder defined in expansion (18). We write the equation for the
remainder in the extended domain O:

Or® + (u - V) 1r® —eAr® 4+ Va® = f© — A%r®, in (0,7) x O,

divr® =0 in (0,7) x O,
[V xrf,, =— [V X ul]tan n (0,7) x 90, (29)

r*-n=0 on (0,T) x 90,
r$(0,) = 0 in O,
where we used the notations:

Ar® = (r° - V) (u® +eu'), (30)
fei=cAul—e(u' - V)ul. (31)

We want to establish a standard L>°(L?)N L?(H') energy estimate for the remainder. As usual, formally,
we multiply equation (29) by r¢ and integrate by parts. Since we are considering weak solutions, some
integration by parts may not be justified because we do not have enough regularity to give them a
meaning. However, the usual technique applies: one can recover the estimates obtained formally from
the variational formulation of the problem, the energy equality for the first terms of the expansion and
the energy inequality of the definition of weak solutions (see [56, page 168| for an example of such an
argument). We proceed term by term:

1d 9
€ .6 — - € 2
/Oatrr 551 1T (32)
1
/(u8 V) 8-7“5:——/ (divu5)|r8|2, (33)
o 2 Jo

-
—E/ATE-T€=€/|VX7‘E|2—€/ (r* x (V x 1)) - n, (34)
O O o0
/Vﬂ'g-rsz(). (35)
O
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In (33), we will use the fact that divu® = divu’+edivu' = 0% +eo! is known and bounded independently
of r¢. In (34), we use the boundary condition on ¢ to estimate the boundary term:

/rsx(ers)-n:/ e x (Vxu')-n

00 00

= /div(rgxwl)
o

(36)
= /(er8)~w1—r5~(wa1)
o
1 2 1 2 1 2 1 2
<_ g _ 1 _ g _ 1 .
_2/0|er| +2/O\w\ +2/O|r| +2/O\V><w\
We split the forcing term estimate as:
1
[ = g1 (14 ). 37)

Combining estimates (32)-(35), (36) and (37) yields:

d 2

&|r5|§ +e|Vxref2 < (25 ‘ul‘Hz + |f5|2) + (E + ‘UO + 501’00 +2|A%|  + |f5|2) |7¢]3. (38)
Applying Gronwall’s inequality by integrating over (0,7') and using the null initial condition gives:

2 2
Ir|ee (p2) + €IV X €[22y = O(e). (39)

This paragraphs proves that, once the source terms £° and o° are fixed as above, any weak Leray solution
o (17) is small at the final time. Indeed, thanks to Lemma 2 and Lemma 3, u®(T) = u!(T") = 0. At the
final time, (39) gives:

(T, )] a0y < £ 1P (T2 ) 2oy = OEY2). (40)

2.6 Regularization and local arguments

In this paragraph, we explain how to chain our arguments in order to prove Theorem 1. We will need
to use a local argument to finish bringing the velocity field exactly to the null equilibrium state (see
paragraph 1.4.1 for references on null controllability of Navier-Stokes):

Lemma 4 (|[17]). Let T > 0. There exists o7 > 0 such that, for any u. € H3(O) which is divergence
free, tangent to 00, satisfies the compatibility assumption N(us) =0 on 00 and of size |u*|H3(O) < ér,
there exists a control ¢ € HY((0,T), L2(0))NC°([0,T], H(O)) supported outside of Q such that the strong
solution to (12) with o = 0 satisfies u(T,-) = 0.

In this context of small initial data, the existence and uniqueness of a strong solution is proved in [47].
We also use the following smoothing lemma for our Navier-Stokes system:

Lemma 5. Let T > 0. There exists a continuous function Cr with Cp(0) = 0, such that, if u, € L3, (O)
and u € CY([0,T); L3, (0)) N L2((0,T); H'(0)) is a weak Leray solution to (12), with £ =0 and o = 0:

€ 0,71, [ultus ) sy < Or (|1l 20 (41)

Proof. This result is proved by Temam in [34, Remark 3.2] in the harder case of Dirichlet boundary
condition. His method can be adapted to the Navier boundary condition and one could track down the
constants to explicit the shape of the function Cr. For the sake of completeness, we provide a standalone
proof in a slightly more general context (see Lemma 9, Section 5). O

We can now explain how we combine these arguments to prove Theorem 1. Let 7" > 0 be the allowed
control time and u. € L2(Q) the (potentially large) initial data to be controlled. The proof of Theorem 1
follows the following steps:

11



e We start by extending €2 into O as explained in paragraph 2.1. We also extend the initial data .,
to all of O. This extension does not need to be divergence-free outside of €2 but is tangential to 0O.
We use Lemma 5 to deduce the existence of a time T; € (0,7/4) such that u(T1,-) € H3(O). This
is why we can assume that the initial data is smooth. Lemma 5 is only stated with a vanishing
divergence condition. Thus, if necessary, we start with a short preparation phase where we let o
decrease from its initial value to zero, relying on the existence of a weak solution once a smooth o
profile is fixed, say o(t, z) := B(t) div u.(z) where 8 smoothly decreases from 1 to 0.

e Let T := T'/2. Starting from this new smoother initial data u(77, ), we proceed with the small-time
global approximate controllability method explained above on a time interval of size To —T7 > T'/4.
For any ¢ > 0, we know that we can build a trajectory starting from w (77, ) and such that u(7T%, -)
is smaller than § in L?(0). It particular, it can be made small enough such that Cr (0) < oz,
where § T comes from Lemma 4 and the function C' T comes from Lemma 5.

£.9)

e Repeating the regularization argument of Lemma 5, we deduce the existence of a time T3 € ( >

such that (T3, -) is smaller than dz in H?(O).

e We use Lemma 4 on the time interval [T3, Ts + %] to reach exactly zero. Once the system is at
rest, it stays there until the final time T

This concludes the proof of Theorem 1 in the case of the slip condition. For the general case, we will
use the same proof skeleton, but we will need to control the boundary layers. In the following sections,
we explain how we can obtain small-time global approximate null controllability in the general case.

3 Boundary layer expansion and dissipation

As in the previous section, the allotted physical control time T is fixed (and potentially small). We
introduce an arbitrary mathematical time scale ¢ <« 1 and we perform the usual scaling u®(¢,z) :=
eu(et,r) and p°(t,x) := e?p(et,x). In this harder setting involving a boundary layer expansion, we do
not try to achieve approximate controllability towards zero in the smaller physical time interval [0, 7]
like it was possible to do in the previous section. Instead, we will use the virtually long mathematical
time interval to dissipate the boundary layer. Thus, we consider (u®, p®) the solution to:

Opu® + (u® - V)u® —eAu® 4+ Vp° =¢° in (0,T/e) x O,
divuf = o¢ in (0,T/e) x O,

u®-n=0 on (0,7/e) x 90, (42)
Nu) =0 on (0,T/e) x 00,
Um0 = Uy in O.

Here again, we do not expect to reach exactly zero with this part of the strategy. However, we would
like to build a sequence of solutions such that |u (T, -)[;20) = o(1). As in Section 2, this will allow us
to apply a local result with a small initial data, a fixed time and a fixed viscosity. Due to the scaling
chosen, this conditions translates into proving that |uE (%, ) | 120) = o(e). Following and enhancing the

original boundary layer expansion for Navier slip-with-friction boundary conditions proved by Iftimie and

the third author in [56], we introduce the following expansion:
€ _,,0 (p(x) 1 €
us(t,z) = u(t, o) +Vev [ t,z, 7 +eu (t,x) +...+erf(t,x), (43)
€
pe(t,x) = p°(t, o) +ep'(t, ) + ... +enc(t,x). (44)

The forcing terms are expanded as:

3

€ (t,x) = 0t x) + Vee? (t,x, M) + et (t, z), (45)
of(t,x) = o' (t,x) + el (t, x). (46)

Compared with expansion (18), expansion (43) introduces a boundary correction v. Indeed, u® does
not satisfy the Navier slip-with-friction boundary condition on 0. The purpose of the second term v

12



is to recover this boundary condition by introducing the tangential boundary layer generated by u°. In
equations (43) and (44), the missing terms are technical terms which will help us prove that the remainder
is small. We give the details of this technical part in Section 4. We use the same profiles u° and u! as in
the previous section (extended by zero after T'). Hence, u® = /cv after T and we must understand the
behavior of this boundary layer residue that remains after the short inviscid control strategy.

3.1 Boundary layer profile equations

Since the Euler system is a first-order system, we have only been able to impose a single scalar boundary
condition in (22) (namely, u°-n = 0 on O). Hence, the full Navier slip-with-friction boundary condition
is not satisfied by u". Therefore, at order O(+/€), we introduce a tangential boundary layer correction v.
This profile is expressed in terms both of the slow space variable x € O and a fast scalar variable
2z =p(x)/+/e. Asin [56], v is the solution to:

Qv+ [(u’ - Vv + (v V)uo]tan +u 20,0 — 0,0 = &£ in R, x O xRy,
d.o(t,2,0) = ¢°(t,2)  InRy x O, (47)
v(0,2,2) =0 in O x Ry,

where we introduce the following definitions:

ul(t, x) - n(x)

0 .
t,x)=— R @) 48
w, (t, ) (@) in Ry x O, (48)
g°(t, z):=2x(z) N (u°)(t, z) in Ry xO. (49)
Unlike in [56], we introduced an inhomogeneous source term £V in (47). This corresponds to a smooth

control term whose z-support is located within O\ 2. Using the transport term, this outside control will
enable us to modify the behavior of v inside the physical domain 2. Let us state the following points
about equations (47), (48) and (49):

e The boundary layer profile depends on d 4 1 spatial variables (d slow variables x and one fast
variable z) and is thus not set in curvilinear coordinates. This approach used in [50] lightens the
computations. It is implicit that n actually refers to the extension —V of the normal (as explained
in paragraph 2.1) and that this extends formulas (2) defining the tangential part of a vector field
and (4) defining the Navier operator inside O.

e The boundary profile is tangential, even inside the domain. For any z € O, z > 0 and t > 0, we
have v(t, z, z) -n(x) = 0. It is easy to check that, as soon as the source term £V -n = 0, the evolution
equation (47) preserves the relation v(0,z,z) - n(x) = 0 of the initial time. This orthogonality
property is the reason why equation (47) is linear. Indeed, the quadratic term (v - n)d,v should
have been taken into account if it did not vanish. In the sequel, we will check that our construction
satisfies the property &V -n = 0.

e In (49), we introduce a smooth cut-off function x, satisfying x = 1 on 90O. This is intended to help
us guarantee that v is compactly supported near 0O, while ensuring that v compensates the Navier
slip-with-friction boundary trace of u®. See paragraph 3.4 for the choice of .

e Even though ¢ vanishes on 00, uE is not singular near the boundary because of the impermeability
condition u® - n = 0. Since u° is smooth, a Taylor expansion proves that ug is smooth in O.

3.2 Large time asymptotic decay of the boundary layer profile

In the previous paragraph, we defined the boundary layer profile through equation (47) for any ¢ > 0.
Indeed, we will need this expansion to hold on the large time interval [0,7/e]. Thus, we prefer to define
it directly for any ¢t > 0 in order to stress out that this boundary layer profile does not depend in any
way on e. Is it implicit that, for ¢ > T, the Euler reference flow u° is extended by 0. Hence, for t > T,
system (47) reduces to a parametrized heat equation on the half line z > 0 (where the slow variables
x € O play the role of parameters):

0w — 0,,v =0, inRy xO, fort>T, (50)

0. v(t,z,0) =0 in {0} x O, fort>T.
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The behavior of the solution to (50) depends on its “initial” data @(x, z) := v(T,x, z) at time T. Even
without any assumption on v, this heat system exhibits smoothing properties and dissipates towards the
null equilibrium state. It can for example be proved that:

v(t, z, ')|L2(]R+) St (e, ')|L2(]R+) : (51)

However, as the equation is set on the half-line z > 0, the energy decay obtained in (51) is rather slow.
Moreover, without any additional assumption, this estimate cannot be improved. It is indeed stan-
dard to prove asymptotic estimates for the solution v(¢, z, -) involving the corresponding Green function
(see [3], [24], or [79]). Physically, this is due to the fact that the average of v is preserved under its
evolution by equation (50). The energy contained by low frequency modes decays slowly. Applied at the
final time ¢ = T'/e, estimate (51) yields:

T . 1 1 1
‘\/gv (_’.’@) :(’)(55‘*‘2‘*‘2) , (52)
e Ve o)
where the last e factor comes from the Jacobian of the fast variable scaling (see [56, Lemma 3, page 150]).

Hence, the natural decay O(e) obtained in (52) is not sufficient to provide an asymptotically small
boundary layer residue in the physical scaling. After division by e, we only obtain a O(1) estimate. This
motivates the fact that we need to design a control strategy to enhance the natural dissipation of the
boundary layer residue after the main inviscid control step is finished.

Our strategy will be to guarantee that v satisfies a finite number of vanishing moment conditions for
k € N of the form:

Vo € O, 2*5(x, z)dz = 0. (53)
Ry

These conditions also correspond to vanishing derivatives at zero for the Fourier transform in z of o (or
its even extension to R). If we succeed to kill enough moments in the boundary layer at the end of the
inviscid phase, we can obtain arbitrarily good polynomial decay properties. For s,n € N, let us introduce
the following weighted Sobolev spaces:

H*™(R) := {f € H*(R), Z /]R(l + 22)"0 f(2)]?dz < —l—oo} , (54)
a=0

which we endow with their natural norm. We prove in the following lemma that vanishing moment
conditions yield polynomial decays in these weighted spaces for a heat equation set on the real line.

Lemma 6. Let s,n € N and fo € H>"TY(R) satisfying, for 0 <k <n,

/ 2¥ fo(2)dz = 0. (55)
R

Let f be the solution to the heat equation on R with initial data fo:

Orf —0..f =0 mR, fort>0, (56)
f0,)=fo mR, fort=0.
There exists a constant Cs ,, independent on fo such that, for 0 <m <n,
1 n m
In(2+8))i727%
|f(ta ')|Hs,m < Cs,n |fO|Hs,n+1 27“ (57)

Proof. For small times (say ¢t < 2), the ¢ function in the right-hand side of (57) is bounded below by
a positive constant. Thus, inequality (57) holds because the considered energy decays under the heat
equation. Let us move on to large times, e.g. assuming ¢ > 2. Using Fourier transform in z — (, we
compute:

F(£,0) = e fo(0). (58)

Moreover, from Plancherel’s equality, we have the following estimate:

£t 3 [ @y oo (59)
j=0"R
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We use (58) to compute the derivatives of the Fourier transform:
PN J . 2 . oA
OLf(t,¢) = ¢TI P (1) e 01 fo(€), (60)
i=0
where P; ; are polynomials with constant numerical coefficients. The energy contained at high frequencies
decays very fast. For low frequencies, we will need to use assumptions (55). Writing a Taylor expansion
of fo near ( = 0 and taking into account these assumptions yields the estimates:

0 Ao S 16" 0 fo| | S ICP T 1" Fol@ o S IC" ol oo (61)

We introduce p > 0 and we split the energy integral at a cutting threshold:
pln(2 +t) 1/2

2+t (62)

c0=|

High frequencies. We start with high frequencies |¢| > (*(¢). For large times, this range actually
almost includes the whole spectrum. Using (59) and (60) we compute the high energy terms:

Wi u(t) = / (14 ¢3)" e 2 I | [P (62) Py (6€2)| |02 fo] 01 Fo|ac. (63)
[¢1=>¢*(t)

Plugging estimate (61) into (63) yields:

e—t(CT()?

Wi ®) <ol Tz /R<1+<2)Se‘“2 12" |Puy (16) Py (162)[t3dC. (64)

The integral in (64) is bounded from above for ¢ > 2 through an easy change of variable. Moreover,
eHE W) o= @) (9 4 4) " < (244)7F (65)
Hence, for t > 2, combining (64) and (65) yields:
Wi () S @407 |folfone (66)

In (62), we can choose any p > 0. Hence, the decay obtained in (66) can be arbitrarily good. This is
not the case for the low frequencies estimates which are capped by the number of vanishing moments
assumed on the initial data fj.

Low frequencies. We move on to low frequencies |(] < (*(¢). For large times, this range concentrates
near zero. Using (59) and (60) we compute the low energy terms:

Whiw®i= [ (1 ) e G Py (1) P (167)] [0 o] |05 Aofac. o7
[C1<¢*(2)

Plugging estimate (61) into (67) yields:
s n—21 _ 2
Wi (1) < | folfromss /C . ()(1+42) 1P | Py (8¢2) Py j (1€%) | €72 dC. (68)
<¢e(t

The function 7+ |P; (1) Py ;(7)| =" is bounded on [0, +00) thanks to the growth comparison theorem.
Moreover, (1 + ¢?)® can be bounded by (1 + p)* for |¢| < |¢*(t)|. Hence, plugging the definition (62)
into (68) yields:

3+n—j
b 2 pn(2+1)|2
Wi (@) S [ fol o o1t (69)
Hence, choosing p = 1 + 2n — 2m in equation (62) and summing estimates (66) with (69) for all indexes
0 <4,i < j < m concludes the proof of (57) and Lemma 6. O

We will use the conclusion of Lemma 6 for two different purposes. First, it states that the boundary
layer residue is small at the final time. Second, estimate (57) can also be used to prove that the source
terms generated by the boundary layer in the equation of the remainder are integrable in large time.
Indeed, for n > 2, fo and f satisfying the assumptions of Lemma 6, we have:

11z arnzy S Lol grasn (70)
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3.3 Preparation of vanishing moments for the boundary layer profile

In this paragraph, we explain how we intend to prepare vanishing moments for the boundary layer profile
at time 7' using the control term £” of equation (47). In order to perform computations within the Fourier
space in the fast variable, we want to get rid of the Neumann boundary condition at z = 0. This can be
done by lifting the inhomogeneous boundary condition ¢g° to turn it into a source term. We choose the
simple lifting —g%(¢, z)e~*. The homogeneous boundary condition will be preserved via an even extension
of the source term. Let us introduce V (¢, x, z) € R? defined for t > 0, x € O and z € R by:

V(t,x,2) = v(t,z, |z]) + ¢°(t, x)e”1#|. (71)

We also extend implicitly £V by parity. Hence, V is the solution to the following evolution equation:

OV + (u® - V)V + BV +ul20,V — 9.,V =G% 1 + GOzle7 ¥l ¢ iR, x O xRy, (72)
V(0,2,2) =0 in O xRy,
where we introduce:
j=0u) — (n- 9;u°) ni+(u’ - Vny)n; for 1 <4,j <d, (73)
G*:=01g" — ¢° + (u® - V)g° + Bg", (74)
GO:= — ug°. (75)

The null initial condition in (72) is due to the fact that «°(0,-) = 0 and hence ¢°(0,-) = 0. Similarly,
we have ¢%(t,-) = 0 for t > T since we extended u’ by zero after 7. As remarked for equation (47),
equation (72) also preserves orthogonality with n. Indeed, the particular structure of the zeroth-order
operator B is such that [( V)V + BV] n = 0 for any function V such that V - n = 0. We compute

the partial Fourier transform V t,z,() : fR (t,x,z)e”*dz. We obtain:
2G° N 2GO(1 - ¢?)
1+¢ 0 1+

OV + (W V)WV + (B4 —ul) V—ul¢:V = +év. (76)

To obtain the decay we are seeking, we will need to consider a finite number of derivatives of V at ¢=0.
Thus, we introduce:

Qi(t,z) = 9V (t, 2, =0). (77)

Let us compute the evolution equations satisfied by these quantities. Indeed, differentiating equation (76)
k times with respect to ( yields:

0LV + (u® - V)OEV+ (B + (% — uf) 8§f/+2k§8§‘1f/+k(k - 1)8§_2‘77u3(§3< +k)oEV

260  2GO(1—¢?) gv] (78)

_ 9k
=0T Et Taroyp

Now we can evaluate at ( = 0 and obtain:

—k(k —1)Qk—2- (79)
¢=0

0 Qr + (u° - V)Qk + BQr—u) (k +1)Q, = (’)f 1+ 2 + (1+¢2)?

2G°  2G°(1—¢?) +€U]

In particular:
0Qu+ (1 - V)Qo + BQo — Qo = 26°+26° + [¢'] (80)
1Qa + (u° - V)Q2 + BQa — 3ud Qs = —2Qo — 4G° — 12G° + [agév} o’ (81)
These equations can be brought back to ODEs using the characteristics method, by following the flow ®°.

Moreover, thanks to their cascade structure, it is easy to build a source term £V which prepares vanishing
moments. We have the following result:
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Lemma 7. Let n > 1 and u® € C*([0,7] x O) be a fived reference flow as defined in paragraph 2.5.
There erists £V € C®°(Ry x O x Ry) with £V -n = 0, whose x support is in O\ Q, whose time support is
compact in (0,T), such that:

VO<k<nVzxeO, QuT,z)=0. (82)

Moreover, for any s,p € N, for any 0 < m < n, the associated boundary layer profile satisfies:

l,n_m
4+2 2

In(2 4 t) ’ (83)

ot Mz ey S| Tt

where the hidden constant depends on the functional space and on u® but not on the time t > 0.

Proof. Reduction to independent control of n ODEs. Once n is fixed, let n’ = |(n—1)/2|. We start
by choosing smooth even functions of z, ¢; for 0 < j < n’, such that 8?’%5]-(0) = §;,. We then compute
iteratively the moments Q2; (odd moments automatically vanish by parity) using &} := &7 (¢, z)¢;(2) to
control ()2; without interfering with previously constructed controls. When computing the control at
order j, all lower order moments 0 < ¢ < j are known and their contribution as the one of Q in (81) can
be seen as a known source term.

Reduction to a null controllability problem. Let us explain why (80) is controllable. First, by
linearity and since the source terms G° and GO are already known, fixed and tangential, it suffices to prove
that, starting from zero and without these source terms, we could reach any smooth tangential state.
Moreover, since the flow flushing property (24) is invariant through time reversal, it is also sufficient to
prove that, in the absence of source term, we can drive any smooth tangential initial state to zero. These
arguments can also be formalized using a Duhamel formula following the flow for equation (80).

Null controllability for a toy system. We are thus left with proving a null controllability property
for the following toy system:

9Q+ (- V)Q+BQ+AXQ=¢  in(0,7)x O, (84)
Q(,)=Q. 0,
where B(t,z) is defined in (73) and A(f,x) is a smooth scalar-valued amplification term. Thanks to
the flushing property (24) and to the fact that O is bounded, we can choose a finite partition of unity
described by functions n; for 1 <[ < L with 0< m(x) <1 and Zl m = 1 on O, where the support of
m is a small ball B; centered at some z; € O. Moreover, we extract our partition such that: for any
1 <1 < L, there exists a time #; € (¢,T — ¢€) such that dist(®°(0,¢, B;),Q) > §/2 for |t — t;| < € where
€ >0. Let 3: R — R be a smooth function with 8 =1 on (—o0, —€) and 3 = 0 on (¢, +00). Let Q' be
the solution to (84) with initial data Q. := Q. and null source term ¢. We define:

ﬁ(t - tl)Ql(tax)a (85)

] =

Qt,x) =

1

E(ta)=) Bt—t)Q'(t x). (86)

M=

=1

Thanks to the construction, formulas (85) and (86) define a solution to (84) with a smooth control term £
supported in O\ Q, satisfying ¢ - n = 0 and such that Q(T,-) = 0.

Decay estimate. For small times ¢t € (0,T), when £¥ # 0, estimate (83) can be seen as a uniform in
time estimate and can be obtained similarly as the well-posedness results proved in [56]. For large times,
t > T, the boundary layer profile equation boils down to the parametrized heat equation (50) and we use
the conclusion of Lemma 6 to deduce (83) from (57). O

3.4 Staying in a small neighborhood of the boundary

The boundary layer correction defined in (47) is supported within a small z-neighborhood of 9O.
This is legitimate because Navier boundary layers don’t exhibit separation behaviors. Within this -
neighborhood, this correction lifts the tangential boundary layer residue created by the Euler flow but
generates a non vanishing divergence at order /e. In the sequel, we will need to find a lifting profile for
this residual divergence (see (117)). This will be possible as long as the extension n(x) := —Vy(x) of the
exterior normal to O does not vanish on the xz-support of v. However, there exists at least one point in
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O where V¢ = 0 because ¢ is a non identically vanishing smooth function with ¢ = 0 on dO. Hence,
we must make sure that, despite the transport term present in equation (47), the z-support of v will not
encounter points where Vi vanishes.

We consider the extended domain O. Its boundary coincides with the set {x € RY; o(z) = 0}.
For any 6 > 0, we define Vs := {x € R%; 0 < p(z) < 6}. Hence, Vs is a neighborhood of O in O.
For § large enough, Vs = O. As mentioned in paragraph 3.1, ¢ was chosen such that |[V¢| = 1 and
lp(x)] = dist(xz, 00) in a neighborhood of dO. Let us introduce n > 0 such that this is true on V,.
Hence, within this neighborhood of 90O, the extension n(x) = —V(z) of the outwards normal to 90O is
well defined (and of unit norm). We want to guarantee that v vanishes outside of V,,.

Considering the evolution equation (76), we see it as an equation defined on the whole of @. Thanks
to its structure, we see that the support of V is transported by the flow of u°. Moreover, V can be
triggered either by fixed polluting right-hand side source term or by the control forcing term. We want
to determine the supports of these sources such that V vanishes outside of V.

Thanks to definitions (49), (74) and (75), the unwanted right-hand side source term of (76) is sup-
ported within the support of x. We introduce 7, such that supp(x) C Vi - For § > 0, we define:

S(8) = sup {¢ (®°(t,t',2)); t,t' €[0,T), z € Vs} > 0. (87)

With this notation, 7, includes the zone where pollution might be emitted. Hence S(n,) includes the
zone that might be reached by some pollution. Iterating once more, S(S(n,)) includes the zone where
we might want to act using " to prepare vanishing moments. Eventually, S(S(S(ny)))) corresponds to
the maximum localization of non vanishing values for v.

First, since u” is smooth, ®° is smooth. Moreover, ¢ is smooth. Hence, (87) defines a smooth function
of 6. Second, due to the condition u® - n = 0, the characteristics cannot leave or enter the domain and
thus follow the boundaries. Hence, S(0) = 0. Therefore, by continuity of S, there exists 7, > 0 small
enough such that S(S(S(ny)))) <n. We assume x is fixed from now on.

3.5 Controlling the boundary layer exactly to zero

In view of what has been proved in the previous paragraphs, a natural question is whether we could have
controlled the boundary layer exactly to zero (instead of controlling only a finite number of modes and
relying on self-dissipation of the higher order ones). This was indeed our initial approach but it turned
out to be impossible. The boundary layer equation (47) is not exactly null controllable at time 7. In
fact, it is not even exactly null controllable in any finite time greater than 7. Indeed, since u°(¢,-) = 0
for t > T, v is the solution to (50) for ¢t > T. Hence, reaching exactly zero at time T is equivalent to
reaching exactly zero at any later time.

Let us present a reduced toy model to explain the difficulty. We consider a rectangular domain and
a scalar-valued unknown function v solution to the following system:

Ov + 0, — 0,,v =0 [0,7] x [0,1] x [0,1],
v(t,x,0) = g(t, ) [0,T] x [0, 1],
o(t,z,1) =0 [0,7] x [0,1], (88)
v(t,0,2) = q(t, 2) [0,7] x [0, 1],
v(0,2,2) =0 [0,1] x [0,1]

System (88) involves both a known tangential transport term and a normal diffusive term. At the bottom
boundary, g(t, z) is a smooth fixed pollution source term (which models the action of N (u°), the boundary
layer residue created by our reference Euler flow). At the left inlet vertical boundary = = 0, we can choose
a Dirichlet boundary value control ¢(t, z). Hence, applying the same strategy as described above, we can
control any finite number of vertical modes provided that T > 1.

However, let us check that it would not be reasonable to try to control the system exactly to zero at
any given time T' > 1. Let us consider a vertical slice located at z, € (0,1) of the domain at the final
time and follow the flow backwards by defining:

Ue(t, 2) i=v(t,z + (= T), 2). (89)
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Hence, letting Ty := T — x,> 0 and using (89), v, is the solution to a one dimensional heat system:

Oty — 02,0, =0 [Ty, T] x [0,1],
Vs (ta 0) = g« (t) [T*a T]a
va(t.1) = 0 7,7, (90)
0,(0, 2) = ¢ (2) [0, 1],

where g, (t) := g(t, 2 + (t — T)) is smooth but fixed and g¢.(z) := ¢(T%, 2) is an initial data that we can
choose as if it was a control. Actually, let us change a little the definition of v, to lift the inhomogeneous
boundary condition at z = 0. We set:

Uty 2) i=v(t, 2 + (E=T),2) — (1 — 2)gx(t). (91)

Hence, system (90) reduces to:

Oy — 02505 = *(1 - Z)g;(t) [T*,T] X [Oa 1]5
U*(tv 0) =0 [T*vT]a
’U*(t, 1) =0 [T*’T]a (92)
U*(O’ Z) = q*(z) [0’ 1]7

where we change the definition of ¢, (2) := ¢(T%, z) — (1 — 2)g«(T%). Introducing the Fourier basis adapted
to system (92), e, (z) := sin(nwz), we can solve explicitly for the evolution of v,:

T
v(T) =e ™™ To(0) —/ e (T — 2 e,) gl (t)dt. (93)

If we assume that the pollution term ¢ vanishes at the final time, equation (93) and exact null controlla-
bility would impose the choice of the initial control data:

2_2

T
&= (1 ze) / g (1)t (94)

Even if the pollution term ¢ is very smooth, there is nothing good to be expected from relation (94).
Hoping for cancellations or vanishing moments is not reasonable because we would have to guarantee this
relation for all Fourier modes n and all z, € [0,1]. Thus, the boundary data control that we must choose
has exponentially growing Fourier modes. Heuristically, it belongs to the dual of a Gevrey space.

The intuition behind relation (94) is that the control data emitted from the left inlet boundary
undergoes a heat regularization process as they move towards their final position. In the meantime,
the fixed polluting boundary data is injected directly at positions within the domain and undergoes
less smoothing. This prevents any hope from proving exact null controllability for system (88) within
reasonable functional spaces and explains why we had to resort to a low-modes control process.

Theorem 1 is an exact null controllability result. To conclude our proof, we use a local argument stated
as Lemma 4 in paragraph 2.6 which uses diffusion in all directions. Boundary layer systems like (88)
exhibit no diffusion in the tangential direction and are thus harder to handle. The conclusion of our proof
uses the initial formulation of the Navier-Stokes equation with a fixed O(1) viscosity.

4 Estimation of the remainder and technical profiles

In the previous sections, we presented the construction of the Euler reference flushing trajectory u°, the
transported flow involving the initial data u! and the leading order boundary layer correction v. In
this section, we follow on with the expansion and introduce technical profiles, which do not have a clear
physical interpretation. The purpose of the technical decomposition we propose is to help us prove that
the remainder we obtain is indeed small. We will use the following expansion:

uf =u’ + Ve {v} +eu' + eV +e{w} +erc, (95)
p°=0"+e{q} +ep' +eps +em, (96)
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where v, w and ¢ are profiles depending on ¢,2 and z. For such a function f(¢,z, z), we use the notation
{f} to denote its evaluation at z = ¢(x)/+/e. In the sequel, operators V, A, D and div only act on z
variables. We will use the following straightforward commutation formulas:

div{f} = {div f} —n-{0.f} /e (
VA{f}={Vf}—n{o:.f}/Ve, (98
N = AN — 5 40Pl /VE (
Within the z-support of boundary layer terms, |n|? = 1.

4.1 Formal expansions of constraints

In this paragraph, we are interested in the formulation of the boundary conditions and the incompress-
ibility condition for the full expansion. We plug expansion (95) into these conditions and identify the
successive orders of power of 1/e.

4.1.1 Impermeability boundary condition

The impermeability boundary condition u® - n = 0 on 9O yields:

u-n =0, (101)
v(-,,0)-n=0, (102)
u' - n+ 0,0 +w(-,-,0) - n4r°-n=0. (103)

By construction of the Euler trajectory u°, equation (101) is satisfied. Since the boundary profile v is
tangential, equation (102) is also satisfied. By construction, we also already have u! - n = 0. In order to
be able to carry out integrations by part for the estimates of the remainder, we also would like to impose
r€-n = 0. Thus, we read (103) as a definition of 9,,0° once w is known:

YVt > 0,Ve € 00, 0,6°(t,x) = —w(t,z,0) - n. (104)

4.1.2 Incompressibility condition

The (almost) incompressibility condition divu® = ¢° 4o in O (recall that ¢° and o' are smooth forcing
terms supported outside of the physical domain Q) yields:

divu® —n - {0,v} = o°, (105)
{divv} —n-{0,w} =0, (106)
divu' 4 div Vé© + {divw} + divr® = o (107)

In (106) and (107), we used formula (97) to isolate the contributions to the divergence coming from

the slow derivatives with the one coming from the fast derivative 0,. By construction divu’ = o9,

divu! = 0!, n-9,v =0 and we would like to work with divr® = 0. Hence, we read (106) and (107) as:
n-{0,w} = {divo}, (108)
—Af* = {divw}. (109)
4.1.3 Navier boundary condition

Last, we turn to the slip-with-friction boundary condition. Proceeding as above yields by identification:

N(u®) — % [0:0)ian | .o = 0, (110)
N)|,_,— % [0:w] i | .o =0, (111)
N(u') 4+ N(V6°) + N(w)|,_, + N(r¥) = 0. (112)

By construction, (110) is satisfied. We will choose a basic lifting to guarantee (111). Last, we read (112)
as an inhomogeneous boundary condition for the remainder:

N(rf) = g° == —=N(u") = N(V6°) — N(w)| (113)

z=0"
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4.2 Definitions of technical profiles

At this stage, the three main terms u°, v and u' are defined. In this paragraph, we explain step by

step how we build the following technical profiles of the expansion. For any ¢ > 0, the profiles are
built sequentially from the values of v(, -, ). Hence, they will inherit from the boundary layer profile its
smoothness with respect to the slow variables x and its time decay estimates obtained from Lemma 6.

4.2.1 Boundary layer pressure

Equation (47) only involves the tangential part of the symmetrical convective product between u” and v.
Hence, to compensate its normal part, we introduce as in [56] the pressure ¢ which is defined as the
unique solution vanishing as z — +oo to:

[ V)v+ (v-V)u’] -n=0.q. (114)
Hence, we can now write:

O+ (u® - Vv + (v-V)u® + ubozazv —0,,v—nd,q=0. (115)

0

This pressure profile vanishes as soon as u~ vanishes, hence in particular for t > T. For any p,s,n € N,

the following estimate is straightforward:
|Q(ta ) )|H316(H2’0) 5 |U(t7 ) )|H£(H2’2) (116)

4.2.2 Second boundary corrector

The first boundary condition v generates a non vanishing slow divergence and a non vanishing tangential
boundary flux. The role of the profile w is to lift two unwanted terms that would be too hard to handle
directly in the equation of the remainder. We define w as:

+oo
w(t,z,2) := —2e *N(v)(t,z,0) — n(ac)/ divo(t,z,2")dz’ (117)

Definition (117) allows to guarantee condition (111). Moreover, under the assumption |n(z)|?> = 1 for
any x in the z-support of the boundary layer, this definition also fulfills condition (106). In equation (117)
it is essential that n(z) does not vanish on the z-support of v. This is why we dedicated paragraph 3.4
to proving we could maintain a small enough support for the boundary layer. For any p,s,n € N, the
following estimates are straightforward:

|[’LU(t, K ')]taan? HS™ S |'U(ta K ')|H§+1 HYYY (118)
e (H™) (Hz)

|w(t, ° ) . ang(H(z),n) 5 |’U(f, ° -)|H£+1(H2,n+2) s (119)

lw(t, -, ) - n|H£(H§+1,n) < |v(t,-, ')|H£+1(H§,n) . (120)

Estimates (118), (119) and (120) can be grossly summarized sub-optimally by:
|w(t, : )|H£(H§’n) 5 |’U(lf7 : ~)|H£+1(H§+1,n+2) . (121)

4.2.3 Inner domain corrector

Once w is defined by (117), the collateral damage is that this generates a non vanishing boundary flux
w-n on JO and a slow divergence. For a fixed time ¢ > 0, we define 6° as the solution to:

{ A9 = — {divw} in O, (122)

Onb° = —w(t,-,0) n on 00.
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System (122) is well-posed as soon as the usual compatibility condition between the source terms is
satisfied. Using Stokes formula, equations (97) and (106), we compute:

[ wt0rn= [ qwpon= [ av i
:/O{divw}fs*%n-{azw}

= / {divw} — 5_% {div o} (123)
O

= / {divw} — e 2 div{v} + e 'n- {0.v}
o

:/O{divw}—5_%/6‘0{0}-n:/(9{divw},

where we used twice the fact that v is tangential. Thus, the compatibility condition is satisfied and
system (122) has a unique solution. The associated potential flow V6 solves:

VO + (u” - V) VO + (VO - V)u’ + Vs =0, in O fort>0,
divVe* = — {divw} in O fort>0, (124)
VO* -n=—w.—g-n on 00 fort >0,

where the pressure term p° := —8;0° —u®- V¢ absorbs all other terms in the evolution equation (see (25)).
Estimating roughly 6° using standard regularity estimates for the Laplace equation yields:

16t g S Hdivaod (&) gz + lw(t, - 0) - nl g

S et |w(t)] gaggooy + &5 W) gy oy + €77 [0 a2y + 0O g oy (125)
S e [wt)] a2y + 0] s o)
where we used [55, Lemma 3, page 150] to benefit from the fast variable scaling. Similarly,
10°(t, ) s S e [w(t)] gz 20y + [0 gz oy (126)
168, ) gz S &% |w ()] o o0y + [0 gz o) - (127)

4.3 Equation for the remainder

In the extended domain O, the remainder is a solution to:

Or® — eAr® 4 (uf - V) rf 4+ Va® = {f°} — {A°r°} in O fort>0,

divr® =0 in O fort>0,

N(r®) =g¢° on 90 fort >0, (128)
r*-n=20 on 00 fort >0,

r$(0,-) =0 inO att=0.

Recall that ¢° is defined in (113). We introduce the amplification operator:
A%r® = (r° - V) (U + Vev + eul + eV + cw) — (1€ - n) (0.0 + Ved.w) (129)
and the forcing term:
I i=(Apdv —2(n - V)0, + 0..w) + VE(Av + Apd,w — 2(n - V)d,w) + e(Aw + Au' + AVH)
— ((v+ Ve(w +u' +V69)) V) (v + Ve(w +u' +V6°)) — (u° - Vw — (w- V)u°

—ufz0,w + (w +u' + V) - nd, (v+ ew)
— Vg — oww.

(130)

In (129) and (130), many functions depend on ¢,z and z. The differential operators V and A only act
on the slow variables z and the evaluation at z = ¢(z)/+/¢ is done a posteriori in (128). The derivatives

22



in the fast variable direction are explicitly marked with the O, operator. Moreover, most terms are
independent of €, except where explicitly stated in ° and r®.

Expansion (95) contains 4 slowly varying profiles and 2 boundary layer profiles. Thus, computing
eAuf using formula (100) produces 4 + 2 x 4 = 12 terms. Terms Au® and {9,,v} have already been
taken into account respectively in (26) and (47). Term Ar€ is written in (128). The remaining 9 terms
are gathered in the first line of the forcing term (130).

Computing the non-linear term (u° - V)u® using formula (98) produces 6 x 4 + 6 x 2 x 2 = 48 terms.
First, 8 have already been taken into account in (22), (26), (47) and (124). Moreover, 6 are written in (128)
as (u® - V)re, 7 more as the amplification term (129) and 25 in the second and third line of (130). The
two missing terms {(v - n)d,v} and {(v-n)d,w} vanish because v -n = 0.

4.4 Size of the remainder

We need to prove that equation (128) satisfies an energy estimate on the long time interval [0,7/¢].
Moreover, we need to estimate the size of the remainder at the final time and check that it is small. The
key point is that the size of the source term {f¢} is small in L2(O). Indeed, for terms appearing at order
O(1), the fast scaling makes us win a et factor (see for example [56, Lemma 3, page 150]). We proceed
as we have done in the case of the shape operator in paragraph 2.5.

The only difference is the estimation of the boundary term (36). We have to take into account the
inhomogeneous boundary condition g° and the fact that, in the general case, the boundary condition
matrix M is different from the shape operator M,,. Using (10) allows us to write, on 9O:

(r*x (Vx7r%))-n=((Vxr®)xn) r*=2(N()+ [(M — My)r],.,) - (131)

Introducing smooth extensions of M and M, to the whole domain O also allows to extend the Navier
operator N defined in (4), since the extension of the normal n extends the definition of the tangential
part (2). Using (131), we transform the boundary term into an inner term:

=2

/ (r* x(Vxr%))-n
00

[ g = )
00

-9 (132)

/o div [(g7r%)n + (M — My)r®)-r*)n]

<A+ O (8 + + 9%l + Vel )

for any A > 0 to be chosen and where C) is a positive constant depending on A\. We intend to absorb
the |Vr¢|2 term of (132) using the dissipative term. However, the dissipative term only provides the norm
of the symmetric part of the gradient. We recover the full gradient using the Korn inequality. Indeed,
since divr® = 0in O and ¢ -n = 0 on 90, the following estimate holds (see [23, Corollary 1, Chapter IX,
page 212]):

[ [1 0) <Cxc [r¥l12(0) + Cc [V X ¥ 120y (133)

We choose A = 1/(2Ck) in (132). Combined with (133) and a Gronwall inequality as in paragraph 2.5
yields an energy estimate for ¢ € [0,T/¢]:

2 2 1
|T€|Loo(L2) te |T€|L2(H1) =0(e7), (134)

as long as we can check that the following estimates hold:

1A% 11 () = O(D), (135)
ellg Il 2y = O(%), (136)
1F5 11 2y = O(eT). (137)

In particular, the remainder at time T'/¢ is small and we can conclude the proof of Theorem 1 with the
same arguments as in paragraph 2.6. Therefore, it only remains to be checked that estimates (135), (137)
and (136) hold on the time interval [0,7"/¢]. In fact, they even hold on the whole time interval [0, +00).
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Estimates for A°. The two terms involving u’ and u! vanish for t > T'. Thus, they satisfy estimate (135).
For ¢t > 0, we estimate the other terms in A® in the following way:

VEIVO(0)] oo S VEOO) s 1 (138)
e IV(t)] . S & )] ga o, (139)
000 1 S 10O g2 220, (140)
VE100(D)] oo S VE (0] g2 g2 (141)
()] g S 16 (0) . (142)

Combining these estimates with (125) and (121) yields:

e |V2oe(t

=

1Ay S Nl oy + el oy + el oo ey - (143)

Applying Lemma 7 with p =5, n = 4 and m = 2 concludes the proof of (135).

Estimates for ¢°. For ¢t > 0, using the definition of ¢° in (113), we estimate:
(

2 2
e N ()] Selu' )] e (144)
eIN(VO) (1) 7 S el0F (b)), (145)
2
&[N W)=o ()]} S € lw(®)|Frazrr) - (146)

Combining these estimates with (126) and (121) yields:
2 302
€ ||98HL2(H1) S 5||U1||%[20,T](H2) +et HUHLZ(H;L(Hf’S)) . (147)
Applying Lemma 7 with p =4, n = 4 and m = 3 concludes the proof of (136).

Estimates for f°. For t > 0, we estimate the 36 terms involved in the definition of f¢ in (130). The
conclusion is that (137) holds as soon as v is bounded in L'(H2(H2*)). This can be obtained from
Lemma 7 with p =4, n = 6 and m = 4. Let us give a few examples of some of the terms requiring the
most regularity. The key point is that all terms of (130) appearing at order O(1) involve a boundary
layer term and thus benefit from the fast variable scaling gain of et in L? of [56, Lemma 3, page 150].
For example, with (121):

1 1
0o} ()] S =4 0]y 20y S ¥ 100 g o) (148)
Using (126) and (121), we obtain:
3 3
E|AVE ()] Se3 |w(t)|Hg(H;'°) + |’U(t)|Ha2:(H(z”1) Ses |’U(t)|H;4:(H§’2) : (149)

The time derivative {O,w} can be estimated easily because the time derivative commutes with the defi-
nition of w through formula (117). Moreover, d;v can be recovered from its evolution equation (47):

1 1 1 v
{Orw} (t)] . S e |atw(t)|H;(H2'°) Set |atv(t)|H§(H;’2) Set (|U(t)|Hg(Hf'4) + 1€ (t)ng(Hf’4)) - (150)

The forcing term £ is smooth and supported in [0,7]. As a last example, consider the term (V6 -n)d,v.
We use the injection H' < L* which is valid in 2D and in 3D and estimate (127):

(V67 ) {00} (O] S [V6 Ols 100} Ols S &3 0Ol gy 0O gz - (151)

As (83) both yields L> and L' estimates in time, this estimation is enough to conclude. All remaining
nonlinear convective terms can be handled in the same way or even more easily. The pressure term is
estimated using (116).

These estimates conclude the proof of small-time global approximate null controllability in the general
case. Indeed, both the boundary layer profile (thanks to Lemma 7) and the remainder are small at the
final time. Thus, as announced in Remark 2, we have not only proved that there exists a weak trajectory
going approximately to zero, but that any weak trajectory corresponding to our source terms £° and o°
goes approximately to zero. We combine this result with the local and regularization arguments explained
in paragraph 2.6 to conclude the proof of Theorem 1 in the general case.
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5 Global controllability to the trajectories

In this section, we explain how our method can be adapted to prove small-time global exact controllability
to other states than the null equilibrium state. Since the Navier-Stokes equation exhibits smoothing
properties, all conceivable target states must be smooth enough. Generally speaking, the exact description
of the set of reachable states for a given controlled system is a difficult question. Already for the heat
equation on a line segment, the complete description of this set is still open (see [22] and [64] for recent
developments on this topic). The usual circumvention is to study the notion of global exact controllability
to the trajectories. That is, we are interested in whether all known final states of the system are reachable
from any other arbitrary initial state using a control:

Theorem 2. Let T > 0. Assume that the intersection of I' with each connected component of 02 is
smooth. Let € C)([0,T]; L2(Q)) N L*((0,T); H'(Q)) be a fived weak trajectory of (1) with smooth &.
Let u. € L2(Q) be another initial data unrelated with @. Then there exists u € C)([0,T]; L2(Q2)) N
L2((0,T); H(R))) a weak trajectory of (1) with u(0,-) = u. satisfying u(T,-) = a(T,-).

The strategy is very similar to the one described in the previous sections to prove the global null
controllability. We start with the following lemma, asserting small-time global approximate controllability
to smooth trajectories in the extended domain.

Lemma 8. Let T > 0. Let (4,£,5) € C([0,T] x O) be a fized smooth trajectory of (12). Let u, €
L3, (O) be another initial data unrelated with u. For any § > 0, there exists u € CO([0,T]; L3;,(0)) N
L2((0,T); HY(O)) a weak Leray solution of (12) with u(0,-) = u. satisfying |u(T) — U(T)| 20y < 0.

Proof. We build a sequence u(®) to achieve global approximate controllability to the trajectories. Still
using the same scaling, we define it as:

1 t
u®(t,z) = Eua (gac) , (152)

where u® solves the vanishing viscosity Navier-Stokes equation (42) with initial data cu, on the time
interval [0,T/¢]. As previously, this time interval will be used in two different stages. First, a short stage
of fixed length T to achieve controllability of the Euler system by means of a return-method strategy.
Then, a long stage [T, T/¢], during which the boundary layer dissipates thanks to the careful choice of
the boundary controls during the first stage. During the first stage, we use the expansion:

uf =u’ + e vy +eutt 4., (153)

where u'¢ is built such that u»(0,-) = u, and u»¢(T,-) = @(eT,-). This is the main difference with
respect to the null controllability strategy. Here, we need to aim for a non zero state at the first order.
Of course, this is also possible because the state u!'¢ is mostly transported by u® (which is such that the
linearized Euler system is controllable). The profile u!* now depends on . However, since the reference
trajectory belongs to C*°, all required estimates can be made independent on €. During this first stage,
ul¢ solves the usual first-order system (26). For large times ¢ > T', we change our expansion into:

u® = /e {v} +eulet,)+ ..., (154)

where the boundary layer profile solves the homogeneous heat system (50) and @ is the reference trajectory
solving the true Navier-Stokes equation. As we have done in the case of null controllability, we can derive
the equations satisfied by the remainders in the previous equations and carry on both well-posedness
and smallness estimates using the same arguments. Changing expansion (153) into (154) allows to get
rid of some unwanted terms in the equation satisfied by the remainder. Indeed, terms such as sAu!
or ¢(u!V)u! don’t appear anymore because they are already taken into account by #. One important
remark is that it is necessary to aim for 4(¢T) = @(0) at the linear order and not towards the desired
end state 4(T). Indeed, the inviscid stage is very short and the state will continue evolving while the
boundary layer dissipates. This explains our choice of pivot state. We obtain:

oy =© (s%) , (155)

which concludes the proof of approximate controllability. [l

uS(T) — a(T)

We will also need the following regularization lemma:
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Lemma9. LetT > 0. Letu € C°°([0,T]xO) be a fired smooth function with i-n = 0 on 0O. There exists
a smooth function C, with C(0) = 0, such that, for any r. € L3, (O) and any r € CY([0,T); L3, ,(O)) N
L?((0,T); HY(0)), weak Leray solution to:
Or — Ar + (a-V)r+ (r-V)a+ (r-V)r+Vr =0 in [0,T] x O,
divr =0 in [0,T] x O,
r-n=0 on [0,T] x 00, (156)
N(r)=0 on [0,T] x 00,
r(0,) = 7. in O,

the following property holds true:

3t €107 Irltr, Moy < € (|20 (157)

Proof. This regularization lemma is easy in our context because we assumed a lot of smoothness on the
reference trajectory @ and we are not demanding anything on the time ¢, at which the solution becomes
smoother. We only sketch out the steps that we go through. We repeatedly use the Korn inequality
from [68, Theorem 10.2, page 299] to derive estimates from the symmetrical part of gradients. Let P
denote the usual orthogonal Leray projector on divergence-free vectors fields tangent to the boundaries.
We will use the fact |Ar|,. < [PAr|,. which follows from maximal regularity result for the Stokes
problem with divr =0in O, r-n =0 and N(r) = 0 on 00. Our scheme is inspired from [32].

Weak solution energy estimate. We start with the usual weak solution energy estimate (which
is included in the definition of a weak Leray solution to (156)), formally multiplying (156) by r and
integrating by parts. We obtain:

t
30y, for ace. t € 0, 7], |r(t)|72(0) +/ I7(#)]5 (0y A < C I3 2 ) - (158)
0

In particular (158) yields the existence of 0 < t; < T'/3 such that:

3C,
)l o) <\ 2 el ago) (159)

Strong solution energy estimate. We move on to the usual strong solution energy estimate, multi-
plying (156) by PAr and integrating by parts. We obtain:

t
303, Vt € [t1, t1 + 71, |r(t)|§11(0) +/ |7’(t/)|§{2(o) dt' < Cy |r(t1)|§11(0) ) (160)
ty

where 71 < T'/3 is a short existence time coming from the estimation of the nonlinear term and bounded
below as a function of |r(t1)[y1 (@) See [32, Theorem 6.1] for a detailed proof. Our situation introduces
an unwanted boundary term during the integration by parts of (9yr, PAr):

[ [ o on, = [ [ am-or (16)

Luckily, the Navier boundary conditions helps us win one space derivative. When M is a scalar (or a
symmetric matrix), this term can be seen as a time derivative. In the general case, we have to conduct
a parallel estimate for 9;r € L? by multiplying equation (156) by 9;r, which allows us to maintain the
conclusion (160). In particular, this yields the existence of 0 <ty < 27'/3 such that:

e
Ir(t2)| 20y < o Ir(t)] g (o) - (162)

Third energy estimate. We iterate once more. We differentiate (156) with respect to time to obtain
an evolution equation on dyr which we multiply by d;r and integrate by parts. We obtain:

t
ACs5,Vt € [ta, t2 + T2, |8tr(t)|2L2(O) +/ |8tr(t’)|f{1(o) dt’ < Cs |8tr(t2)|2L2(O) , (163)
to
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where 75 is a short existence time bounded from below as a function of |0;r(t2)| 2(0), Which is bounded
at time ¢y since we can compute it from equation (156). Using (163), we deduce an L°(H?) bound on r
seeing (156) as a Stokes problem for r. Using the same argument as above, we find a time t3 such that
r € H3 with a quantitative estimate. ([l

Now we can prove Theorem 2. Even though @ is only a weak trajectory on [0,7], there exists
0 < Ty < Ty < T such that @ is smooth on [T7, T5]. This is a classical statement (see [34, Remark 3.2] for
the case of Dirichlet boundary conditions). We will start our control strategy by doing nothing on [0, T1].
Thus, the weak trajectory u will move from u, to some state u(77) which we will use as a new initial
data. Then, we use our control to drive u(77) to @(T3) at time T5. After T, we choose null controls. The
trajectory u follows u. Hence, without loss of generality, we can assume that 73 = 0 and T = T'. This
allows to work with a smooth reference trajectory.

To finish the control strategy, we use the local result from [47]. According to this result, there exists
d7/3 > 0 such that, if we succeed to prove that there exists 0 < 7 < 27'/3 such that |u(7) — @(7)| s (o) <
d7/3, then there exist controls driving u to @(T) at time 7. If we choose null controls r := u — @ satisfies
the hypothesis of Lemma 9. Hence, there exists 6 > 0 such that C'(0) < dr/3 and we only need to build
a trajectory such that [u(7'/3) — @(1'/3)|2(oy < 6, which is precisely what has been proved in Lemma 8.
This concludes the proof of Theorem 2.

Perspectives

The results obtained in this work can probably be extended in following directions:

e As stated in Remark 2, for the 3D case, it would be interesting to prove that the constructed
trajectory is a strong solution of the Navier-Stokes system (provided that the initial data is smooth
enough). Since the first order profiles are smooth, the key point is whether we can obtain strong
energy estimates for the remainder despite the presence of a boundary layer. In the uncontrolled

setting, an alternative approach to the asymptotic expansion of [50] consists in introducing conormal
Sobolev spaces to perform energy estimates (see [65]).
e As proposed in [41], [42] then [43], respectively for the case of perfect fluids (Euler equation)

then very viscous fluids (stationary Stokes equation), the notion of Lagrangian controllability is
interesting for applications. It is likely that the proofs of these references can be adapted to the
case of the Navier-Stokes equation with Navier boundary conditions thanks to our method, since
the boundary layers are located in a small neighborhood of the boundaries of the domain which can
be kept separated from the Lagrangian trajectories of the considered movements. This adaptation
might involve stronger estimates on the remainder.

e As stated after Lemma 2, the hypothesis that the control domain I' intersects all connected compo-
nents of the boundary 02 of the domain is necessary to obtain controllability of the Euler equation.
However, since we are dealing with the Navier-Stokes equation, it might be possible to release this
assumption, obtain partial results in its absence, or prove that it remains necessary. This question
is also linked to the possibility of controlling a fluid-structure system where one tries to control the
position of a small solid immersed in a fluid domain by a control on a part of the external border
only. Existence of weak solutions for such a system is studied in [34].

e At least for simple geometric settings of Open Problem (OP), our method might be adapted to the
challenging Dirichlet boundary condition. In this case, the amplitude of the boundary layer is O(1)
instead of O(/€) here for the Navier condition. This scaling deeply changes the equations satisfied
by the boundary layer profile. Moreover, the new evolution equation satisfied by the remainder
involves a difficult term #(7’5 -n)d,v. Well-posedness and smallness estimates for the remainder
are much harder and might involve analytic techniques. We refer to paragraph 1.5.1 for a short

overview of some of the difficulties to be expected.

More generally speaking, we expect that the well-prepared dissipation method can be applied to other fluid
mechanics systems to obtain small-time global controllability results, as soon as asymptotic expansions
for the boundary layers are known.
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