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Abstract

This paper aims at designing a non-asymptotic fractional order differentiator for a class of fractional order linear systems to
estimate the Riemann-Liouville fractional derivatives of the output in discrete noisy environment. The adopted method is a
recent algebraic method originally introduced by Fliess and Sira-Ramirez. Firstly, the fractional derivative of the output of an
arbitrary order is exactly given by a new algebraic formula in continuous noise free case without knowing the initial conditions
of the considered system. Secondly, a digital fractional order differentiator is introduced in discrete noisy cases, which can
provide robust estimations in finite-time. Then, some error analysis is given, where an error bound useful for the selection
of the design parameter is provided. Finally, numerical examples illustrate the accuracy and the robustness of the proposed
fractional order differentiator.

Key words: Fractional order linear systems, Riemann-Liouville fractional derivatives, Non-asymptotic fractional order
differentiator, Algebraic method, Noise error analysis.

1 Introduction

Fractional calculus has a long history and has been be-
coming very useful in many scientific and engineering
fields, including control, flow propagation, signal pro-
cessing, electrical networks, etc. [1–6]. For instance, frac-
tional order systems and controllers have been applied to
improve performance and robustness properties in con-
trol design [7–9], where the fractional derivatives of the
output usually need to be estimated from its discrete
noisy observation. Consequently, an interesting research
topic concerns with designing digital fractional order dif-
ferentiators, which should be robust against noises.

Various robust fractional order differentiators have been
proposed both in the frequency domain and in the time
domain. They can be divided into two classes: model-
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free fractional order differentiators [10–13] and model-
based ones [14–16]. The first class is obtained by trun-
cating an analytical expression. Hence, this generates a
truncated term error which can produce an amplitude
error (in the vertical sense) and a shifted error (in the
horizontal sense) [13]. The second class is obtained from
the differential equations of considered signals. They do
not introduce any truncated term errors.

Existing fractional order differentiators are usually ex-
tensions of integer order differentiators, which generally
have one of the following disadvantages:

• they are sensible to noises, such as the well-known
Grünwald-Letnikov scheme [5], which is the extension
of the finite difference scheme and only efficient in noise-
free case;
• they produce a truncated term error in the estimated
derivatives, such as the model-free fractional order dif-
ferentiators proposed in [12,13], which are the extension
of classical polynomial approximation methods;
• they asymmetrically converge, for instance, the frac-
tional order Luenberger-like observer, considered as an
model-based fractional order differentiator, is devoted
to estimating the pseudo-state variables which are the
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fractional derivatives of the output [9]. Moreover, a
fractional order observer cannot estimate the fractional
derivatives of an arbitrary order.

Among the existing methods, there is a non-asymptotic
algebraic method originally introduced by Fliess and
Sira-Ramirez for linear identification [17]. This method
permits to obtain exact algebraic integral formulae for
the desired estimators, which can provide estimations
in finite-time. It has been shown in [18] that, thanks to
the integral formulae, these estimators exhibit good ro-
bustness properties with respect to corrupting noises.
By considering these advantages, this method has been
extended to design model-free integer order differentia-
tors [19,20] and model-based ones [21,22] for non-linear
and linear integer order systems, respectively. More con-
cretely, the latter ones estimate the integer order deriva-
tives of the output of the following integer order linear
system:

n
∑

i=0

ai y
(i)(t) = u(t), (1)

where y and u are the output and the input, respec-
tively. Recently, these non-asymptotic and robust differ-
entiators have been extended to fractional order case. In
[13], a model-free differentiator has been designed with-
out considering the system model. However, it produces
a time-delay in the estimation. In [14], a model-based
differentiator has been proposed to estimate the non-
integer order derivatives of the output of the system de-
fined in (1). For the same purpose, another model-based
differentiator has been designed by applying the modu-
lating function method in [15]. The latter two differentia-
tors do not produce any time-delay in estimations. How-
ever, they are not applicable to fractional order systems.
Having these ideas in mind, the objective of this paper is
to extend the algebraic method to design a model-based
differentiator to estimate the fractional derivatives of the
output of the following fractional order linear system:

N
∑

i=0

aiD
αi

t y(t) =

L
∑

j=0

bj D
γj

t u(t), (2)

where Dαi

t y and D
γj

t u are the fractional derivatives of
the output and the input, respectively.

The contributions of this paper can be outlined as fol-
lows:

• a digital model-based fractional order differentiator is
introduced, which has the following advantages: (i) it
can be used to estimate the fractional derivative of the
output of an arbitrary order; (ii) it is given by a new
algebraic formula, which does not contain any source of
errors in continuous noise free case; (iii) it can provide
robust estimations in finite-time in discrete noisy cases,
without any truncated term error;

• an error bound is provided for the selection of the de-
sign parameter;
• there is no need on the initial conditions of the consid-
ered system.

This paper is organized as follows: definitions and some
useful properties of Riemann-Liouville fractional inte-
grals and derivatives are recalled in Section 2. The main
results are given in Section 3. Firstly, the algebraic
method is applied to express the fractional derivatives of
the output of the considered system by a new algebraic
formula in continuous noise free case. Secondly, a digital
fractional order differentiator is introduced in discrete
noisy cases. Moreover, some error analysis is given. In
Section 4, numerical results illustrate the accuracy and
the robustness of the proposed fractional order differen-
tiator. Finally, conclusions are summarized in Section 5.

2 Preliminaries

In this section, definitions and some useful properties of
fractional integrals and derivatives are recalled. More-
over, some useful formulae related to the Laplace trans-
form are given.

2.1 Riemann-Liouville fractional integrals and deriva-
tives

Let I = [0, h] ⊂ R+
1 , α ∈ R+, and l = ⌈α⌉, where ⌈α⌉

denotes the smallest integer larger than or equal to α.
Then, the following definitions are given.

Definition 1 ([1] p. 65) The α order Riemann-Liouville
fractional integral of f is defined on ]0, h] as follows:

D−α
t f(t) :=











f(t), if α = 0,
∫ t

0

κα(t, τ)f(τ) dτ , else,
(3)

where κα(t, ·) is defined by:

κα(t, τ) :=
1

Γ(α)
(t− τ)α−1

, (4)

and Γ(·) is the well-known Gamma function.

Definition 2 ([1] p. 68) The α order Riemann-Liouville
fractional derivative of f is defined on ]0, h] as follows:

Dα
t f(t) :=

dl

dtl

{

Dα−l
t f(t)

}

. (5)

1 In this paper, R+ denotes the set of positive real numbers,
R

∗

+ (resp. N∗) denotes the set of strictly positive real numbers
(resp. strictly positive integers), and Z

∗

−
denotes the set of

strictly negative integers.
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Remark 1 According to (3), if 0 < α < 1, the
Riemann-Liouville fractional integrals are defined by im-
proper integrals. Thus, if l 6= α, the Riemann-Liouville
fractional derivatives are also defined by improper inte-
grals in (5).

The following formula establishes an additive index law
for Riemann-Liouville fractional integrals and deriva-
tives ([1] pp. 71-74): ∀n ∈ N, α ∈ R,

dn

dtn
{Dα

t f(t)} = Dn+α
t f(t). (6)

In the following Lemma, the Leibniz formula for
Riemann-Liouville integrals involving a polynomial is
recalled. The general Leibniz formula for Riemann-
Liouville integrals and derivatives can be found in [2]
(p. 75) and [4] (p. 33), respectively.

Lemma 1 [2] (p. 53) Let α ∈ R∗
+ andm ∈ N. Then, the

following formula holds:

D−α
t [tmf(t)] =

m
∑

k=0

(−1)k
(

m

k

)

Γ(α+ k)

Γ(α)
tm−kD−α−k

t f(t).

(7)

2.2 Laplace transform formulae

Let us assume that the Laplace transform of f exists,

which is denoted by f̂ . Then, the Laplace transforms of
the Riemann-Liouville integrals and derivatives of f are
respectively given on C by ([3] p. 284): ∀α ∈ R∗

+,

L
{

D−α
t f(t)

}

(s) =
1

sα
f̂(s), (8)

L{Dα
t f(t)} (s) = sαf̂(s)−

⌈α⌉−1
∑

j=0

sj
[

Dα−j−1
t f(t)

]

t=0
,

(9)

where s denotes the variable in the frequency domain.
Then, the following lemma can be obtained.

Lemma 2 [14] Let α ∈ R+ and n ∈ N. Then, the fol-
lowing formula holds:

L−1

{

1

sα
f̂ (n)(s)

}

(t) = (−1)nD−α
t [tnf(t)] . (10)

Finally, this section ends by giving the following formula:
∀ k ∈ N∗, α ∈ R,

dk

dsk
{sα} =















0, if α ∈ N and α < k,

(−1)k (k−α−1)!
(−α−1)! s

α−k, if α ∈ Z∗
−,

Γ(α+1)
Γ(α+1−k)s

α−k, else.

(11)

3 Main results

3.1 Problem formulation

Within this framework, a class of fractional order linear
systems are considered, which can be described by the
following equation ([5], pp. 17-18):

N
∑

i=0

ai D
αi

t y(t) =

L
∑

j=0

bj D
γj

t u(t) (12)

on I = [0, h] ⊂ R+, where y ∈ R is the output, u ∈
R is the input, N ∈ N

∗, aN ∈ R
∗, ai ∈ R, for i =

0, . . . , N − 1, αi = iα for i = 0, . . . , N , L ∈ N, bj ∈ R,

γj = jα for j = 0, . . . , L, α =
p

q
, p, q ∈ N∗. In order to

guarantee the stability of the considered fractional order
systems, it is assumed that 0 < α < 2 [8]. Without loss
of generality, p is assumed to be equal to 1 in the sequel.
Moreover, u is assumed to be known. Thus, D

γj

t u can be
analytical or numerically calculated. In order to simplify
the presentation, it is assumed that b0 = 1 and bj = 0
for j = 1, . . . , L.

For the systems studied in (12), when dealing with the
problem of output regulation (stabilization of the out-
put for example), normally the controller u requires the
fractional derivatives of y [6]. Sometimes, it prefers non-
asymptotic one since it might provide estimations in
finite-time. This motivates the research work of this pa-
per on non-asymptotic fractional order differentiator. It
should be noticed that this paper does not adopt the
conventional state-space equation, but uses the input-
output equation (12) to describe the fractional order lin-
ear systems. This choice is naturally due to the fact that
the input-output representation is much more suitable
by using the algebraic method to realize the desired non-
asymptotic fractional order differentiator.

3.2 Non-asymptotic fractional order differentiator

As mentioned in Remark 1, the Riemann-Liouville frac-
tional derivatives of y and its Riemann-Liouville frac-
tional integrals of order strictly smaller than 1 are de-
fined by improper integrals. In order to overcome this
problem, the algebraic method is applied in this subsec-
tion to express the latter by new algebraic formulae in
continuous noise free case. These formulae involve proper
integrals of y, which can be considered as a low-pass fil-
ter in noisy cases [18].

Firstly, the fractional integrals of order strictly smaller
than 1 are studied in the following theorem. The idea
is to apply the algebraic method to transform the frac-
tional order differential equation (12) into a fractional or-
der integral equation by eliminating the unknown initial
conditions. For this purpose, the following notations are
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introduced: ∀βd ∈ [0, 1[, ∃βq ∈ [0, 1
q
[ and d ∈ {1, . . . , q},

such that βd = 1− d
q
+ βq.

Theorem 1 Let y be the output of a fractional order lin-
ear system defined by (12). Then, the βd order Riemann-
Liouville fractional integral of y can be given on ]0, h] by
a recursive way as follows:

D−βd

t y(t) = −
N−1
∑

i=0

ai

aN
D

−βi,d

t y(t)

+m0

∫ t

0

Pd,m(t, τ)y(τ) dτ +

∫ t

0

Qd,m(t, τ)u(τ) dτ,

(13)

where βi,d = αN−αi+βd = N−i
q

+βd,m ∈ N∗, satisfying

⌈αN⌉ ≤ m, is a design parameter, m0 = 0 if m = 0, and
m0 = 1 else,

Pd,m(t, τ) =

−
Nβd
∑

i=0

ai

aN

m
∑

k=1

(−1)k
(

m

k

)

Γ(βi,d + k)

Γ(βi,d)

κβi,d+k(t, τ)

tk

−
N
∑

i=0

ai

aN

m
∑

j=1

(

m

j

)

ci,j ×

m−j
∑

k=0

(

m− j

k

)

Γ(βi,d + j + k)

Γ(βi,d + j)

(−1)(j+k)

tj+k
κβi,d+j+k(t, τ),

(14)

and

Qd,m(t, τ) =
1

aN

m
∑

k=0

(−1)k
(

m

k

)

Γ(β0,d + k)

Γ(β0,d)

κβ0,d+k(t, τ)

tk
,

(15)
Nβd

= N − 1 if βd = 0, Nβd
= N else, ci,j are the

coefficients of (sαi)
(j)

, which are given by (11), and
κβi,d+j+k(t, τ) can be given by (4).

Proof. In this proof, the algebraic method will be ap-
plied, where the following steps are required.

• Step 1. Laplace transform: By applying the

Laplace transform to (12) and using (9), we get:

N
∑

i=0

ai s
αi ŷ(s)−

N
∑

i=1

ai

⌈αi⌉−1
∑

j=0

sj
[

Dαi−j−1
t y(t)

]

t=0
= û(s),

(16)
where ŷ (resp. û) denotes the Laplace transform of ȳ
(resp. ū), and ȳ (resp. ū) is defined on R in such a way
that ȳ(t) = y(t) (resp. ū(t) = u(t)) if t ∈ I, and ȳ(t) = 0
(resp. ū(t) = 0), else.

• Step 2. Elimination of initial conditions: Since
0 ≤ α0 < α1 · · · < αN , if ⌈αN⌉ ≤ m, applying m times
differentiation with respect to s allows us to eliminate
the unknown initial conditions in (16):

û(m)(s) =

N
∑

i=0

ai
dm

dsm
{sαi ŷ(s)} . (17)

Then, by applying the classical Leibniz formula we get:

û(m)(s) =

N
∑

i=0

ais
αi ŷ(m)(s)

+m0

N
∑

i=0

ai

m
∑

j=1

(

m

j

)

ci,js
αi−j ŷ(m−j)(s),

(18)

where the coefficients ci,j of (sαi)
(j)

are given by (11),
m0 = 0 if m = 0, and m0 = 1 else.

• Step 3. Division by sαN+β with 0 ≤ β < 1: In or-
der to apply Lemma 2 to obtain an integral formula when
returning back into the time domain, the powers of s
should become strictly negative in (18). Hence, dividing
(18) by sαN+β gives:

û(m)(s)

sαN+β
=

N
∑

i=0

ai
ŷ(m)(s)

sαN−αi+β

+m0

N
∑

i=0

ai

m
∑

j=1

(

m

j

)

ci,j
ŷ(m−j)(s)

sαN−αi+β+j
.

(19)

• Step 4. Inverse of Laplace transform: When re-
turning back into the time domain by applying the in-
verse of the Laplace transform, Lemma 2 gives: ∀ t ∈
]0, h],

N
∑

i=0

aiD
αi−αN−β
t [tmy(t)] = D−αN−β

t [tmu(t)]

−m0

N
∑

i=0

ai

m
∑

j=1

(−1)j
(

m

j

)

ci,jD
αi−αN−β−j
t

[

tm−jy(t)
]

.

(20)

Thus, the differential equation (12) is transformed into
an integral equation in (20) without the knowledge on
the initial conditions.

• Step 5. Leibniz formula for fractional integrals:

By applying Lemma 1 to the two sides of (20), we obtain:
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on the one hand,

N
∑

i=0

aiD
αi−αN−β
t [tmy(t)] =

m
∑

k=0

(−1)k
(

m

k

)

Γ(αN + β + k)

Γ(αN + β)
tm−kD−αN−β−k

t u(t)

−m0

N
∑

i=0

ai

m
∑

j=1

(

m

j

)

ci,j

m−j
∑

k=0

(−1)(k+j)

(

m− j

k

)

×

Γ(αN − αi + β + j + k)

Γ(αN − αi + β + j)
tm−j−kDαi−αN−β−j−k

t y(t),

(21)

on the other hand, if 0 < β < 1, we have:

N
∑

i=0

aiD
αi−αN−β
t [tmy(t)] =

N
∑

i=0

ai ×

m
∑

k=0

(−1)k
(

m

k

)

Γ(αN − αi + β + k)

Γ(αN − αi + β)
tm−kDαi−αN−β−k

t y(t),

(22)

and if β = 0, we have:

N
∑

i=0

aiD
αi−αN−β
t [tmy(t)] = aN tmy(t) +

N−1
∑

i=0

ai ×

m
∑

k=0

(−1)k
(

m

k

)

Γ(αN − αi + k)

Γ(αN − αi)
tm−kDαi−αN−k

t y(t).

(23)

By regrouping the terms in the double sums in the right
sides of (22) and (23), respectively, the following equa-
tion is obtained:

N
∑

i=0

aiD
αi−αN−β
t [tmy(t)] =

N
∑

i=0

ai t
mDαi−αN−β

t y(t) +m0

Nβ
∑

i=0

ai

m
∑

k=1

(−1)k
(

m

k

)

×

Γ(αN − αi + β + k)

Γ(αN − αi + β)
tm−kDαi−αN−β−k

t y(t),

(24)

where Nβ = N if 0 < β < 1, and Nβ = N − 1 if β = 0.

Hence, using (24), (21) becomes:

N
∑

i=0

aiD
αi−αN−β
t y(t) =

m
∑

k=0

(−1)k
(

m

k

)

Γ(αN + β + k)

Γ(αN + β)

1

tk
D−αN−β−k

t u(t)

−m0

Nβ
∑

i=0

ai

m
∑

k=1

(

m

k

)

Γ(αN − αi + β + k)

Γ(αN − αi + β)

(−1)k

tk
Dαi−αN−β−k

t y(t)

−m0

N
∑

i=0

ai

m
∑

j=1

(

m

j

)

ci,j

m−j
∑

k=0

(−1)(k+j)

(

m− j

k

)

×

Γ(αN − αi + β + j + k)

Γ(αN − αi + β + j)

1

tj+k
Dαi−αN−β−j−k

t y(t).

(25)

• Step 6. Recursive algorithm:Recall that αN−αi+

β = N−i
q

+β, for i = 0, . . . , N . If β = βd = 1− d
q
+βq with

0 ≤ βq <
1
q
, for d = 1, . . . , q, we get αN − αi + β = βi,d

with βi,d = N−i−d
q

+ 1 + βq. Thus, according to (25), it

yields:

D−βd

t y(t) = −
N−1
∑

i=0

ai

aN
D

−βi,d

t y(t)

+
1

aN

m
∑

k=0

(−1)k
(

m

k

)

Γ(β0,d + k)

Γ(β0,d)

1

tk
D

−β0,d−k
t u(t)

−m0

Nβd
∑

i=0

ai

aN

m
∑

k=1

(−1)k
(

m

k

)

Γ(βi,d + k)

Γ(βi,d)

1

tk
D

−βi,d−k
t y(t)

−m0

N
∑

i=0

ai

aN

m
∑

j=1

(

m

j

)

ci,j

m−j
∑

k=0

(−1)(j+k)

(

m− j

k

)

×

Γ(βi,d + j + k)

Γ(βi,d + j)

1

tj+k
D

−βi,d−j−k
t y(t),

(26)

where Nβd
= N − 1 if βd = 0, and Nβd

= N else.
Consequently, this proof is completed. �

Remark 2 It can be seen in the proof of Theorem 1 that
the m times differentiation is devoted to eliminating the
unknown initial conditions with ⌈αN⌉ ≤ m. Hence, if
the initial conditions are equal to zero, m can be set to
any positive integer number. In the next subsection, an
error bound depending on m will be provided in discrete
noisy cases, then the role of the design parameter m will
be studied in the part of numerical simulations.

Thanks to Theorem 1, ∀βd ∈ [0, 1[, D−βd

t y is exactly
given by proper integrals of y and integrals of u using
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a recursive way. Indeed, in order to calculate D−βd

t y by
applying (13)-(15), the required orders of the fractional
integrals of u and y are given in Tab. 1 and Tab. 2,
respectively, for d = 1, . . . , q, where we have:

• for d = 1, D−β1

t y is given by the fractional integrals
of y (resp. of u) with orders varying from 1 + βq to
αN + β1 +m (resp. from αN + β1 to αN + β1 +m),
which are proper integrals;

• for d = 2, . . . , q, D−βd

t y is given by D−βb

t y for b =
1, . . . , d− 1, which are previously given by proper in-
tegrals, and by the fractional integrals of y (resp. of
u) with orders varying from 1 + βq to αN + βd + m
(resp. from αN +βd to αN+βd+m), which are proper
integrals (resp. proper integrals if αN + βd ≥ 1, i.e.
N ≥ d).

D−βd
t y D

−β0,d−k

t u

β1 ∈ [1− 1

q
, 1[ {αN + β1, . . . , αN + β1 +m}

...
...

βd ∈ [1− d
q
, 1− d+1

q
[ {αN + βd, . . . , αN + βd +m}

...
...

βq ∈ [0, 1

q
[ {αN + βq , . . . , αN + βq +m}

Table 1
Required orders of the fractional integrals of u in the formula

of D−βd
t y.

D
−βd
t y D

−βi,d

t y

β1 {α1 + β1 = 1 + βq , . . . , αN + β1}

...
...

βd {α1 + βd, . . . , β1, 1 + βq , . . . , αN + βd}

...
...

βq {α1 + βq, . . . , β1, 1 + βq , . . . , αN + βq}

D
−βd
t y D

−βi,d−k

t y and D
−βi,d−j−k

t y

β1 {α1 + β1 + 1, . . . , αN + β1 +m}

...
...

βd {α1 + βd + 1, . . . , αN + βd +m}

...
...

βq {α1 + βq + 1, . . . , αN + βq +m}

Table 2
Required orders of the fractional integrals of y in the formula

of D
−βd
t y.

According to (5), the Riemann-Liouville fractional
derivatives of y are defined by taking the integer order
derivatives of the Riemann-Liouville fractional inte-
grals of y of order strictly smaller than 1. Inspired
by this idea, the following corollary can be obtained
using Theorem 1. Before doing so, the following no-
tations are introduced: ∀ νd ∈ R∗

+, ∃βq ∈ [0, 1
q
[ and

d ∈ {1, . . . , q}, such that νd = l − βd with l = ⌈νd⌉ and
βd = 1 − d

q
+ βq ∈ [0, 1[. Hence, ∀ d ∈ {1, . . . , q}, we

have: l = ⌈νd⌉, i.e. l is independent of the index d.

Corollary 1 Let y be the output of a fractional order lin-
ear system defined by (12). Then, the νd order Riemann-
Liouville derivative of y can be given on ]0, h] by a recur-
sive way as follows:

Dνd
t y(t) =

dl

dtl

{

D−βd

t y(t)
}

= −
N−1
∑

i=0

ai

aN
D

l−βi,d

t y(t) +m0
dl

dtl

∫ t

0

Pd,m(t, τ)y(τ) dτ

+
dl

dtl

∫ t

0

Qd,m(t, τ)u(τ) dτ,

(27)

where βi,d = αN −αi+βd,m0 = 0 ifm = 0, andm0 = 1
else,

dl

dtl

∫ t

0

Pd,m(t, τ)y(τ) dτ = −
Nβd
∑

i=0

ai

aN

m
∑

k=1

(

m

k

)

Γ(βi,d + k)

Γ(βi,d)
×

(

l
∑

k′=0

(

l

k′

)

(−1)(k
′+k)(k′ + k − 1)!

(k − 1)!

1

tk+k′
D

l−k′−βi,d−k
t y(t)

)

−
N
∑

i=0

ai

aN

m
∑

j=1

(

m

j

)

ci,j

m−j
∑

k=0

(

m− j

k

)

Γ(βi,d + j + k)

Γ(βi,d + j)
×

l
∑

k′=0

(

l

k′

)

(−1)(j+k+k′)(k′ + k + j − 1)!

(k + j − 1)! tk+j+k′
D

l−k′−βi,d−j−k
t y(t),

(28)

dl

dtl

∫ t

0

Qd,m(t, τ)u(τ) dτ =
1

aN
D

l−β0,d

t u(t)

+
1

aN

m
∑

k=1

(

m

k

)

Γ(β0,d + k)

Γ(β0,d)
×

l
∑

k′=0

(

l

k′

)

(−1)(k
′+k)(k′ + k − 1)!

(k − 1)! tk+k′
D

l−k′−β0,d−k
t u(t),

(29)

Nβd
= N − 1 if βd = 0, Nβd

= N else, and ci,j are the

coefficients of (sαi)
(j)

, which are given by (11).

Proof. (27) can be obtained using (6) and Theorem
1. Finally, (28)-(29) can be obtained by applying the
classical Leibniz formula, where two cases of k = 0 and
k 6= 0 are considered in (29). �

Remark 3 If q = 1 in (12), the defined systems are
integer order ones. On the one hand, in the case of βq 6= 0,
Corollary 1 permits to calculate the non-integer order
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derivatives of the output of an integer order system, as
done in [14]. Thus, this paper is an extension of [14]. On
the other hand, in the case of βq = 0, Corollary 1 permits
to calculate the integer order derivatives of the output of
an integer order system, i.e. it is a model-based integer
order differentiator. Thus, this paper is also an extension
of [22].

Similar to Theorem 1, ∀ νd ∈ R
∗
+, D

νd
t y is exactly given

by proper integrals of y and a part involving u using a
recursive way. Indeed, Dνd

t y is obtained by taking the

integer order derivative of D−βd

t y and calculated by (27)-
(29). Using Tab. 1 and Tab. 2, the required orders of the
fractional integrals and derivatives of u and y are given
in Tab. 3 and Tab. 4, respectively, for d = 1, . . . , q, where
l = 1 in Tab. 4.

Dνd
t y D

l−β0,d

t u and D
l−k′

−β0,d−k

t u

−ν1 = β1 − l {αN − ν1, . . . , αN + β1 +m}

...
...

−νd = βd − l {αN − νd, . . . , αN + βd +m}

...
...

−νq = βq − l {αN − νq, . . . , αN + βq +m}

Table 3
Required orders of the fractional integrals and derivatives of
u in the formula of Dνd

t y.

Dνd
t y D

1−βi,d

t y

−ν1 = βq −
1

q
{βq , βq +

1

q
, . . . , β1, . . . , αN − ν1}

...
...

−νd = βq −
d
q

{α1 − νd = −νd−1, . . . ,−ν1, . . . , αN − νd}

...
...

−νq = βq − 1 {α1 − νq, . . . ,−ν1, βq . . . , αN − νq}

D
νd
t y D

1−k′
−βi,d−k

t y and D
1−k′

−βi,d−j−k

t y

−ν1 = βq −
1

q
{α1 − ν1 + 1, . . . , αN + β1 +m}

...
...

−νd = βq −
d
q

{α1 − νd + 1, . . . , αN + βd +m}

...
...

−νq = βq − 1 {α1 − νq + 1 . . . , αN + βq +m}

Table 4
Required orders of the fractional integrals and derivatives of
y in the formula of D

νd
t y in the case where l = 1.

Then, on the one hand, we have: ∀ νd ∈ R∗
+, D

νd
t y in-

volves D
l−β0,d

t u and D
l−k′−β0,d−k
t u, whose orders vary

from αN − νd to αN + βd +m. If αN − νd ≥ 1, all the
integrals of u in Dνd

t y are proper. If 0 < αN − νd < 1,
Dνd

t y contains improper integrals of u. In the two previ-
ous cases, if the input u contains noises, the noise effect

can be reduced by the integrals considered as low-pass
filters. If αN − νd = 0, Dνd

t y contains u. If αN − νd < 0,
Dνd

t y contains the fractional derivatives of u.

On the other hand, we have:

• for l = 1, d = 1, Dν1
t y contains (i) D−βb

t y for b =
1, . . . , q, with 0 ≤ βb < 1, which are given by proper in-
tegrals of y by Theorem 1, (ii) the fractional integrals of
y with orders varying from 1 to αN + β1 +m, which are
proper;
• for l = 1, d ∈ {2, . . . , q}, Dνd

t y contains (i) the frac-
tional derivatives Dνb

t y for b = 1, . . . , d − 1, which are
previously given by proper integrals of y in Corollary 1,

(ii) D−βb

t y for b = 1, . . . , q, with 0 ≤ βb < 1, which are
given by Theorem 1, (iii) the fractional integrals of y
with orders varying from 1 to αN + βd +m;
• similarly, for νd > 1, Dνd

t y contains (i) the fractional
derivatives Dα

t y for α = νd − 1
q
, νd − 2

q
, . . . , 1

q
− βq > 0,

which are previously given by Corollary 1, (ii) D−βb

t y
for b = 1, . . . , q, with 0 ≤ βb < 1, which are given in
Theorem 1, (iii) the fractional integrals of y with orders
varying from 1 to αN + βd +m.

According to the previous analysis, Dνd
t y is given using

a recursive way, which only contains proper integrals of
y and a part involving u. By grouping the integrals of y,
Dνd

t y can be given by an algebraic formula as follows:

Dνd
t y(t) =

∫ t

0

Wm(τ) y(τ) dτ + Um(t), (30)

where Um denotes the part involving u, and Wm de-
notes the corresponding function in the integral of y,
which is the sum of the associated functions in the
proper integrals of y in Dα

t y for α ∈ {νd − 1
q
, . . . , 1

q
−

βq,−βq, . . . ,−β1,−1, . . . ,−αN − βd − m}. Hence, Wm

is bounded on [0, t].

Consequently, the Riemann-Liouville fractional deriva-
tive of y of an arbitrary order is exactly given by a new
algebraic formula in Corollary 1, i.e. it does not contain
any source of errors in continuous noise-free case, and
can provide non-asymptotic estimations in finite-time
without knowing the initial conditions of the considered
system. Moreover, the proper integrals of y can reduce
the noise error contribution if the noisy observation of
y is used. In the next subsection, a digital fractional or-
der differentiator is introduced in discrete noisy cases,
where some error analysis is also given based on (30).

3.3 Digital fractional order differentiator in discrete
noisy cases

From now on, let y̟ be a discrete noisy observation of
y on I = [0, h] ⊂ R+:

y̟(ti) = y(ti) +̟(ti), (31)
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where ti = iTe, for i = 0, 1, . . . ,M , with an equidistant
sampling period Te =

h
M
. Moreover, the noise {̟(t), t ∈

I} is assumed to be a continuous stochastic process sat-
isfying the following conditions:

(C1) : for any t1, t2 ∈ I, t1 6= t2, ̟(t1) and ̟(t2) are
independent;

(C2) : the mean value function of {̟(t), t ∈ I} denoted
by E[·] is equal to zero;

(C3) : the variance function of {̟(t), t ∈ I} denoted
by Var[·] is bounded on I, i.e. ∃ δ ∈ R+, ∀ t ∈
I,Var[̟(t)] ≤ δ.

Note that a zero-mean white Gaussian noise satisfies
these conditions.

The Riemann-Liouville fractional integrals and deriva-
tives of the output y can be numerically approximated by
the following Grünwald-Letnikov scheme [1,5]: ∀α ∈ R,

Dα
t y(t) ≈

1

Tα
e

⌈ t
Te

⌉
∑

j=0

w
(α)
j y(t− jTe), (32)

where the binomial coefficients can be recursively calcu-
lated as follows:







w
(α)
0 = 1, if j = 0,

w
(α)
j =

(

1− α+1
j

)

w
(α)
j−1, else.

(33)

However, this scheme is not robust against noises.

Different from the Grünwald-Letnikov scheme, accord-
ing to (30), the formula of Dνd

t y contains two parts: the
one given by a proper integral of y, and the other one
involving u. In order to estimate the Riemann-Liouville
fractional derivatives of y in discrete noisy cases, Dνd

t y
is approximated by the following digital fractional order
differentiator: for i = 1, . . . ,M ,

Dνd
m y̟(ti) := Te

i
∑

j=0

wj Wm(tj) y
̟(tj) + Ũm(ti), (34)

where wi ∈ R+ are the weights of a given numerical inte-

gration method. According to previous analysis, Ũm(ti)
is calculated in the following way:

• the fractional integrals of u of order larger than 1 are
calculated using a numerical integration method;
• the fractional integrals of u of order strictly smaller
than 1 and the fractional derivatives of u are numerically
calculated using the Grünwald-Letnikov scheme given in
(32)-(33).

Consequently, the digital fractional order differentia-
tor Dνd

m y̟(ti) can be used to estimate the Riemann-
Liouville fractional derivative Dνd

t y for any νd ∈ R∗
+,

where y is the output of a fractional order linear system
defined in (12). It contains three sources of errors:

• the numerical error due to the numerical integration
method used to approximate the proper integral involv-
ing y;
• the noise error contribution of the following form:

e̟m(ti) := Te

i
∑

j=0

wj Wm(tj)̟(tj); (35)

• the numerical errors in Ũm(ti), which are due to the nu-
merical integration method and the Grünwald-Letnikov
scheme, respectively.

Firstly, it is well known that the numerical errors due
to the numerical integration method converge to zero
when Te → 0 [24]. Secondly, as shown previously, the
Grünwald-Letnikov scheme is used to approximate Dα

t u

with −1 < α in the calculation of Ũm(ti). It is shown
in [4] that in the case of −1 < α < 0 (resp. α > 0), if
u is continuous on I (resp. u is ⌈α⌉-times continuously
differentiable on I), the produced numerical error con-
verges to zero when Te → 0. Thirdly, if the noise sat-
isfies conditions (C1) − (C3), it can be shown that the
noise error contribution e̟m(ti) converges to zero in mean
square when Te → 0 (see [14] for more details). A simi-
lar result can also be obtained using non-standard anal-
ysis as done in [18]. Consequently, both the numerical
errors and the noise error contribution can be reduced
in the proposed digital fractional order differentiator by
decreasing the sampling period Te. However, if the com-
putations are performed on a finite precision numerical
machine, there are also round-off errors [25]. Hence, the
infinite reduction of Te would not lead to arbitrary re-
duction of estimation errors, since the round-off errors
would become too large at some points.

When the sampling period is set, by applying (C1)−(C3)
and the properties of the mean value and the variance
functions to (35), one obtains:

E[e̟m(ti)] = 0, (36)

Var [e̟m(ti)] = T 2
e

i
∑

j=0

w2
j W

2
m(tj)Var [̟(tj)]

≤ δT 2
e

i
∑

j=0

w2
j W

2
m(tj).

(37)

Hence, the noise error contribution e̟m(ti) can be
bounded using the Bienaymé-Chebyshev inequality:

∀ γ ∈ R
∗
+, Pr

(

|e̟m(ti)| < γ (Var[e̟m(ti)])
1

2

)

> 1− 1

γ2
,

(38)
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i.e. the probability for |e̟m(ti)| to be smaller than

γ (Var[e̟m(ti)])
1

2 is larger than 1− 1
γ2 . Thus, the follow-

ing error bound is deduced from (37) and (38):

|e̟m(ti)|
pγ

< γTe



δ

i
∑

j=0

w2
j W

2
m(tj)





1

2

, (39)

where a
pγ

< bmeans that the probability for a real number
b to be larger than another real number a is equal to
pγ with 1 − 1

γ2 < pγ < 1. Remark that the value of pγ
can be given by the probability density function of the
considered noise ̟. In particular, if ̟ is a zero-mean
white Gaussian noise, it can be deduced that e̟m(ti) is a
normally distributed random number. Thus, according
to the three-sigma rule, we have: p1 = 68.26%, p2 =
95.44% and p3 = 99.73%, for γ = 1, 2, 3, respectively.

Thanks to the probability properties of the mean
value and the variance functions, and the Bienaymé-
Chebyshev inequality, the noise error bound obtained in
(39) is sharp, especially in white Gaussian noise cases.
Since it depends on the design parameter m, the study
of the influence of m on this error bound is useful to
deduce the influence of m on the noise error contribu-
tion. Consequently, the noise error contribution can be
reduced by choosing the value of m which minimizes
the noise error bound.

Finally, according to the previous analysis, the following
algorithm is required to realize the proposed differentia-
tor Dνd

m y̟(ti), which is devoted to applying Theorem 1,
Corollary 1, and contains the following steps:

Step 1. find βq ∈ [0, 1
q
[ such that νd = ⌈νd⌉−1+ d

q
−βq

with d ∈ {1, . . . , q};
Step 2. using βq, calculate βj for j = 1, . . . , q − 1;

Step 3. using (13)-(15), calculate D−β1

t y, where all the
integrals D−α

t y and D−α
t u are proper with α ≥ 1, and

calculated using a numerical integration method;

Step 4. using (13)-(15), calculate D
−βj

t y for j =
2, . . . , q in a loop. For each j, the fractional integrals

D−α
t y (resp. D−α

t u) in the expression of D
−βj

t y are
calculated as follows:
• if α ≥ 1, they are calculated using the numerical
integration method,

• otherwise they are previously calculated (resp. cal-
culated using the Grünwald-Letnikov scheme);

Step 5. using (27)-(29), calculate Dαi

t y with αi = νd −
i
q
, for i = (νd + βq)q − 1, . . . , 0 in a loop. For each

i, the fractional integrals and derivatives D−α
t y and

D−α
t u in the expression of Dαi

t y are calculated using
a similar way as done in Step 2.

4 Simulation results

In order to show the accuracy and the robustness of
the proposed fractional differentiator, some numerical
results are presented in this section.

Example 1: In most cases, neither the fractional deriva-
tives of a function nor the solution of a fractional order
differential equation can be analytically calculated. In
order to obtain the exact value of the sought fractional
derivative, the following academic model is considered
in this example: ∀ t ∈]0, 30],

4
∑

i=0

aiD
i
3

t y(t) =
4
∑

i=0

aiD
i
3

t u(t), (40)

where ai = 1 for i = 0, . . . , 4, u(t) = y(t) = y1(t)+y2(t),
y1(t) = sin(ω1t) and y2(t) = cos(ω2t) with ω1 = 1.2 and
ω2 = 0.6. The analytical Riemann-Liouville fractional
derivatives of y1 and y2 can be found in [2].

D
1

2

t y will be estimated in the discrete noisy case with
ti = iTe ∈ I = [0, 30], Te = 0.01, for i = 0, . . . , 3000, and
y̟(ti) = y(ti) + δ̟(ti), where the noise {̟(ti)} is sim-
ulated from a zero-mean white Gaussian iid sequence,
and the value of δ is adjusted such that the signal-to-

noise ratio SNR = 10 log10

(
∑

|y̟(ti)|
2

∑

|δ̟(ti)|2

)

is equal to

SNR = 15 dB (see [26] for this well known concept in sig-
nal processing). The original output y and the discrete
noisy output y̟ are shown in Fig. 1. Then, the fractional
order differentiator obtained in (34) is applied, where the
trapezoidal numerical integration method is considered.

Firstly, it is shown how to choose the value of the design
parameter m using the noise error bound obtained in
(39) with γ = 2. Since the value of νd is set in Corollary

1 with νd = 1
2 and βq = 2

3 − 1
2 , the expression of D

1

2

t y
can be obtained. Thus, the expression of Wm can be
deduced in (30). Then, by taking different values of m,
the values of the error bound obtained in (39) can be
calculated at each ti for i = 0, . . . , 3000. Using such a
way, the variation with respect to m of the noise error
bound can be observed in Fig. 2. According to Fig. 2,
the influence of m on the noise error contribution can
be deduced. Hence, in order to reduce the noise error
contribution, the following values ofm are chosen:m = 2
for ti ∈ [2Te, 1.95], m = 4 for ti ∈ [1.95+Te, 3.7], m = 8
for ti ∈ [3.7 + Te, 5.5], m = 10 for ti ∈ [5.5 + Te, 7.2],
and m = 14 for ti ∈ [7.2 + Te, 30].

Secondly, in order to compare with the proposed method
the fractional order Legendre differentiator proposed in
[13] is applied. The latter is a model-free differentiator
and obtained by a polynomial approximation method.
Hence, it contains a truncated term error which can be
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Fig. 1. Example 1. The output and its discrete noisy obser-
vation.
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Fig. 2. Example 1. The variation of the noise error bound
given in (39) with m = 2, . . . , 14.

significantly reduced by admitting a time-delay. Conse-
quently, this differentiator depends on two design param-
eters: the order of the used polynomial N and the time-
delay ϑ. According to the analysis done in [13], the design
parameters are set in this example as follows: ϑ = 0.8,
N = 6 for ti ∈ [0.9, 8], N = 12 for ti ∈ [8 + Te, 18], and
N = 20 for ti ∈ [18 + Te, 30].

The obtained estimations of D
1

2

t y are shown in Fig. 3. It
can be seen that different from the fractional order Leg-
endre differentiator the proposed differentiator does not
produce a time-delay. The reason is that the proposed
method is based on the system model. Finally, the cor-
responding absolute estimation errors are shown in Fig.
4, where the one for the fractional order Legendre differ-
entiator is obtained by shifting the estimation to avoid
the time-delay. The latter principally contains the am-
plitude error and the noise error contribution.

Example 2: In this example, a physical model is consid-
ered, which is introduced by a fractional order differen-
tial equation [27]. Let us consider a rigid plate immersed
in a Newtonian fluid of infinite extent and connected by
a massless spring to a fixed point. If a force is applied to
the plate, the dynamic of the plate can be represented by
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Fig. 3. Example 1. The exact value of D
1

2

t y and its estimations
obtained by the proposed method and the fractional order
Legendre differentiator.
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Fig. 4. Example 1. The estimation errors of D
1

2

t y produced
by the proposed method and the shifted fractional order
Legendre differentiator.

the following fractional order differential equation [27]:

∀ t > 0,

4
∑

i=0

aiD
i
2

t y(t) = u(t), (41)

where a4 = Mp, a3 = 2S
√
µρ, a2 = a1 = 0, a0 = K, Mp

is the mass of the plate, S is the area of the plate, µ is
the fluid viscosity, ρ is the fluid density,K is the stiffness
of the spring, y is the displacement of the plate, and u is
the force. Moreover, this plate-fluid system is assumed
to be initially in an equilibrium state with y(0) = 0 and
ẏ(0) = 0.

The Riemann-Liouville fractional derivatives of the out-
put y will be estimated in the following situation with
ti = iTe ∈ I = [0, 45], Te = 0.01, for i = 0, . . . , 4500:

• the output ybias is generated by the Grünwald-
Letnikov scheme given in (32)-(33) from the following

model: a4D
2
ti
y(ti)+a3D

3

2

ti
y(ti)+a0y(ti)+̟d(ti) = u(ti),

where a4 = 1, a3 = a0 = 0.5, u(ti) = 1 for 0 ≤ ti ≤ 1,
u(ti) = 0 for ti > 1, and ̟d(ti) = 0.5 sin(5ti) is a dis-
turbance which biases the output;
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Fig. 5. Example 2. The output and its discrete noisy obser-
vation.
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Fig. 6. Example 2. The variation of the noise error bound
given in (39) with m = 0, 2, . . . , 10.
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Fig. 7. Example 2. The numerical calculation and the esti-

mation of D
1

2

t y obtained by the Grünwald-Letnikov scheme
in discrete noise-free case and the proposed method in the
discrete noisy case, respectively.

• the parameters aj for j = 0, 3, 4, are known with er-
rors: ãj(ti) = aj +̟j(ti), where {̟j(ti)} are simulated
from the uniform iid sequences with ̟j(ti) ∈] − δj, δj [
and δj =

1
20aj ;

• the input and output are corrupted by a zero-mean
white Gaussian noise with SNR = 15 dB: u̟(ti) =
u(ti) + δu̟u(ti) and y̟(ti) = ybias(ti) + δy̟y(ti).

0 5 10 15 20 25 30 35 40 45
0

0.005

0.01

0.015

0.02

0.025

t

 

 
Noise error
Noise error bound

Fig. 8. Example 2. The error due to the noisy output in the

estimation of D
1

2

t y obtained by the proposed method and
the corresponding error bound.
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Fig. 9. Example 2. The numerical calculation and the esti-
mation of D0.3

t y obtained by the Grünwald-Letnikov scheme
in discrete noise-free case and the proposed method in the
discrete noisy case, respectively.
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Fig. 10. Example 2. The numerical calculation and the esti-
mation of D1.3

t y obtained by the Grünwald-Letnikov scheme
in discrete noise-free case and the proposed method in the
discrete noisy case, respectively.
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The original output y and the discrete noisy output y̟

are shown in Fig. 5.

Firstly, using a similar way as done in Example 1, the
values of the design parameter m are set. For this pur-

pose, D
1

2

t y is considered as an example. Then, the values
of the corresponding error bound are calculated at each
ti for i = 0, . . . , 4500, and the variation with respect to
m is shown in Fig. 6, where the values of the param-
eters aj for j = 0, 3, 4, are used. Hence, according to
Fig. 6, the following values of m are chosen: m = 0 for
ti ∈ [Te, 2.9], m = 4 for ti ∈ [2.9 + Te, 8.7], and m = 10
for ti ∈ [8.7 + Te, 45].

Secondly, since the analytical Riemann-Liouville frac-
tional derivatives of the output are unknown, the
Grünwald-Letnikov scheme is applied in the noise-free
case to verify the efficiency of the proposed fractional

order differentiator. The obtained estimation of D
1

2

t y
is shown in Fig. 7. It can be seen that the proposed
method is robust. Hence, it is interesting to provide
some robustness analysis on the proposed method in
the considered example.

• By taking δy̟y and the expression of Wm in (35), the
error due to the noisy output can be calculated at each
ti using different values of m chosen previously. More-
over, the corresponding noise error bound can also be
calculated using (39) with γ = 2. The obtained results
are shown in Fig. 8, where it can be seen that when the
time t becomes large, the noise error bound is increasing
with t. Hence, the noise error can also be increasing with
time. In order to solve this problem, on the one hand,
according to Fig. 6, the value of m should be increased
to reduce the noise error bound; on the other hand, ac-
cording to the analysis done in Subsection 3.3, the value
of sampling period Te should be reduced.

• According to the analysis done in Subsection 3.2, the
expression of Dνd

t y contains a proper integral of y and a
part involving u in (30). Moreover, if νd < αN , the part
involving u is an integral of u, either proper or improper.
In this example, αN − νd = 2 − 1

2 = 3
2 > 1, the part

involving u is a proper integral of u. This is why the
noise effect in the input is reduced in the estimation of

D
1

2

t y, as the one in the output.

• Assume ãj = aj + ̟j for j = 0, . . . , N , with |̟j | ≤
δj < |aj |. It can be seen in (27)-(29) that the formula of
Dνd

t y is linear with respect to 1
aN

and
aj

aN
. Consequently,

the error due to̟j in D
νd
t y depends on the relative errors

in 1
aN

and
aj

aN
, which can be bounded as follows:

|aN |
∣

∣

∣

∣

1

ãN
− 1

aN

∣

∣

∣

∣

=

∣

∣

∣

∣

−̟N

aN +̟N

∣

∣

∣

∣

≤ δN

|aN | − δN
, (42)

∣

∣

∣

∣

aN

aj

∣

∣

∣

∣

∣

∣

∣

∣

ãj

ãN
− aj

aN

∣

∣

∣

∣

=

∣

∣

∣

∣

aN̟j − aj̟N

aj(aN +̟N )

∣

∣

∣

∣

≤ |aN |δj + |aj |δN
|aj |(|aN | − δN )

.

(43)

Hence, these relative errors are increasing with respect
to δj . In this example, δj = 1

20aj is chosen. This is why
the obtained estimation is robust. Although there are
multiplicative noises in the estimation due to the noises
in the output and the input, since it is shown previously
that the noise effect in the output and the input can be
significantly reduced, the error due to ̟j plays a more
important role.

• If there is a disturbance in the model, it plays as a part
of the input and produces a bias term to the output.
Then, using (34) the error due to this bias term can be
given as follows:

ebias(ti) := Te

i
∑

j=0

wj Wm(tj) (ybias(tj)− y(tj)) . (44)

Hence, if the fractional derivative of the bias term ybias−
y exists, ebias is its estimation. As shown in Subsection
3.2, Wm is bounded. If the bias term is also bounded,
ebias is bounded. Thus, ebias depends on how the output
is biased, which depends on the structure of the model
and the source of the disturbance. In this example, the
disturbance ̟d(ti) = 0.5 sin(5ti) does not significantly
change the output. This is why the obtained estimation
is robust.

Consequently, it can be concluded that the proposed
method can well cope with the corrupting noises in the
output (resp. in the input if νd < αN ). Moreover, if the
errors in the model parameters and the bias term in the
output are not relatively large, robust estimations can
also be obtained by the proposed method.

Finally, D0.3
t y and D1.3

t y are estimated by taking βq =
0.2 in Corollary 1. The same values of m are chosen as

done in the estimation of D
1

2

t y. The obtained estimations
are shown in Fig. 9 and Fig. 10, respectively.

5 Conclusions

In this paper, a non-asymptotic fractional order differen-
tiator was introduced to estimate the Riemann-Liouville
fractional derivatives of the output of a class of frac-
tional order linear systems in discrete noisy environment.
Firstly, by applying the algebraic method and the Leib-
niz formula for Riemann-Liouville fractional integrals,
the fractional integral of order strictly smaller than 1 of
the output was expressed by an integral formula. Then,
a new algebraic formula for the fractional derivative of
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an arbitrary order was deduced by taking the integer or-
der derivative of the obtained formula for fractional in-
tegrals. This formula does not contain any source of er-
rors in continuous noise-free case. Hence, it can provide
estimations in finite-time without knowing the initial
conditions of the considered systems. Secondly, a digi-
tal fractional order differentiator was introduced in dis-
crete noisy cases. Then, some error analysis was given,
where an error bound useful for the selection of the de-
sign parameter was provided. Finally, numerical results
were given to show the accuracy and the robustness of
the proposed fractional order differentiator.
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