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Damage investigation in a319 aluminium alloy by X-ray tomography and digital volume correlation during in situ high temperature fatigue tests
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Abstract: The aim of this work is to analyse the strain fields heterogeneity in an aluminium alloy subjected to low cycle fatigue at high temperature. In the cylinder heads produced by a lost foam casting process, the microstructure of the studied alloy consists in hard intermetallic phases and large gas and microshrinkage pores. In order to study the influence of this complex 3D microstructure on fatigue crack initiation and propagation at 250°C, an experimental protocol using laboratory and synchrotron tomography, Finite Element simulation and a new Digital Volume Correlation platform has been used. The results showed the role of pores in the crack nucleation and highlighted the importance of hard phases in the crack propagation thanks to the resolution on the DVC measurement.
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1 INTRODUCTION

Aluminium alloys are extensively used in the automotive industry, especially the Al-Si alloy for different engine parts. Due to its good castability and mechanical properties, the A319 alloy is one of the preferred choice in automotive applications notably for the cylinder head. This part and in particular the inter-valve zone in fire deck, is subjected to severe thermomechanical stresses with temperature gradient from 20 to 250°C and high cyclic loadings that can lead to component failure in service [1]. In the automotive industry, the conventional die casting process is progressively being replaced by the Lost Foam Casting (LFC) process for geometry optimization, cost reduction and consumption control purposes. The main benefits of LFC over conventional casting are its ability to produce complex shapes with internal sections at reduced grinding and finishing costs [2]. However, aluminium alloy automotive parts produced by the LFC process have a coarser microstructure and more porosity defects than parts produced with conventional casting processes.
at faster cooling rates. As a result, the A319 cast Aluminium-Silicon alloy produced by LFC process and used for automotive cylinder heads has a multiscale microstructure: porosity with a size that ranges from small gas pores to large microshrinkage cavities, iron intermetallics, eutectic $\text{Al}_2\text{Cu}$ and eutectic silicon (Fig. 1.a). Above a critical size, pores [3] play a decisive role on the fatigue properties by providing preferential crack initiation sites. However, an influence of oxides [4], iron-based intermetallics [5] and Si particles [6] are also observed. As a matter of fact, cracks can initiate at any large pores or hard phases present in bulk. The coarser microstructure produced by the LFC process has an effect on the mechanical properties and can drastically reduce the fatigue lifetime of the alloy. 2D studies and post-mortem observations (Fig. 1.b) reveal that the damage mechanisms are strongly limited to the presence of hard phases [7]. However in this kind of material, the crack often nucleates inside the material; therefore, it is essential to characterize the mechanisms in 3D. In order to study the influence of the LFC microstructure upon the low cycle fatigue behaviour, an experimental protocol has been set up using X-ray tomography and 3D Digital Volume Correlation (DVC).

![Figure 1: (a) Reconstructed tomographic slice (synchrotron tomography) showing the various microstructural features of alloy A319 produced by LFC process, (b) SEM optical microscopy showing crack propagation from an internal pore along hard phases](image)

This paper presents first the experimental protocol used for in-situ fatigue tests at high temperature thanks to Synchrotron tomography and DVC. In a second part, the strain and displacement fields are analysed by comparing the experimental and computed fields under monotonous loading, i.e. under the first half cycle of fatigue, and also by following the evolution of the fatigue crack in the specimen.

## 2 EXPERIMENTAL PROCEDURE

### 2.1 X-RAY TOMOGRAPHY

Small dog bone specimens were cut out from automotive cylinder heads in the inter-valve area (Fig. 2.a). A preliminary characterization by laboratory X-ray microtomography was performed at the MATEIS laboratory (Lyon, France) with a 80 kV acceleration voltage to ensure a 10% transmission of the X-ray beam through the cross-section of the sample. The scan was made at a medium resolution with a voxel size of 4.5 $\mu$m and an acquisition time per image of 500 ms; these medium resolution images allow to: (1) select the most suitable specimens, (2) characterize in 3D the population of defects in the
specimen gauge length, (3) obtain a 3D mesh of the porous aluminium matrix in order to compute the associated strain fields using a finite element software (Abaqus). These preliminary steps help focusing the scanned volumes to a region of interest where cracks are more likely to initiate. Low Cycle Fatigue tests were then performed under synchrotron X-ray tomography at the European Synchrotron Radiation Facility (ID19 beamline) using an in-situ test rig [8] developed at MATEIS laboratory (see Fig.3).

Figure 2: (a) Optical image of the intervalve region of a cylinder head where 36 fatigue samples have been extracted by electro discharge machining; (b) Geometry of the specimen (dimensions in mm)

Fatigue machine with the furnace

Figure 3: In-situ experimental set-up showing the principle of the tomography

In order to study crack initiation and growth in bulk at high temperatures that are representative of the in-service loadings of cylinder heads, i.e. 150, 200 and 250°C, a new furnace [8] has been realized by the Centre des Matériaux Ecole des Mines de Paris with four halogen lamps [9]. Images were acquired in pink beam mode [10] (E=35 keV) with a CMOS PCO Dimax detector (2048 pixels\(^2\)) at 2.75 μm voxel size. The scan duration of 45 s (2000 radiographies) was short enough to avoid creep/relaxation effects at the temperatures investigated (T<250°C). Seven fatigue specimens with a 2x2 mm\(^2\) cross section (Fig.2.b) were tested: 2 at 150°C, 2 at 200°C and 3 at 250°C. Uniaxial fatigue tests at constant stress amplitude were performed with a load ratio of 0.1 and a maximum stress of the order of 150% of the yield stress at the corresponding temperature. Tests were conducted until failure with periodic interruptions in order to detect and follow fatigue crack
initiation and growth through tomographic scans which were recorded under minimum and maximum load of the considered cycle. All the 3D images were reconstructed by using both the classical filtered backprojection algorithm [11] and the Paganin reconstruction algorithm [12] to have a better contrast between the different phases including eutectic Silicon. For the analysis, only the images reconstructed in Paganin were used. The grey level images were cropped to reduce the amount of data and the time needed to process them. Synchrotron tomography allowed visualizing the eutectic Al–Al₂Cu, iron based intermetallic phases and above all eutectic Si (see Fig.1.a), which could not be distinguished with laboratory tomography (see Fig.4). Thus, the total volume fraction of hard inclusions that can serve as natural markers for DVC is about 17% including about 9% of eutectic Si [30]. In comparison, in a nodular cast iron where the spherical graphite nodules are the only natural markers, the measurement accuracy of DVC is virtually the same either by using laboratory [13] or Synchrotron tomography [14]. In A319 alloy, Synchrotron tomography allows a good contrast to be achieved in the interdendritic space where strain heterogeneity is expected to occur during the fatigue test. As more natural tracers are observed with SR-CT than with lab-CT, a higher measurement accuracy could be obtained for the former with a smaller uncertainty and a higher spatial resolution (ref 3DMS Long). The microstructure of A319 alloy provides a suitable natural speckle for DVC. The 3D displacement field was measured with the DVC technique [15]. In the present study, a 3D image correlation platform called YADICS [16] recently developed at LML laboratory (Lille, France) has been used. This platform is based on C++ and it has been optimized to process large 3D volumes in a limited time. In this section, the finite element simulation is first detailed then the DVC method is explained.

Figure 4: Slice of an A319 alloy from: (a) Laboratory tomography and (b) Synchrotron tomography allowing the characterization of the different phases. The eutectic Si can be distinguished only with Synchrotron tomography.

### 2.2 Finite Element Simulation

FEM simulation was performed before the in-situ fatigue test in order to predict the most strained area where crack initiation is expected. 3D images obtained by laboratory tomography were used to generate microstructurally realistic meshes of the microstructure within the pristine samples (pores + matrix, no intermetallic second phase) thanks to Avizo software (Fig.5.a). A triangular surface was reconstructed, the minimum and maximum sizes of the triangle element were set as 0.2 and 10 pixels respectively. The mesh is built in such a way that elements of the mesh generated around the pores have a smaller size than in other areas in order to decrease the number of elements. Then, a volumetric tetrahedral grid was build from the triangular surface mesh (Fig.5.b). Those meshes were used to perform Finite Element (FE) simulation of the strain/stress distribution during monotonic loading (elasto-plastic calculation), i.e. at the maximum load of the first half-cycle (Fig.5.c). In this way, a von
Mises type elasto-plastic constitutive law has been used, with an isotropic hardening. The entire stress-strain curve coming from a tensile test has been introduced in the Abaqus software. A displacement of \( l = 0.018 \text{mm} \) is applied on upper and lower side of the FE model to obtain a maximum strain \( \varepsilon = 0.4\% \) at a length of the specimen \( L = 9 \text{mm} \). In order to localize potential critical area, the cumulated plastic strain distribution is computed and plotted, as shown on Figure 5.c. This FE simulation are therefore of great help to define a consistent zone of interest for the tests.

\[ f(x) = g(x + u(x)) \]  
\[ \text{SSD}(u, f, g) = \frac{1}{n} \sum_{x \in \Omega} (f(x) - g(x + u(x)))^2 \]  

Figure 5 : (a) 3D rendering of pores with Avizo software, (b) 3D volume mesh (5M tetrahedron), (c) FE calculation with Abaqus software showing \( \varepsilon_{zz} \)

2.3 Digital Volume Correlation (DVC)

The DVC technique is a 3D extension of the well-developed DIC method and their principles are similar. DVC was developed from the end of 1990s [17], and is now widely used due to the development of 3D advanced imaging devices [18] [19] [20]. The principle of DVC is to find the transformation between a fixed image and a moving one for a given metric using an optimization scheme (Fig.6). To identify the transformation, several steps are necessary: define a metric, choose a sampling and an interpolator, then an optimizer and finally a regularization method. The first one is to define a metric with the type of the transformation as a variable, the fixed image and the moving image. The DVC formulation used here is based on texture conservation recalled in Equation 1, where \( x \) is the vector denoting the position of any voxel and \( u \) is the unknown displacement vector field. Each image is identified by its grey level function representing the volume of the sample: \( f \) for the reference 3D image taken before deformation, \( g \) for the deformed 3D image taken after deformation [21] [22]. In this case, we used the optical flow equation which assumes that the grey level variations are due to the displacement of the material points only:

\[ f(x) = g(x + u(x)) \]  
\[ \text{SSD}(u, f, g) = \frac{1}{n} \sum_{x \in \Omega} (f(x) - g(x + u(x)))^2 \]  

In this study, global (rigid and homogeneous) and elastic transformations were chosen in order to compute the metric defined by the Sum of Squared Difference (SSD) (Eq.2) which corresponds to a least squares problem. It consists in finding the best displacement field \( u(x) \) by minimizing:

\[ \text{SSD}(u, f, g) = \frac{1}{n} \sum_{x \in \Omega} (f(x) - g(x + u(x)))^2 \]
With YADICS software, the metric is evaluated on the whole image: it is a total sampling. Then, an optimizer method has to be chosen and in the present case a gradient descent method is used for optimization. The gradient descent method allows to converge quickly to a minima. The first step is to compute the gradient of the metric $SSD$ regarding the transform parameters (Eq.3):

$$\frac{\partial SSD(u, g)}{\partial u} = \frac{2}{N} \sum_{i \in \Omega} ((f(x) - g(x + u(x)))) \frac{\partial g(x + u(x))}{\partial u} \quad (Eq.3)$$

The optimization can be performed with any iterative numerical algorithm. Once the metric gradient has been computed, an optimization strategy is chosen. The gradient method principle is explained in (Eq.4):

$$u_{k+1} = u_k + \alpha \cdot d_k \quad (Eq.4)$$

The gradient step $\alpha_k$ can be constant or updated at every iteration and $d_k$ defined by:

$$d_k = -\gamma_k \frac{\partial SSD(u, g)}{\partial u} \quad (Eq.5)$$

where $\gamma_k=1$ and $SSD$ the metric.

---

**Figure 6**: The basic registration components of YADICS [18] image correlation platform at LML (see the text for details)

One notices that optimization rules used herein is not the classical Gauss-Newton used in [11], [17]. In order to treat such large volumes with a high Degree of Freedom (superior to 1 million), it is easier to use a steepest gradient algorithm [23] as there is no matrix problem to solve [24]. Finally, a bi-cubic interpolator is employed to apply the transformation to the moving image at each iteration. Cachier et al. [25] demonstrated that the problem of minimizing image and mechanical energy can be reformulated in solving the energy image then applying a Gaussian filter at each iteration. Yadics software uses this strategy and adds a median filter (see the arrow in Fig.6 from “Regularization” to “Transformation”), here, with a window of 3x3x3 elements, allowing to avoid local minima while preserving discontinuities. A median filter removes the noisy pixels by replacing the tested pixel with the median value of the pixels in the window [26]. The median filtering is a
nonlinear filtering technique that is known for preserving sharp changes in signal and for being particularly effective in removing impulsive noise [27]. One effective use of median filters has been the reduction of high-frequency and impulsive noise in digital images without the edge destruction associated with linear filters. Thus, the discontinuities, i.e. the sharp change of the displacement field, are preserved because it is a no diffusive method [28].

The correlation is based on a multiscale resolution strategy like a pyramid scheme (see Fig.7) allowing to save time as the image contains much fewer voxels in the first resolution levels. In the present case, six resolutions or scales were used; the coarsest one is “scale 5” where one “macro” voxel is averaged over $2^5 \times 2^5 \times 2^5$ voxels while the full resolution image corresponds to “scale 0”. The correlation calculation is a sequence of Optical Flow Integrated (OFI) and Finite Element methods (OFFEM). For easy and fast convergence at the coarsest scales, only global transformations are searched for, using OFI algorithms while at the finest scales, the more computing intensive OFFEM algorithm was used to compute local displacements. The correlation sequence per image couple was defined with the following analysis sequence OFI_H, OFI_H, OFI_H, OFFEM4, OFFEM4, OFFEM4 where:

- **OFI_H** is defined by the OFI method, and assumes a homogeneous deformation such as rigid body motions, i.e., translations (Tx, Ty, Tz) and rotations (Rx,Ry,Rz), and global strains (Exx, Eyy, Ezz, Exy, Exz, Eyz). It measures the similarity by using Sum of Squared Differences (SSD). OFI was used for global transformation for scales 5 to 3, as it can reduce the dimensionality of the problem and it has a low sensitivity to noise.
- **OFFEM** is the Optical Flow elastic transformation based on Finite Element Methods, it is used for the elastic deformation, as it has a good spatial coherence. OFFEM4 mean the used element size is 4x4x4 voxels, respectively.

![Pyramidal process used in YaDICs](image)

**Figure 7: Pyramidal process used in YaDICs**

DVC was performed between the reference image at minimum load and the deformed image at maximum load of each considered cycle. Displacement field measurements were performed for a region of interest of 1200x1200x601 voxels³. Before displacement field measurements, all the tomographic images were first rigidly registered with the reference image,
i.e., the image at the minimum load of the first cycle. Therefore, a calculation with several sequences of OFI searching all the translations and rotations between two images was computed before DVC measurement.

2.4 Initial optimization of DVC-routine

General statistical methods for experimental data processing were computed to show the efficiency of the regularization with a median filter. A cube of 250x250x250 voxels was chosen in a zone with a high strain concentration, and a comparison of standard deviation and mean values measured with different element sizes for DVC was realized. The results showed that the standard deviation of the strain is quite similar with an element size of 8x8x8 voxels (std(ε)=0.0056) and with an element size of 4x4x4 voxels (std(ε)=0.0047). The calculations of the mean strain confirm the preservation of the strain amplitude between an element size of 8x8x8 voxels and 4x4x4 voxels, since the ε_{(mean)} is equal to 0.0179 and 0.0178 for an element size of 8x8x8 voxels and 4x4x4 voxels, respectively. The originalities of this platform are this regularization technique, which is quite new in the correlation methods, and also the multi-resolution scheme where different strategies can be adopted for different scales.

The spatial resolution is set by the size of element selected for DVC computation. In this work different sizes of isotropic element were tested with 16, 8 and 4 voxels edge. The results of these calculations are shown in the Fig.8. A phenomenon of diffusion appears due to the size of element. Indeed, when the size increases artefacts become visible around the crack. This phenomenon is essentially caused by the discontinuity of the crack. In fact, the median filter used allows conserving the discontinuities and the strain amplitude. By using the above parameters of correlation, one DVC measurement takes about 90 minutes with a size of element of 16 voxels edge, 150 minutes with 8 voxels edge and 480 minutes with 4 voxels edge. Although, the duration of the calculation is longer than the others, an element with a 4 voxels edge appears to be the best for this study, as the strain fields are localized in the same area than with larger elements but show less diffusion. With a1200x1200x601 voxels tomographic image and a 4 voxel element size, the number of Degrees of Freedom reaches 40 million.

![Figure 7: Strain field Ɛzz showing the effect of the element size on the localization of strain: (a) 16 voxels, (b) 8 voxels, (c) 4 voxels](image)

The uncertainty of the measured displacement field was calculated to assess the feasibility of DVC. This uncertainty is determined from the standard deviation of the displacement computed between two images, one at the reference position and another after a 10µm translation in a direction at 90° with respect to the X-ray beam and to the rotation axis of the
sample. Then, the standard deviation of the displacement is calculated for each component in the three different directions permitting to verify if there is one favoured direction in the noise. Figure 9 shows an uncertainty range from about 0.021 voxel (0.058µm) to 0.058 voxel (0.16µm) for element sizes ranging from 32 to 4 voxels (88-11µm). The spatial resolution of the measured displacement in 3D shows encouraging results. Although, the uncertainty for high spatial resolution is about three times higher than at low resolution, the strain localization around the crack at an element size of 4 voxel is better assessed than at coarser resolution. In what follows, the results are shown with a 4 voxel element size. Figure 10 represents the different scales used in this work: the sample analysed is about 2x2 mm$^2$ after mechanical polishing, the size of the pores from which the cracks are initiated varies between 450 and 1100µm, and the smaller element used is 11µm.

![Figure 9: Uncertainty in displacement fields in the 3 directions measured with DVC](image)

![Figure 10: Schematic representation showing: (a) a reconstructed slice of the specimen (2x2 mm2 cross section), (b) an enlarged view of the pore on which the grid of element used for DVC has been superimposed, (c) the voxel scale with such an element at the border between the matrix and the pore.](image)
3 RESULTS AND DISCUSSION

3.1 CRACK INITIATION
For fatigue tests, a maximum stress of 75 MPa was applied at 250°C, with an expected average strain \( \varepsilon_{zz} \) of 0.4% obtained from FE computation which is in accordance with an average strain of 0.5% measured by DVC between the minimum and the maximum loads of the first cycle. The in-situ tests highlighted the porosity as the main influent parameter on crack initiation as crack always initiated close to a pore, and often in the bulk independently of the temperature (Fig. 11a&b). Results obtained at room temperature \cite{29} \cite{30} at different numbers of fatigue cycles showed crack initiation close to the largest pores and crack propagation along the hard inclusions towards the free surface. At temperatures above 200°C (Fig. 12), cracks were detected in silicon particles (Fig.12b) around the main pore that drove to failure but also in other areas of the specimen gauge length (Fig.12c). For all the specimens cracks initiated around large internal pores most of the time, during the first loading step.

\[\text{Figure 8: Tomography images showing cracks initiated from an internal pore at (a) 150°C (Ncycles =10 000, } \varepsilon_{\text{max}} = 90\text{MPa), (b) 250°C (Ncycles= 30, } \varepsilon_{\text{max}} = 75\text{MPa)}\]
Figure 9: Observation of cracks in the specimen at 250°C at a tomography image at 610μm below the surface, $\Delta \sigma_{max} = 75$MPa: (a) before failure (40th cycle), (b) failure zone and (c) far away from the principal crack

The FE simulations are shown in Fig.13.a: a large strain concentration can be seen close to the pore cluster where crack initiation was indeed observed. Figure 13.b also shows the strain field calculated by DVC along the loading direction at the first cycle between the minimum and maximum load; the image of the microstructure was superimposed to this field to allow comparison of the crack path with local deformation. The displacement field measurements allowed identifying and tracking the development and localization of deformation, and allowed identifying the initiation sites of microcracks during the low cycle fatigue test in relation with the observed microstructure. The DVC results are in good agreement with the FE simulation regarding the strain concentration around the pores; however a large strain accumulation close to clusters of hard second phase particles is also detected by DVC but not by the FE simulation which is based on a simplified mesh where only pores are considered (see red circles). These results underline the importance of the hard phases on the crack path. More efforts could be necessary to introduce hard particles in the FE simulation.
3.2 CRACK PROPAGATION

A correlation between the localization of damage and the strain localization can be performed based on the reconstructed 3D images. The internal microstructure of the material as well as the displacement and strain fields at 250°C between the minimum and maximum of each cycle are shown on Fig.14 for different numbers of fatigue cycles. After the first cycle, a strain localization is noticed around a subsurface pore where the crack nucleated (see the arrow in Fig.14.c). After 10 cycles, the strain localization extends to be visible, especially in the area between the pore initiating the crack and a neighboring pore (see the red circle in Fig.14.f). Crack propagation is observed in Fig.14.h&i, after 30 cycles. The displacement discontinuities (Fig.14.b,e,h) visible in the crack zone are in good agreement with the strain localization (Fig.14.c,f,i) and the crack location (Fig.14.a,d,g). In this zone, cracks are observed in numerous phases. In order to understand the propagation, a zoom was made between the two pores. Figure 12 shows the strain localization at different cycles. After the first cycle (Fig.15.a), a strain localization is observable around an Al₂Cu particle between the two pores, the local strain around the Al₂Cu particle is about \( \varepsilon_{zz} (\text{Al}_2\text{Cu}) = 2.6\% \) while the mean strain is \( \varepsilon_{zz} (\text{mean}) = 0.4\% \). The strain localization is also observed after 5 cycles (Fig.15.b) on hard inclusions between the pores while no crack could be detected in this area at the same number of cycles, \( \varepsilon_{zz} (\text{Al}_2\text{Cu}) = 4.9\% \) and \( \varepsilon_{zz} (\text{Si}) = 3.3\% \) while \( \varepsilon_{zz} (\text{mean}) = 0.43\% \). Indeed, after 10 cycles (Fig.15.c), micro-cracks are observed in the Al₂Cu particle and in the silicon particles, matching with the previous strain localization. After 20 cycles (Fig.15.d), the cracks propagate along the hard inclusions including iron intermetallics, copper containing phases and above all silicon phase leading to the final failure. From these observations, it appears that the presence of Si particles is an essential feature for the propagation of damage for the experimental conditions investigated here. Several explanations can be suggested to understand the role of Si particles on the propagation. The first one is that the silicon particles form an extended network [31] [32] in the whole volume of the specimen contrary to the copper and iron intermetallics phases [30]. The second explanation is the coarser morphology of the silicon particles which generate large stress concentration [33] in this material that has been Sr modified but has not undergone a solution heat treatment. Lastly, the eutectic silicon is more brittle than other hard inclusions at high temperatures [34]. Strain localizations were observed in zones where cracks propagations were observed. Moreover, the localization is noticeable before the
crack observation and the strain level at cracked particles can now be quantitatively assessed thanks to DVC. The local strain level that leads to the cracking of particles ranges between 4 to 8 % for the Al₂Cu particles and between 3 to 6 % for the Si particles.

This study highlights the possibility to understand the roles played by the pores and the various hard phases of the microstructure through the local measurement of strain. The DVC measurement is in accordance with the FE simulation based on a realistic 3D microstructure since the localization zones and the strain levels are quite equivalent. Some studies [35], [36] used FE computation to show the influence of pores and Si particles size, morphology and configuration on particle fracture in Al-Si alloy, but these analyses are realized for simplified microstructure that does not take in consideration the complex structure of the alloy. Therefore, the DVC technique gives more realistic results. Thanks to the high spatial resolution, a localization around the hard phases (Al₂Cu and Si) in the neighbourhood of pores is pointed out. This level of representativeness could not be accessible by FE computation as it meets several difficulties such as the mesh size (expensive calculation) and also the mechanical properties of the hard phases which are poorly understood at 250°C. Thus, the FE simulation allows only to have an idea of the crack location since it is around the pores that the crack nucleated. Then thanks to DVC measurement, the observation of the crack path through the cracked particles is possible. The 3D images allow access to the 3D arrangement of the hard phases to understand the complex crack path and extract the 3D crack.
Figure 11: Slice view at 477 µm below the surface, (250°C, \( c_{max}= 75\)MPa), at (a,b,c) Ncycles=0, (d,e,f) Ncycles=10 & (g,h,i) Ncycles=30, showing (a,d,g) the crack location, (b,e,h) 3D displacement field (in voxels; 1 voxel=2.75µm) along the loading direction z and (c,f,i) \( \varepsilon_{zz} \) strain.
CONCLUSIONS

The efficiency of the experimental protocol using laboratory and synchrotron tomography, FE simulation and 3D DVC to study the influence of the casting microstructure upon the mechanical properties of an Al-Si alloy has been proved. To the best of the authors’ knowledge, it is the first time that DVC images are obtained at high temperature in an optically opaque material and with such a resolution, i.e. at 4 voxel element size which results in a high Degree of Freedom (40 million). Thanks to the use of synchrotron X-rays, a detailed description of the material microstructure and, hence a high density of markers that can be used for the correlation can be obtained (detection of Si particles through phase contrast) and the scan duration (45s) is small enough to avoid any creep effect in the mechanically loaded sample with a voxel size in the micrometre range. DVC measurement allows to access local strain levels which help in understanding of the influence of the pores and hard phases on the fatigue mechanisms. Crack initiation is porosity driven while propagation is correlated with the presence of hard intermetallic phases. The crack nucleates during the first loading cycle and propagates along the hard phases until failure. Micro-cracks are mainly observed in the silicon particles due to the stress concentration around them although some cracks are also visible in the hard second phases such as Al$_2$Cu. These experiments at high temperature highlighted the role of pores on strain localization: the pores generate enough stress concentration to facilitate the propagation in this area. Hard phases and strain localization between pores seem to have a high influence in the propagation path. The feasibility of DVC measurement at this finer scale resolution was assessed by the uncertainty
measured. DVC measurement with an isotropic element of 4 voxel edge is proved feasible with an uncertainty that remains at the sub voxel scale. This protocol also gives some very interesting information on the degree of complexity which has to be taken into account in so-called “realistic” microstructures to reproduce actual strain development within the samples.
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