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CONVERGENCE OF MARKOVIAN STOCHASTIC APPROXIMATION WITH DISCONTINUOUS DYNAMICS

G. FORT *†, E. MOULINES *, A. SCHRECK *, AND M. VIHOLA ‡

Abstract. This paper is devoted to the convergence analysis of stochastic approximation algorithms of the form \( \theta_{n+1} = \theta_n + \gamma_n + 1 H_{\theta_n}(X_{n+1}) \) where \( \{\theta_n, n \in \mathbb{N}\} \) is a \( \mathbb{R}^d \)-valued sequence, \( \{\gamma_n, n \in \mathbb{N}\} \) is a deterministic step-size sequence and \( \{X_n, n \in \mathbb{N}\} \) is a controlled Markov chain. We study the convergence under weak assumptions on smoothness-in-\( \theta \) of the function \( \theta \mapsto H_\theta(x) \). It is usually assumed that this function is continuous for any \( x \); in this work, we relax this condition. Our results are illustrated by considering stochastic approximation algorithms for (adaptive) quantile estimation and a penalized version of the vector quantization.
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1. Introduction. Stochastic Approximation (SA) methods have been introduced by [35] as algorithms to find the roots of \( h : \Theta \to \mathbb{R}^d \) where \( \Theta \) is an open subset of \( \mathbb{R}^d \) (equipped with its Borel \( \sigma \)-field \( \mathcal{B}(\Theta) \)) when only noisy measurements of \( h \) are available. More precisely, let \( X \) be a space equipped with a countably generated \( \sigma \)-field \( \mathcal{F} \); \( \{P_\theta, \theta \in \Theta\} \) be a family of transition kernels on \( (X, \mathcal{F}) \) and \( H : X \times \Theta \to \mathbb{R}^d \), \( (x, \theta) \mapsto H_\theta(x) \) be a measurable function. We consider

\[
\theta_{n+1} = \theta_n + \gamma_n + 1 H_{\theta_n}(X_{n+1}) \tag{1.1}
\]

where \( \{\gamma_n, n \in \mathbb{N}\} \) is a sequence of deterministic nonnegative step sizes and \( \{X_n, n \in \mathbb{N}\} \) is a controlled Markov chain, i.e., for any non-negative measurable function \( f \),

\[
\mathbb{E}[f(X_{n+1})|\mathcal{F}_n] = P_{\theta_n} f(X_n), \quad \mathbb{P} - \text{a.s.}, \quad \mathcal{F}_n = \sigma((X_\ell, \theta_\ell), \ell \leq n).
\]

It is assumed that for each \( \theta \in \Theta \), \( P_\theta \) admits a unique stationary distribution \( \pi_\theta \) and that \( h(\theta) = \int_X H_\theta(x) \pi_\theta(dx) = \pi_\theta(H_\theta) \) (assuming that \( \pi_\theta(|H_\theta|) < \infty \)). This setting encompasses the cases \( \{X_n, n \in \mathbb{N}\} \) is a (non-controlled) Markov chain by choosing \( P_\theta = P \) for any \( \theta \); the Robbins-Monro case by choosing \( P_\theta(x, \cdot) = \pi_\theta(\cdot) \) where \( \pi_\theta \) is a distribution on \( X \); the case when \( \{X_n, n \in \mathbb{N}\} \) is an i.i.d. sequence with distribution \( \pi \) by choosing \( P_\theta(x, \cdot) = \pi(\cdot) \) for any \( x, \theta \).

The goal of this paper is to provide almost sure convergence results of the sequence \( \{\theta_n, n \in \mathbb{N}\} \) under conditions on the regularity of \( \theta \mapsto H_\theta(x) \) which does not include continuity, which is usually assumed in the literature. When \( \{X_n, n \in \mathbb{N}\} \) is a controlled Markov chain, [9] and [37, Theorem 4.1] establish a.s. convergence under the assumption that for any \( x, \theta \mapsto H_\theta(x) \) is Hölder-continuous. This assumption traces back to [22, Eq. (4.2)] and the same assumption is imposed in [3, assumption (DRI2) and Proposition 6.1].

In order to prove convergence, a preliminary step is to establish that the sequence \( \{\theta_n, n \in \mathbb{N}\} \) is \( \mathbb{P} \)-a.s. in a compact set of \( \Theta \), a property referred to as stability in [24]. It is common in applications that stability fails to hold or it cannot be theoretically guaranteed. When the ‘unconstrained’ process as stated above can be shown to be
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stable, the proof often requires problem specific arguments; see for instance [36, 4]. Different algorithmic modifications for ensuring stability have been suggested in the literature. It is sometimes possible to modify \( H \) without modifying the stationary points in order to ensure stability as suggested in [28] (see also [7] and [18] for applications of this approach). An alternative is to adapt the step sizes that control the growth of the iterates ([19]). Another idea is to replace the single draw in (1.1) by a Monte Carlo sum over many realizations of \( X_{n+1} \) ([39]). Such modifications usually require quite precise understanding of the properties of the system in order to be implemented efficiently. The values of \( \theta_n \) may simply be constrained to take values in a compact set \( K \) [23, 24]. The choice of the constraint set \( K \) requires prior information about the stationary points of \( h \), as ill-chosen constraint set \( K \) may even lead to spurious convergence on the boundary of \( K \). It is possible to modify the projection approach by constraining \( \theta_n \) to take values in compact sets \( K_n \), which eventually cover the whole parameter space \( \bigcup_n K_n = \Theta \) [1]. In the controlled Markov chain setup, this approach requires relatively good control on the ergodic properties of the related Markov kernels near the ‘boundary’ of \( \Theta \) [5].

We focus on the self-stabilized stochastic approximation algorithm with controlled Markov chains [3], which is based on truncations on random varying sets as suggested in [13]. The main difference to the expanding projections approach of [1, 5] is the occasional ‘restart’ of the process; see Section 2. The main advantages of this algorithm include that it does not introduce spurious convergence as projections to fixed set, it provides automatic calibration of the step size, but it does not require precise control of the behavior of the system near the boundary of \( \Theta \) like the expanding projections and the averaging approaches. The convergence properties of the algorithm under the controlled Markov chain setup is studied in [3] and in a different setup in [27]. This algorithm has been used in various applications, including adaptive Monte Carlo [25] and adaptive Markov chain Monte Carlo [2].

Theorem 2.1 provides sufficient conditions implying that the number of truncations is finite almost surely. Therefore, this stabilized algorithm follows the equation (1.1) after some random (but almost surely finite) number of iterations. We then prove the almost sure convergence of \( \{\theta_n, n \in \mathbb{N}\} \) to a connected component of a limiting set which contains the roots of \( h \). We also provide a new set of sufficient conditions for the almost sure convergence of a SA sequence which weakens the conditions used in earlier contributions (see Proposition 4.6). We illustrate our results for (adaptive) quantile and multidimensional median approximation. We also analyze a penalized version of the 0-neighbors Kohonen algorithm.

The paper is organized as follows: the stabilized stochastic approximation algorithm, the main assumptions and the convergence result are given in Section 2. Section 3 is devoted to applications. The proofs are postponed to Sections 4 and 5.

2. Main results. Let \( \{K_q, q \in \mathbb{N}\} \) be a sequence of compact subsets of \( \Theta \) such that

\[
\bigcup_{i \geq 0} K_i = \Theta, \quad \text{and} \quad K_i \subset \text{int}(K_{i+1}), \quad i \geq 0,
\]

(2.1)

where \( \text{int}(A) \) denotes the interior of the set \( A \). The stable algorithm, described in Algorithm 2, proceeds as follows. We first run \( \text{SA}(\gamma, K_0, x, \theta) \) (see Algorithm 1) until the first time instant for which \( \theta_n \notin K_0 \). When it occurs, \( (i) \) the active set is replaced with a larger one \( K_1 \), \( (ii) \) the stepsize sequence \( \gamma \) is shifted and replaced with the sequence \( \gamma^{r-1} \triangleq \{\gamma_{1+k}, k \in \mathbb{N}\} \) and \( (iii) \) \( \text{SA}(\gamma^{r-1}, K_1, x, \theta) \) is run. The above procedure
is repeated until convergence; see e.g. [3]).

\[ \text{Algorithm 1: Stochastic Approximation algorithm } \text{SA}(\rho, K, x, \theta) \]

\[
\text{Input: } A \text{ positive sequence } \rho = \{\rho_n, n \in \mathbb{N}\}; \\
\text{A point } (x, \theta) \in X \times \Theta; \\
\text{A subset } K \subseteq \Theta \\
1 \text{ Initialization: } (X_0, \theta_0) = (x, \theta), n = 0; \\
2 \text{ repeat} \\
3 \quad \text{Draw } X_{n+1} \sim P_{\theta_n}(X_n, \cdot); \\
4 \quad \theta_{n+1} = \theta_n + \rho_n + 1 H_{\theta_n}(X_{n+1}); \\
5 \quad n \leftarrow n + 1 \\
6 \text{ until } \theta_n \notin K; \\
\]

\[
\text{Algorithm 2: A Stable Stochastic Approximation algorithm} \\
\]

\[
\text{Input: } A \text{ positive sequence } \gamma = \{\gamma_n, n \in \mathbb{N}\} \text{ and a } (x, \theta) \in X \times \Theta; \\
\text{Output: } \text{The sequence } \{(X_n, \theta_n, I_n), n \in \mathbb{N}\} \\
1 \text{ Initialization: } (X_0, \theta_0, I_0) = (x, \theta, 0); \\
2 \text{ } n = 0; \quad /* n: \text{ number of iterations } */ \\
3 \text{ } \zeta_0 = 0; \quad /* \zeta: \text{ number of iterations in the current active set } */ \\
4 \text{ repeat} \\
5 \quad \text{if } \zeta_n = 0 \text{ then} \\
6 \quad \quad X_{n+1/2} = x, \theta_{n+1/2} = \theta; \\
7 \quad \text{else} \\
8 \quad \quad X_{n+1/2} = X_n, \theta_{n+1/2} = \theta_n; \\
9 \quad \text{end} \\
10 \text{ Draw } X_{n+1} \sim P_{\theta_{n+1/2}}(X_{n+1/2}, \cdot); \\
11 \text{ } \theta_{n+1} = \theta_{n+1/2} + \gamma_{n+1} \pi_{\theta_{n+1/2}}(X_{n+1}); \\
12 \text{ if } \theta_{n+1} \in K_{I_n} \text{ then} \\
13 \quad I_{n+1} = I_n, \zeta_{n+1} = \zeta_n + 1 \\
14 \text{ else} \\
15 \quad I_{n+1} = I_n + 1, \zeta_{n+1} = 0 \\
16 \text{ end} \\
17 \text{ } n \leftarrow n + 1 \\
18 \text{ until convergence of the sequence } \{\theta_n, n \in \mathbb{N}\};
\]

Consider the following assumptions:

**H1** The function \((x, \theta) \mapsto H_\theta(x)\) from \(X \times \Theta\) to \(\mathbb{R}^d\) is measurable. There exists a measurable function \(W : X \rightarrow [1, \infty)\) such that for any compact set \(K \subseteq \Theta\), \(\sup_{\theta \in K} |H_\theta| W < \infty\) where \(|f| W \stackrel{\text{def}}{=} \sup_X |f| W\).

**H2**

(a) For any \(\theta\) in \(\Theta\), the kernel \(P_\theta\) has a unique invariant distribution \(\pi_\theta\).

(b) For any compact \(K \subseteq \Theta\), there exist constants \(C > 0\) and \(\lambda \in (0, 1)\) such that for any \(x \in X, t \geq 0, \sup_{\theta \in K} ||P_\theta(x, -) - \pi_\theta|| W \leq CTW(x)\) and \(\sup_{\theta \in K} \pi_\theta(W) < \infty\), where \(||\mu|| W \stackrel{\text{def}}{=} \sup_{\{f, |f| W \leq 1\}} |\mu(f)|\).

(c) There exists \(p > 1\) and for any compact set \(K \subseteq \Theta\), there exist constants \(\rho \in (0, 1)\) and \(b < \infty\) such that \(\sup_{\theta \in K} P_\theta W^p(x) \leq \rho W^p(x) + b\).

When \(P_\theta = P\) for any \(\theta\), sufficient conditions for H2-(b) are given in [29, Chapters...
10 and 15]: they are mainly implied by the drift condition H2-(c) assuming the level sets \( \{W \leq M\} \) are petite \([16, \text{Lemma 2.3}]. \)

We also introduce an assumption on the smoothness-in-\( \theta \) of the transition kernels \( \{P_\theta, \theta \in \Theta\} \). Let \( \langle \cdot, \cdot \rangle \) denote the usual scalar product in \( \mathbb{R}^d \) and \( |\cdot| \) denote the associated norm. Denote

\[
D_W(\theta, \theta') \defeq \sup_{x \in X} \|P_\theta(x, \cdot) - P_{\theta'}(x, \cdot)\|_{W(x)}.
\]

\[ (2.2) \]

H3 There exists \( \nu \in (0, 1] \) such that for any compact \( \mathcal{K} \subset \Theta \),

\[
\sup_{\theta, \theta' \in \mathcal{K}} \frac{D_W(\theta, \theta')}{|\theta - \theta'|^\nu} < \infty.
\]

In \([3, \text{Section 6}] \) it is assumed that there exists \( \alpha \in (0, 1] \) such that for any compact set \( \mathcal{K}, \sup_{\theta_1, \theta_2 \in \mathcal{K}} |\theta_1 - \theta_2|^{-\alpha} |H_{\theta_1} - H_{\theta_2}|_W < \infty \). We consider here a weaker condition.

H4 Let \( \alpha \in (0, 1] \). For any compact set \( \mathcal{K} \subset \Theta \), there exists a constant \( C > 0 \) such that for all \( \delta > 0 \),

\[
\sup_{\theta \in \mathcal{K}} \int \pi_\theta(\text{d}x) \sup_{\theta' \in \mathcal{K}, |\theta' - \theta| \leq \delta} |H_{\theta'}(x) - H_\theta(x)| \leq C \delta^\alpha.
\]

Denote by \( h \) the mean field

\[
h(\theta) \defeq \int \pi_\theta(\text{d}x) \; H_\theta(x).
\]

\[ (2.3) \]

The following assumption is classical in stochastic approximation theory (see for example \([9, \text{Part II, Section 1.6}], \) or \([10, \text{Section 3.3}], \) \([26]\)).

H5 There exists a continuously differentiable function \( w : \Theta \to [0, \infty) \) such that

(a) For any \( M > 0 \), the level set \( \{\theta \in \Theta, w(\theta) \leq M\} \) is a compact set of \( \Theta \).

(b) The set \( \mathcal{L} \) of stationary points, defined by

\[
\mathcal{L} \defeq \{\theta \in \Theta, \langle \nabla w(\theta), h(\theta) \rangle = 0\},
\]

is compact.

(c) For any \( \theta \in \Theta \setminus \mathcal{L} \), \( \langle \nabla w(\theta), h(\theta) \rangle < 0 \).

Note that under H2, H3 and H4, \( h \) is Hölder-continuous on \( \Theta \) (see Lemma 4.9 below).

We finally provide conditions on the stepsize sequence \( \gamma = \{\gamma_n, n \in \mathbb{N}\} \).

H6 \( \gamma = \{\gamma_0/(n + 1)^\beta, n \in \mathbb{N}\} \) with \( \gamma_0 > 0 \) and

\[
\beta \in \left(\frac{1}{p} \lor \frac{1 + (\alpha \lor \nu)/p}{1 + (\alpha \lor \nu)}, 1\right],
\]

where \( \nu \) and \( \alpha \) are respectively defined in H3 and H4.

We denote by \( \mathbb{P}_{x, \theta, i} \) (resp. \( \mathbb{E}_{x, \theta, i} \)) the canonical probability (resp. the canonical expectation) associated to the process \( \{(X_n, \theta_n, I_n), n \in \mathbb{N}\} \) defined by Algorithm 2 when \( (X_0, \theta_0, I_0) = (x, \theta, i) \). The main results of this contribution is summarized in the following theorem which shows that

(i) the number of updates of the active set is finite almost surely;

(ii) the process converges to the set of stationary points.
Theorem 2.1 Let \( \mathcal{K}_n, n \in \mathbb{N} \) be a compact sequence satisfying (2.1) and \((x_*, \theta_*) \in X \times \mathcal{K}_0\). Assume H1 to H6. The sequence \( \{(X_n, \theta_n), n \in \mathbb{N} \} \) given by Algorithm 2 started from \((x_*, \theta_*)\) is stable:

\[
\mathbb{P}_{x_*, \theta_*, 0} \left( \bigcup_{i \geq 0} \bigcap_{k \geq 0} \{ \theta_k \in \mathcal{K}_i \} \right) = 1. \tag{2.5}
\]

If in addition, one of the following assumptions holds

(i) \( w(\mathcal{L}) \) has an empty interior,

(ii) \( \nabla w \) is locally Lipschitz on \( \Theta \), H2-(c) is satisfied with \( p \geq 2 \), and H6 is strengthened with the condition \( \beta > 1/2 \),

then the sequence \( \{ \theta_k, k \geq 0 \} \) converges to a connected component of \( \mathcal{L} \):

\[
\mathbb{P}_{x_*, \theta_*, 0} \left( \lim_{k \to \infty} d(\theta_k, \mathcal{L}) = 0, \lim_{k \to \infty} |\theta_{k+1} - \theta_k| = 0 \right) = 1, \tag{2.6}
\]

where \( d(x, A) \) denotes the distance from \( x \) to the set \( A \).

Proof. The proof is postponed to Section 4.

3. Examples. For any \( x \in \mathbb{R}^d \) and any \( r > 0 \), we define \( B(x, r) = \{ y \in \mathbb{R}^d : |y - x| \leq r \} \).

3.1. Quantile estimation. Let \( P \) be a Markov kernel on \( X \subseteq \mathbb{R}^d \) having a stationary distribution \( \pi \). Let \( \phi : X \to \mathbb{R} \) be a measurable function. We want to compute the quantile \( q \in (0, 1) \) under \( \pi \) of the random variable \( \phi(X) \). Quantile estimation has been considered in [14, Chapter 1]; more refined algorithms can also be found in [7, 15]. We consider the stochastic approximation procedure \( \theta_{n+1} = \theta_n + \gamma_n H_{\theta_n}(X_{n+1}) \) where

\[
H_{\theta}(x) \overset{\text{def}}{=} q - 1_{\{\phi(x) \leq \theta\}}, \tag{3.1}
\]

and \( \{X_k, k \geq 0 \} \) is a Markov chain with Markov kernel \( P \). In this example, the Markov kernel is kept fixed i.e. \( P_0 = P \) and \( \pi_0 = \pi \) for all \( \theta \in \mathbb{R} \).

Proposition 3.1 Assume that the push-forward measure of \( \pi \) by \( \phi \) has a density \( w \) w.r.t. the Lebesgue measure on \( \mathbb{R} \), bounded on \( \mathbb{R} \) and \( \int |\phi(y)| \pi(y) dy < \infty \). Assume also that H2 is satisfied with \( P_\theta = P \) and \( \pi_\theta = \pi \) for any \( \theta \). Then H1, H4 and H5 are satisfied with \( \alpha = 1 \) and \( w, \mathcal{L} \) given by

\[
w(\theta) = \frac{1}{2} \int |\theta - \phi(y)| \pi(y) dy + \left( \frac{1}{2} - q \right) \theta, \tag{3.2}
\]

\[
\mathcal{L} = \{ \theta \in \mathbb{R} : \mathbb{P}(\phi(y) \leq \theta) = q \}. \tag{3.3}
\]

Furthermore, \( w(\mathcal{L}) \) has an empty interior.

Proof. The proof is postponed to Section 5.1.

Therefore, by Theorem 2.1, Algorithm 2 applied with a sequence \( \{\gamma_n, n \geq 0 \} \) satisfying H6, provides a sequence \( \{\theta_n, n \geq 0 \} \) converging almost-surely to the quantile of order \( q \) of \( \phi(X) \) when \( X \sim \pi \).

3.2. Stochastic Approximation Cross-Entropy (SACE) algorithm. Let \( q \in (0, 1) \), \( X \subseteq \mathbb{R}^d \) and \( p \) be a density on \( X \) w.r.t. the Lebesgue measure. The goal is to find the \( q \)-th quantile \( \theta \) of \( \phi(X) \), i.e. \( \theta \) such that

\[
\int 1_{\{\phi(x) \geq \theta\}} p(x) dx = 1 - q.
\]
We are particularly interested in extreme quantiles, i.e. $q \approx 1$ for which plain Monte Carlo methods are not efficient. We consider an approach combining MCMC and the cross-entropy method (see e.g. [21, Chapter 13]). Let $\mathcal{P} = \{ g_\nu, \nu \in \mathcal{V} \subseteq \mathbb{R}^v \}$ be a parametric family of distributions w.r.t. the Lebesgue measure on $X \subseteq \mathbb{R}^d$. The importance sampling estimator amounts to compute, for a given value of $\theta$, 

$$n^{-1} \sum_{i=1}^{n} 1_{\{ \nu(Z_i) \geq \theta \}} w_\nu(Z_i),$$

where $\{Z_i, i \in \mathbb{N}\}$ is an i.i.d. sequence distributed under the instrumental distribution $g_\nu$ and $w_\nu(z) = p(z)/g_\nu(z)$ is the importance weight function. The choice of the parameter $\nu$ is of course critical to reduce the variance of the estimator. The optimal importance sampling distribution, also called the zero-variance importance distribution, is proportional to $1_{\{ \nu(z) \geq \theta \}} p(z)$. Note that the optimal sampling distribution is known up to a normalizing constant, which is the tail probability of interest.

The cross-entropy method amounts to choose the parameter $\nu$ by minimizing the Kullback-Leibler divergence of $g_\nu$ from the optimal importance distribution, or equivalently choose $\nu = \hat{\nu}$ with

$$\hat{\nu} = \arg\max_{\nu \in \mathcal{V}} \int \log g_\nu(y) 1_{\{ \nu(y) \geq \theta \}} p(y) dy. \quad (3.5)$$

This integral is not directly available but can be approximated by Markov Chain Monte Carlo,

$$\hat{\nu} = \arg\max_{\nu \in \mathcal{V}} \frac{1}{m} \sum_{i=1}^{m} \log g_\nu(Y_i) \quad (3.6)$$

where $\{Y_i, i \in \mathbb{N}\}$ is a Markov chain with transition kernel $Q_\theta$ where $Q_\theta$ has stationary density $p_\theta(z) \propto 1_{\{ \theta(z) \geq \theta \}} p(z)$.

In the sequel, it is assumed that $\mathcal{P}$ is a canonical exponential family, i.e. there exist measurable functions $S : X \rightarrow \mathbb{R}^v$, $A : \mathbb{R}^d \rightarrow \mathbb{R}^+$, $B : \mathbb{R}^v \rightarrow \mathbb{R}$ such that, for all $\nu \in \mathcal{V}$ and for all $x \in X$,

$$g_\nu(x) = A(x) \exp \left( B(\nu) + \langle \nu, S(x) \rangle \right).$$

In such a case, solving the optimization problem (3.6) amounts to estimate the sufficient statistics $S_m = m^{-1} \sum_{i=1}^{m} S(Y_i)$ and then to compute the maximum of $\nu \mapsto B(\nu) + \langle \nu, S_m \rangle$. We assume that for any $s \in \mathbb{R}^v$, the function $\nu \mapsto B(\nu) + \langle \nu, s \rangle$ admits a unique maximum on $\mathcal{V}$ denoted by $\hat{\nu}(s)$. When estimating the quantile, the value of $\theta$ is not known a priori, and the above process should be used several times for different values of $\theta$, which may be cumbersome.

In the Stochastic Approximation version of the Cross Entropy (SACE algorithm), we replace the Monte Carlo approximations (3.4) and (3.6) by stochastic approximations. Given a sequence of step-sizes $\{ \gamma_n, n \geq 0 \}$ and a family of MCMC kernels $\{ Q_\theta, \theta \in \mathbb{R} \}$ such that $Q_\theta$ admits $p(x) 1_{\{ \theta(x) \geq \theta \}}$ as unique invariant distribution, the SACE algorithm proceeds as follows:

This algorithm can be casted into the stochastic approximation form $\vartheta_{n+1} = \vartheta_n + \gamma_n H_{\vartheta_n}(X_{n+1})$, by setting

$$\vartheta_n = \begin{bmatrix} \theta_n \\ \sigma_n \end{bmatrix}, \quad X_n = \begin{bmatrix} Y_n \\ Z_n \end{bmatrix}, \quad H_{(\theta, \sigma)}(y, z) = \begin{bmatrix} q - 1_{\{ \theta(y) < \theta \}} p(z)/g_\nu(\sigma)(z) \\ S(y) - \sigma \end{bmatrix}.$$
Therefore, the mean field function $h$ this kernel possesses a unique invariant distribution with density $\{\}$.

It is assumed that the lengths $X$.

It is easily seen from Algorithm 3 that $\{X_n, n \in \mathbb{N}\}$ is a controlled Markov chain: the conditional distribution of $X_{n+1}$ given the past is $P_{\theta_n}(X_n, \cdot)$ where $P_{(\theta, \sigma)}((y, z), d(y', z')) = Q_\theta(y, dy') g_{\theta(\sigma)}(z')dz'$.

this kernel possesses a unique invariant distribution with density $\pi_{(\theta, \sigma)}(y, z) = p_\theta(y) g_{\theta(\sigma)}(z)$.

Therefore, the mean field function $h$ is given by (up to a transpose) $$(\theta, \sigma) \mapsto \left(\int 1_{\{\phi(z) \geq \theta\}} p(z)dz - q, \int S(y)p_\theta(y)dy - \sigma\right).$$

We establish that SACE satisfies H4 in the case $\mathcal{P}$ and $\pi$ satisfy the following assumptions

**E1**

1. There exists $\alpha \in (0, 1]$ and for any compact set $\mathcal{K}$ of $S(\mathcal{X})$, there exists a constant $C$ such that $|B(\hat{\nu}(\sigma)) - B(\tilde{\nu}(\sigma'))| + |\hat{\nu}(\sigma) - \tilde{\nu}(\sigma')| \leq C|\sigma - \sigma'|^\alpha$ for any $\sigma, \sigma' \in \mathcal{K}$.

2. The push-forward distribution of $p$ by $\phi$ possesses a bounded density w.r.t. the Lebesgue measure on $\mathbb{R}$. In addition, there exists $\delta > 0$ such that $\int (1 + |S(x)|) \exp(1 + \delta |S(x)|) p(x)dx < \infty$.

**Proposition 3.2** Assume E1. Then H4 holds with $\alpha$ given by E1.

Proof. The proof is postponed to Section 5.2.

Consider a bridge network: the network is composed with nodes and $d$ edges $\{e_1, \cdots, e_d\}$ with length $\{U_\ell, \ell \leq d\}$. Fix two nodes $N_1, N_2$ in the graph; we are interested in the length of the shortest path from $N_1$ to $N_2$ defined by $\phi(U_1, \cdots, U_d) = \min_\mathcal{C} \sum_{\ell \text{ s.t. } e_\ell \in \mathcal{C}} a_\ell U_\ell$

where $\mathcal{C}$ denotes a path from $N_1$ to $N_2$ ($\mathcal{C}$ is a set of edges) and $a_\ell > 0$ (see Figure 1).

It is assumed that the lengths $\{U_\ell, \ell \leq d\}$ are i.i.d. and uniformly distributed on $[0, 1]$. 

\begin{algorithm}
\textbf{Input} : Initial values: $x \in X$, $\nu_0 \in \mathcal{V}$, $\sigma_0 \in S(X)$
\textbf{Output} : The sequence $\{\theta_n, n \in \mathbb{N}\}$
\begin{algorithmic}[1]
\STATE $n = 0$ ; /* $n$: number of iterations */
\STATE $\nu_0 = \hat{\nu}(\sigma_0)$ ;
\STATE $X_0 = x$ ;
\REPEAT
\STATE Conditionally to the past, draw independently $Y_{n+1} \sim Q_{\theta_n}(Y_n, \cdot)$ and $Z_{n+1} \sim g_{\nu_n}$ ;
\STATE $\theta_{n+1} = \theta_n + \gamma_{n+1} (q - 1) \frac{1_{\{\phi(Z_{n+1}) < \theta_n\}} p(Z_{n+1})/g_{\nu_n}(Z_{n+1})}{\nu_{n+1}}$ ;
\STATE $\sigma_{n+1} = (1 - \gamma_{n+1}) \sigma_n + \gamma_{n+1} S(Y_{n+1})$ ;
\STATE $\nu_{n+1} = \hat{\nu}(\sigma_{n+1})$ ;
\STATE $n \leftarrow n + 1$
\UNTIL convergence of $\{\theta_n, n \in \mathbb{N}\}$.
\end{algorithmic}
\end{algorithm}
We are interested in computing a threshold \( \theta_* \) such that the probability \( \phi(U_1, \ldots, U_d) \) exceeds \( \theta_* \) is \( 1 - q \) in the case \( q \) is close to one. In this example,

\[
X = [0, 1]^d, \quad p(u_1, \ldots, u_d) = \prod_{\ell=1}^d 1_{[0,1]}(u_\ell).
\]

The importance sampling distribution \( g_\nu \) is a product of Beta(\( \nu_\ell, 1 \)) distributions:

\[
V = (\mathbb{R}^+ \setminus \{0\})^d, \quad g_\nu(u_1, \ldots, u_d) = \prod_{\ell=1}^d \nu_\ell^{u_\ell} 1_{[0,1]}(u_\ell).
\]

\( g_\nu \) is from a canonical exponential family with \( S(u_1, \ldots, u_d) = (\ln u_1)_{1 \leq \ell \leq d} \) and \( B(\nu_1, \ldots, \nu_d) = \sum_{\ell=1}^d \ln(\nu_\ell) \). Furthermore, for any \( 1 \leq \ell \leq d \), \( (\hat{\nu}(s_1, \ldots, s_d))_\ell = (-s_\ell)^{-1} \).

In this example, \( \Theta = \mathbb{R} \times \prod_{\ell=1}^d (-\infty, 0) \). The assumptions E1 are easily verified with \( \alpha = 1 \) (details are omitted). For the MCMC samplers \( \{Q_\theta, \theta \in \mathbb{R}\} \), we use a Gibbs sampler: note that for any \( \ell \in \{1, \ldots, d\} \) and any \( \{u_j, j \neq \ell\} \), \( u_\ell \mapsto \phi(u_1, \ldots, u_d) \) is increasing. Hence, the conditional distribution of the \( \ell \)-th variable conditionally to the others when the joint distribution is proportional to \( p(x)1_{\{\phi(x) \geq \theta\}} \) is a uniform distribution on \( [\theta - \phi(u^*) + 1, +1] \) where \( u^* = (u_1, \ldots, u_{\ell-1}, 0, u_{\ell+1}, \ldots, u_d) \).

We illustrate the convergence of SACE for the bridge network displayed on Figure 1 in the case \( [a_1, \ldots, a_d] = [1, 2, 3, 1, 2] \). On Figure 2[left], we show a path of \( \{\theta_n, n \geq 0\} \) for different runs of the algorithm corresponding to the different quantiles \( q \). On Figure 2[right], we show the path of the \( d \) components of \( \hat{\nu}(\sigma_n) \) in the case \( q = 0.001 \). Not surprisingly, the largest values of the parameters \( \hat{\nu}(\sigma_n)_\ell \) at convergence are reached with \( \ell = 1, 4 \); they correspond to the shortest range of path length \( (a_1 = a_4 = 1) \).

**3.3. Median in multi-dimensional spaces.** In a multivariate setting different extensions of the median have been proposed in the literature (see for instance [11] and [12] and the references therein). We focus here on the spatial median, also named geometric median which is probably the most frequently used. The median \( \theta \) of a random vector \( X \) taking values in \( \mathbb{R}^d \) with \( d \geq 2 \) is

\[
\theta = \arg \min_{m \in \mathbb{R}^d} \mathbb{E}[|X - m|]
\]

The median \( \theta \) is uniquely defined unless the support of the distribution of \( X \) is concentrated on a one dimensional subspace of \( \mathbb{R}^d \). Note also that it is translation invariant.
Following [11], we consider the stochastic approximation procedure with

\[ H_\theta(x) \stackrel{\text{def}}{=} \frac{x - \theta}{|x - \theta|} 1_{\{x \neq \theta\}}, \]  

and the following assumptions

**E2** the condition H2 is satisfied with \( \pi_\theta = \pi \) for any \( \theta \). The density \( \pi \) is bounded on \( \mathbb{R}^d \) and \( \int |x| \pi(x)dx < \infty \).

**Proposition 3.3** Assume E2. Let \( \theta_* \) be the unique solution of \( \int H_\theta(x)\pi(x)dx = 0 \). Then H1, H4 and H5 are satisfied with \( w \) and \( \mathcal{L} \) given by

\[ w(\theta) = \int |x - \theta| \pi(x)dx, \quad \mathcal{L} = \{\theta_*\}, \]

and with \( \alpha = d/(1 + d) \).

**Proof.** The proof is postponed to Section 5.3. \( \square \)

Here again, \( w(\mathcal{L}) \) has an empty interior; and Theorem 2.1 provides sufficient conditions on the kernels \( \{P_\theta, \theta \in \Theta\} \) and on the sequence \( \{\gamma_n, n \geq 0\} \) implying that \( \{\theta_n, n \geq 0\} \) converges almost-surely to \( \theta_* \).

### 3.4. Vector quantization.

Vector quantization consists of approximating a random vector \( X \) in \( \mathbb{R}^d \) by a random vector taking at most \( N \) values in \( \mathbb{R}^d \). In this section, we assume that

**E3** the distribution of \( X \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^d \) with density \( \pi (x) \) having a bounded support: \( \pi(x) = 0 \) for any \( |x| > \Delta \) for some \( \Delta > 0 \).

Vector quantization plays a crucial role in source coding [38], numerical integration [31, 33] and nonlinear filtering [32, 34]. Several stochastic approximations procedure have been proposed to approximate the optimal quantizer; see [20, 8]. For \( \theta = (\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(N)}) \in (\mathbb{R}^d)^N \), and for any \( 1 \leq i \leq N \), define the Voronoi cells associated to the dictionary \( \theta \) by

\[ C^{(i)}(\theta) \stackrel{\text{def}}{=} \left\{ u \in \mathbb{R}^d, \left| u - \theta^{(i)} \right| = \min_{1 \leq j \leq N} \left| u - \theta^{(j)} \right| \right\}. \]
These cells allow to approximate a random vector $X$ by $\theta^{(i)}$ in the cell $C^{(i)}(\theta)$. Denote by $\bar{w}$ the mean squared quantization error (or distortion) given by

$$\bar{w}(\theta) \overset{\text{def}}{=} \sum_{i=1}^{N} \mathbb{E}_{\pi} \left[ \left| X - \theta^{(i)} \right|^2 1_{\{C^{(i)}(\theta)\}}(X) \right].$$

The Kohonen algorithm (with 0 neighbors) is a stochastic approximation algorithm with field $H : (\mathbb{R}^d)^N \times \mathbb{R}^d \to (\mathbb{R}^d)^N$ given by

$$\tilde{H}_\theta(u) \overset{\text{def}}{=} -2 \left( (\theta^{(i)} - u) 1_{\{C^{(i)}(\theta)\}}(u) \right)_{1 \leq i \leq N}.$$

The convergence of the Kohonen algorithm has been established in dimension $d = 1$ for i.i.d. observations $\{X_n, n \in \mathbb{N}\}$ [31]. The case $d \geq 2$ is still an open question: one of the main difficulty arises from the non-coercivity of the distortion $\bar{w}$ and the non-smoothness property of the field $H_\theta(x)$. The goal here is to go a step further in the study of the multidimensional case, including a generalization to the case the observations $\{X_k, k \geq 1\}$ are Markovian (see e.g. [33, 34]):

**E4** $\{P_\theta, \theta \in \Theta\}$ is a family of kernels satisfying H2 for some $p \geq 2$, H3 and such that $\pi_\theta = \pi$ for any $\theta \in \Theta$.

We define

$$\Theta = \left\{ \theta = (\theta^{(1)}, \ldots, \theta^{(N)}) \in (\mathbb{R}^d)^N \cap (\mathcal{B}(0, \Delta))^N, \theta^{(i)} \neq \theta^{(j)} \text{ for all } i \neq j \right\},$$

and run Algorithm 2 with $H_\theta \in \mathbb{R}^{dN}$ defined by

$$H_\theta(x) = \tilde{H}_\theta(x) - \lambda \left( \sum_{j \neq i} \frac{\theta^{(i)} - \theta^{(j)}}{|\theta^{(i)} - \theta^{(j)}|^q} \right)_{1 \leq i \leq N}$$

for some $\lambda > 0$ with the sequence of compact sets $\mathcal{K}_\pi = \{ \theta \in \Theta : \min_{i \neq j} |\theta^{(i)} - \theta^{(j)}| \geq 1/q \}$. Set

$$w(\theta) = \bar{w}(\theta) + \frac{\lambda}{4} \sum_{i \neq j} \left( \theta^{(i)} - \theta^{(j)} \right)^{-2}.$$

Under E3, from [31, Proposition 9 and Lemma 29], $w$ is continuously differentiable on $\Theta$ and $\nabla w(\theta) = -\int H_\theta(x) \pi(x) \, dx$. Furthermore, for any compact set $\mathcal{K}_\pi$, there exists a constant $C$ such that for any $\theta \in \mathcal{K}_\pi$, $\bar{f} \in \mathcal{K}_\pi$, $|\nabla w(\bar{f}) - \nabla w(\theta)| \leq C |\theta - \bar{f}|$.

Hence, $\nabla w$ is locally Lipschitz on $\Theta$.

**Lemma 3.4** Assume E3 and E4. Then $H_1$, $H_4$ and $H_5$ are satisfied with $w$ defined by (3.9) and $\mathcal{L} \overset{\text{def}}{=} \{ \theta \in \Theta : \nabla w(\theta) = 0 \}$.

**Proof.** The proof is postponed in Section 5.4. □

Theorem 2.1 shows that under E3, E4, the penalized 0-neighbors Kohonen algorithm converges a.s. to a connected component of $\mathcal{L}$.

**4. Proofs.** In Section 4.1, we start with preliminary results on the stability and the convergence of stochastic approximation schemes. We provide a new set of sufficient conditions for the convergence of stable SA algorithms (see Proposition 4.6). In Section 4.2, some properties of the Poisson equations associated to the transition kernels $\{P_\theta, \theta \in \Theta\}$ are discussed. In Section 4.3, we first state a control of the perturbations $H_{\theta_n}(X_{n+1}) - h(\theta_n)$ (see Proposition 4.11) which is the key ingredient for the proof of Theorem 2.1; we then conclude Section 4.3 by giving the proof of Theorem 2.1. The proof of Proposition 4.11 is given in Section 4.4.

Let \( \vartheta_n, n \geq 0 \) be defined, for all \( \vartheta_0 \in \Theta \) and \( n \geq 1 \) by:
\[
\vartheta_n = \vartheta_{n-1} + \rho_n h(\vartheta_{n-1}) + \rho_n \xi_n,
\]
where \( \{\rho_n, n \in \mathbb{N}\} \) is a sequence of positive numbers and \( \{\xi_n, n \in \mathbb{N}\} \) is a sequence of \( \mathbb{R}^d \)-vectors. For any \( L \geq 0 \), the sequence \( \{\vartheta_{L,k}, k \geq 0\} \) is defined by \( \vartheta_{L,0} = \vartheta_L \), and for \( k \geq 1 \),
\[
\vartheta_{L,k} = \vartheta_{L,k-1} + \rho_{L+k} h(\vartheta_{L,k-1}).
\]

Lemma 4.1 Assume \( H_5 \). Let \( M_0 \) be such that \( \{\vartheta_0\} \cup \mathcal{L} \subset \{\vartheta : w(\vartheta) \leq M_0\} \). There exist \( \delta_* > 0 \) and \( \lambda_* > 0 \) such that for any non-increasing sequence \( \{\rho_n, n \in \mathbb{N}\} \) of positive numbers and any \( \mathbb{R}^d \)-valued sequence \( \{\xi_n, n \in \mathbb{N}\} \)
\[
\left( \rho_0 \leq \lambda_* \text{ and } \sup_{j \geq 1} \left| \sum_{j=1}^{k} \rho_j \xi_j \right| \leq \delta_* \right) \implies \left( \sup_{k \geq 1} w(\vartheta_k) \leq M_0 + 1 \right).
\]

Proof. See [3, Theorem 2.2]. \( \square \)

Lemma 4.2 Let \( g : \Theta \to \mathbb{R} \) be a continuous function. For any compact set \( K \subset \Theta \) and \( \delta > 0 \), there exists \( \eta > 0 \) such that for all \( \vartheta \in K \) and \( \vartheta' \in \Theta \) satisfying \( |\vartheta - \vartheta'| \leq \eta \), \( |g(\vartheta) - g(\vartheta')| \leq \delta \).

Lemma 4.3 Assume \( H_5-(c) \) and \( h \) is continuous. For any compact set \( K \) of \( \Theta \) such that \( K \cap \mathcal{L} = \emptyset \) and any \( \delta \in (0, \inf_{K} |\langle \nabla w, h \rangle|) \), there exist \( \lambda > 0, \beta > 0 \) such that for all \( \vartheta \in K, \rho \leq \lambda \) and \( |\xi| \leq \beta \), \( w(\vartheta + \rho h(\vartheta) + \rho \xi) \leq w(\vartheta) - \rho \delta \).

Proof. See [3, Lemma 2.1(i)]. \( \square \)

Lemma 4.4 Assume \( H_5 \), \( h \) is continuous, \( \lim_n \rho_n = 0, \lim_k \sum_{j=1}^{k} \rho_j \xi_j \) exists and there exists \( M > 0 \) such that for any \( n \geq 0, \vartheta_n \in K \) def \( \{\vartheta \in \Theta : w(\vartheta) \leq M\} \). Then
(i) for any \( L \geq 0 \) and \( k \geq 0 \), \( \vartheta_{L+k+1} - \vartheta_{L,k+1} = \sum_{j=L}^{L+k} \rho_j \xi_{j+1} \).
(ii) \( \lim_{n \to \infty} \sup_{n} |\vartheta_{n+1} - \vartheta_n| = 0 \).
(iii) for any \( M > L \), there exists \( \tilde{L} \) such that for any \( L \geq \tilde{L} \), \( \{\vartheta_{L,k}, k \geq 0\} \subset \tilde{K} \) def \( \{\vartheta \in \Theta : w(\vartheta) \leq \tilde{M}\} \).
(iv) \( \lim_{L \to \infty} \sup_{l \geq 0} \|w(\vartheta_{L,l}) - w(\vartheta_{L+1,l})\| = 0 \).
Proof.
(i) (4.2) implies that \( \vartheta_{L,k+1} - \vartheta_{L,k+1} = \vartheta_{L,k} - \vartheta_{L+k} - \rho_{L+k} \xi_{L+k+1} \) from which the proof follows.
(ii) Under \( H_5-(a) \) and the continuity of \( h \) on \( \Theta, \sup_{K} |h| < +\infty \). Since \( \vartheta_n \in K \) for any \( k \), we get \( |\vartheta_{L,k+1} - \vartheta_{L,k}| \leq \rho_{L+k} \sup_{K} |h| \). Let \( \epsilon > 0 \). Under the stated assumptions, we may choose \( K_\epsilon \) such that for any \( k \geq K_\epsilon \) and \( L \geq 0 \), \( |\vartheta_{L,k} - \vartheta_{L-k}| \leq \epsilon \) and \( L_\epsilon \) such that for any \( L \geq L_\epsilon \), \( |\sum_{j=L-k}^{L+k} \rho_{j+1} \xi_{j+k+1} | \leq \epsilon \). By (i), for any
\[
|\vartheta_{L+k+1} - \vartheta_{L,k+1}| \leq |\vartheta_{L,k+1} - \vartheta_{L,k}| + |\vartheta_{L,k+1} - \vartheta_{L,k+1}| + |\vartheta_{L,k} - \vartheta_{L+k}| \leq 3\epsilon.
\]
(iii) \( \tilde{K} \) is compact by \( H_5-(a) \). By Lemma 4.2, there exists \( \eta > 0 \) such that for all \( \vartheta \in K, \vartheta' \in \Theta \) satisfying \( |\vartheta - \vartheta'| \leq \eta \), \( |w(\vartheta) - w(\vartheta')| \leq \tilde{M} - M \). There exists \( \tilde{L} \) such that for any \( L \geq \tilde{L}, \sup_{l \geq 0} |\sum_{j=L}^{L+k} \rho_{j+1} \xi_{j+1} \| \leq \eta \). By (i), \( \sup_{L \geq \tilde{L}} \sup_{k \geq 0} |\vartheta_{L,k} - \vartheta_{L+k}| \leq \eta \). Since \( \vartheta_j \in K \) for any \( j \geq 0 \), this implies that for any \( L \geq \tilde{L} \) and \( k \geq 0 \), \( w(\vartheta_{L,k}) \leq M \) and \( \vartheta_{L,k} \in \tilde{K} \).
(iv) The proof is on the same lines as the proof of (iii).

\[ \text{Lemma 4.5} \]
Let \( \{v_n, n \geq 0\} \) and \( \{\chi_n, n \geq 0\} \) be non-negative sequences and \( \{\eta_n, n \geq 0\} \) be a sequence such that \( \sum_n \eta_n \) exists. If for any \( n \geq 0 \), \( v_{n+1} \leq v_n - \chi_n + \eta_n \) then \( \sum_n \chi_n < \infty \) and \( \lim_n v_n \) exists.

Proof. Set \( w_n = v_n + \sum_{k \geq n} \eta_k + M \) with \( M \overset{\text{def}}{=} -\inf_n \sum_{k \geq n} \eta_k \) so that \( \inf_n w_n \geq 0 \). Then
\[
0 \leq w_{n+1} \leq v_n - \chi_n + \eta_n + \sum_{k \geq n+1} \eta_k + M \leq w_n - \chi_n.
\]
Hence, the sequence \( \{w_n, n \geq 0\} \) is non-negative and non-increasing; therefore it converges. Furthermore, \( 0 \leq \sum_{k=0}^{\infty} \chi_k \leq w_0 \) so that \( \sum_n \chi_n < \infty \). Therefore, the convergence of \( \{w_n, n \geq 0\} \) also implies the convergence of \( \{v_n, n \geq 0\} \). This concludes the proof.

\[ \text{Proposition 4.6} \]
Assume \( H5 \). Let \( \{\rho_n, n \in \mathbb{N}\} \) be a non-increasing sequence of positive numbers and \( \{\xi_n, n \in \mathbb{N}\} \) be a sequence of \( \mathbb{R}^d \)-vectors. Assume

\( (C-i) \) \( h : \Theta \to \mathbb{R}^d \) is continuous.

\( (C-ii) \) \( \{\theta_k, k \in \mathbb{N}\} \subset K \overset{\text{def}}{=} \{\theta \in \Theta : w(\theta) \leq M\} \).

\( (C-iii) \) \( \sum_k \rho_k = +\infty \) and \( \lim_k \rho_k = 0 \).

\( (C-iv) \) \( \lim_{k \to \infty} \sum_{j=1}^{k} \xi_j \) exists.

\( (C-v) \) one of the following conditions

\( (A) \) \( w(L) \) has an empty interior

\( (B) \) \( \nabla w \) is locally Lipschitz on \( \Theta \), and the series \( \sum \rho_j \langle \nabla w(\theta) , \xi_j \rangle \) and

\[ \sum \rho_j^2 |\xi_j|^2 \]

converge.

Then \( \{\vartheta_n, n \geq 0\} \) converges to a connected component of \( L \).

Proof. Assume first that \( \lim_{n \to \infty} w(\vartheta_n) \) exists.

\[ \text{Step 1.} \]
For \( \alpha > 0 \), let \( L_\alpha \overset{\text{def}}{=} \{\theta \in \Theta : d(\theta, L) < \alpha\} \) be the \( \alpha \)-neighborhood of \( L \). Let \( \epsilon > 0 \). We prove that there exist \( L_\epsilon \) and \( \delta_1 > 0 \) such that for any \( L \geq L_\epsilon \),

\[ \sup_{k \geq 0} |\vartheta_{L,k} - \vartheta_{L+k}| \leq \epsilon \]
and \( \sup_{k \geq 0} |w(\vartheta_{L,k}) - w(\vartheta_{L+k})| \leq \epsilon \).

\[ \text{for any } k \geq 0, \text{ it holds: } \vartheta_{L,k} \notin L_\alpha \implies w(\vartheta_{L,k+1}) - w(\vartheta_{L,k}) \leq -\rho_{L+k+1} \delta_1. \]

\[ \text{the sequence } \{\vartheta_{L,k}, k \geq 0\} \text{ is infinitely often in } L_\alpha. \]

Let \( \widetilde{M} > M \) and set \( \widetilde{K} \overset{\text{def}}{=} \{\theta \in \Theta : w(\theta) \leq \widetilde{M}\} \). Note that by \( H5-(a) \), \( \widetilde{K} \subset \Theta \) is compact and since \( L_\alpha \) is open, \( \widetilde{K} \overset{\text{def}}{=} \widetilde{K} \setminus L_\alpha \) is compact and \( \widetilde{K} \cap L = \emptyset \). By Lemma 4.3, there exist \( \delta_1 > 0, \lambda_1 > 0, \beta_1 > 0 \) such that
\[
(\vartheta \in \widetilde{K}^\alpha, \rho \leq \lambda_1, |\xi| \leq \beta_1) \implies w(\vartheta + \rho h(\vartheta) + \rho \xi) \leq w(\vartheta) - \rho \delta_1. \quad (4.3)
\]
By Lemma 4.2, there exists \( \delta_2 \in (0, \epsilon) \) such that
\[
(\vartheta \in K, \vartheta' \in \Theta, |\vartheta - \vartheta'| \leq \delta_2) \implies (|h(\vartheta) - h(\vartheta')| \leq \beta_1, |w(\vartheta) - w(\vartheta')| \leq \epsilon). \quad (4.4)
\]
By Lemma 4.4-(iii), (C-iii) and (C-iv), there exists \( \bar{L} \) such that for any \( L \geq \bar{L} \), \( \{\vartheta_{L,k}, k \geq 0\} \subset \widetilde{K} \) and
\[
\sup_{k \geq 0} \rho_{L+k} \leq \lambda_1, \quad \sup_{l \geq 1} \left| \sum_{j=L}^{L+1} \rho_{j+1} \xi_{j+1} 1_{\theta_j \in K} \right| \leq \delta_2. \quad (4.5)
\]
(a) follows from Lemma 4.4-(i) and (4.5).

(b) Let \( L \geq \bar{L}, k \geq 0 \) and \( \tilde{\vartheta}_{L,k} \notin \mathcal{L}_{\alpha} \). The proof follows from (4.3) and

\[
\tilde{\vartheta}_{L,k+1} = \tilde{\vartheta}_{L,k} + \rho_{L,k+1} h \left( \tilde{\vartheta}_{L,k} \right) + \rho_{L,k+1} \left( h \left( \vartheta_{L,k} \right) - h \left( \tilde{\vartheta}_{L,k} \right) \right),
\]

using (4.4) and (4.5).

(c) The proof is by contradiction. Let \( L \geq \bar{L}, k \geq 0 \) and assume that for any \( j \geq 0, \tilde{\vartheta}_{L,k+j} \in \bar{K}^\alpha \). By (b), for any \( j,k \geq 0, w \left( \tilde{\vartheta}_{L,k+j+1} \right) \leq w(\tilde{\vartheta}_{L,k+j}) - \rho_{L,k+j+1} \delta_1 \)

which implies under (C-ii) that \( \lim_{j \to \infty} w(\tilde{\vartheta}_{L,k+j}) = -\infty \). Since \( w \) is continuous and nonnegative and \( \mathcal{K} \) compact, \( \inf_{\mathcal{K}} w \geq 0 \). This is a contradiction.

\textbf{Step 2.} Let \( \alpha > 0 \) and \( \epsilon > 0 \). By Step 1 and Lemma 4.4-(iv), there exists \( L_\epsilon \) such that for any \( L \geq L_\epsilon \) and \( k \geq 0 \), \( \sigma_{L,k} \) defined by \( \inf \{ j \geq 0, \tilde{\vartheta}_{L,k+j} \in \mathcal{L}_{\alpha} \} \) is finite, \( \sup_{k \geq 0} \left| \tilde{\vartheta}_{L,k} - \vartheta_{L,k} \right| \leq \epsilon \), \( \sup_{k \geq 0} \left| w(\tilde{\vartheta}_{L,k}) - w(\vartheta_{L,k}) \right| \leq \epsilon \) and

\[
\delta_1 \sum_{\ell=1}^{\sigma_{L,k}} \rho_{L+\epsilon+\ell} \leq w(\tilde{\vartheta}_{L,k}) - w(\tilde{\vartheta}_{L,k+\sigma_{L,k}}).
\]

Hence, for any \( k \geq 0 \), using \( \left| \tilde{\vartheta}_{L,k} - \tilde{\vartheta}_{L,k-1} \right| \leq \rho_{L+k} \sup_{\mathcal{K}} |h| \),

\[
d \left( \vartheta_{L,k}, \mathcal{L}_{\alpha} \right) \leq \left| \vartheta_{L+1} - \tilde{\vartheta}_{L+1,k+\sigma_{L,k}} \right| \leq \left| \vartheta_{L+1} - \tilde{\vartheta}_{L+1,k} \right| + \left| \tilde{\vartheta}_{L+1,k} - \tilde{\vartheta}_{L+1,k+\sigma_{L,k}} \right|
\]

\[
\leq \epsilon + \sum_{\ell=1}^{\sigma_{L,k}} \left| \tilde{\vartheta}_{L+1,k+\ell} - \tilde{\vartheta}_{L+1,k+\ell-1} \right| \leq \epsilon + \sum_{\ell=1}^{\sigma_{L,k}} \rho_{L+k+\ell}
\]

\[
\leq \epsilon + \delta_1^{-1} \sup_{\mathcal{K}} |h| \sup_{\ell \geq 0} \left| w(\tilde{\vartheta}_{L,k}) - w(\tilde{\vartheta}_{L,k+\ell}) \right|,
\]

\[
\leq \epsilon + 2\delta_1^{-1} \sup_{\mathcal{K}} |h| + \delta_1^{-1} \sup_{\mathcal{K}} |h| \sup_{\ell \geq 0} \left| w(\vartheta_{L,k}) - w(\vartheta_{L,k+\ell}) \right|.
\]

This proves that \( \lim_n d(\vartheta_n, \mathcal{L}) = 0 \) since \( \lim_n w(\vartheta_n) \) exists. Finally, since by Lemma 4.4-(ii), \( \lim_n |\vartheta_n - \vartheta_{n-1}| = 0 \), the sequence \( \{ \vartheta_n, n \geq 0 \} \) converges to a connected component of \( \mathcal{L} \).

\textbf{Step 3.} We now prove that \( \lim_n w(\vartheta_n) \) exists. Under (C-v)-(A), the proof follows from [3, Theorem 2.3]. We prove that this limit exists under (C-v)-(B).

By H5-(a), (C-ii) and Lemma 4.4-(ii), there exist \( N \) and a compact set \( \bar{K} \) of \( \Theta \) such that \( \mathcal{K} \subseteq \bar{K} \) and for any \( n \geq N \) and \( t \in [0,1], \vartheta_n + t(\vartheta_{n+1} - \vartheta_n) \in \bar{K} \). By (C-v)-(B), there exists a constant \( C \) such that for \( \vartheta, \vartheta' \in \bar{K}, |\nabla w(\vartheta) - \nabla w(\vartheta')| \leq C |\vartheta - \vartheta'| \)

showing that, for \( n \geq N \),

\[
w(\vartheta_{n+1}) \leq w(\vartheta_n) + \langle \nabla w(\vartheta_n), \vartheta_{n+1} - \vartheta_n \rangle + C/2 |\vartheta_{n+1} - \vartheta_n|^2.
\]

Using (4.1), we obtain

\[
\langle \nabla w(\vartheta_n), \vartheta_{n+1} - \vartheta_n \rangle = \rho_{n+1} \langle \nabla w(\vartheta_n), h(\vartheta_n) \rangle + \rho_{n+1} \langle \nabla w(\vartheta_n), \xi_{n+1} \rangle
\]

\[
|\vartheta_{n+1} - \vartheta_n|^2 \leq 2\rho_{n+1}^2 \left\{ \left( \sup_{\mathcal{K}} |h| \right)^2 + |\xi_{n+1}|^2 \right\}.
\]
This yields for any \( n \geq N \),
\[
    w(\vartheta_{n+1}) \leq w(\vartheta_n) - \rho_{n+1} |(\nabla w(\vartheta_n), h(\vartheta_n))| + \rho_{n+1} \langle \nabla w(\vartheta_n), \xi_{n+1} \rangle \\
        + C \rho_{n+1}^2 \left( \left( \sup_K |h| \right)^2 + |\xi_{n+1}|^2 \right).
\]

Lemma 4.5 concludes the proof. \( \square \)

4.2. Regularity in \( \theta \) of the solution to the Poisson equation. Under the assumptions H1 and H2, for any \( \theta \in \Theta \), there exists a function \( g \) solving the Poisson equation
\[
    g \mapsto H_\theta - \pi_\theta H_\theta = g - P_\theta g. \tag{4.6}
\]
This solution, denoted by \( g_\theta \), is unique up to an additive constant and given by \( g_\theta(x) = \sum_{n \geq 0} \{ P_\theta^n H_\theta(x) - \pi_\theta H_\theta \} \). Finally, for any compact set \( K \) of \( \Theta \),
\[
    \sup_{\theta \in K} |g_\theta|_W \leq \sup_{\theta \in K} |H_\theta|_W \sum_{n \geq 0} \sup_{x \in X} \sup_{\theta \in K} \| P_\theta^n(x, \cdot) - \pi_\theta \|_W/W(x) < \infty. \tag{4.7}
\]

**Lemma 4.7** Assume H2-\( (b) \). For any compact set \( K \subset \Theta \), there exists a constant \( C \) such that for any \( \theta, \theta' \in K \)
\[
    \sup_{n \geq 0} \sup_{x \in X} \| P_\theta^n(x, \cdot) - P_{\theta'}^n(x, \cdot) \|_W/W(x) \leq CD_W(\theta, \theta'),
\]
where \( D_W \) is defined by (2.2).

*Proof.* For any measurable function \( f \) such that \( |f|_W \leq 1 \), it holds
\[
    P_\theta^j f(x) - P_{\theta'}^j f(x) = \sum_{j=0}^{n-1} P_{\theta'}^j (P_\theta - P_{\theta'}) \left( P_\theta^{n-j-1} f(x) - \pi_\theta(f) \right).
\]
For any \( 0 \leq j \leq n-1 \),
\[
    \left| P_{\theta'}^j (P_\theta - P_{\theta'}) \left( P_\theta^{n-j-1} f(x) - \pi_\theta(f) \right) \right|_W \leq P_{\theta'}^j W(x) \left| (P_\theta - P_{\theta'}) \left( P_\theta^{n-j-1} f(x) - \pi_\theta(f) \right) \right|_W \leq D_W(\theta, \theta') \left| P_{\theta'}^j W(x) \right|_W \left| P_\theta^{n-j-1} f(x) - \pi_\theta(f) \right|_W.
\]
By H2-\( (b) \), there exist \( C > 0 \) and \( \lambda \in (0, 1) \) such that for any \( \theta, \theta' \in K \),
\[
    P_{\theta'}^j W(x) \left| P_\theta^{n-j-1} f - \pi_\theta(f) \right|_W \leq C \left( \lambda W(x) + \pi_\theta(W) \right) \lambda^{n-j-1}.
\]
This concludes the proof. \( \square \)

**Lemma 4.8** Assume H2-\( (a), (b) \). For any compact set \( K \subset \Theta \), there exists \( C > 0 \) such that for any \( \theta, \theta' \in K \), \( \| \pi_\theta - \pi_{\theta'} \|_W \leq CD_W(\theta, \theta') \).

*Proof.* For any \( x \in X, n \in \mathbb{N} \),
\[
    \| \pi_\theta - \pi_{\theta'} \|_W \leq \| \pi_\theta - P_{\theta'}^n(x, \cdot) \|_W + \| P_{\theta'}^n(x, \cdot) - P_\theta^n(x, \cdot) \|_W + \| P_\theta^n(x, \cdot) - \pi_{\theta'} \|_W.
\]
Let \( K \) be a compact subset of \( \Theta \). By H2-\( (b) \), there exist constants \( C > 0 \) and \( \lambda \in (0, 1) \) such that for any \( n \in \mathbb{N} \) and \( x \in X \sup_{\theta \in K} \| \pi_\theta - P_{\theta'}^n(x, \cdot) \|_W \leq C \lambda^n W(x) \). Moreover, using Lemma 4.7, there exists a constant \( C' > 0 \) such that for any \( \theta, \theta' \in K \) and any \( x \in X, \sup_{n \geq 0} \| P_{\theta}^n(x, \cdot) - P_{\theta'}^n(x, \cdot) \|_W \leq C'D_W(\theta, \theta')W(x) \). The proof follows, upon noting that \( x \) is fixed and arbitrarily chosen. \( \square \)
Lemma 4.9 Assume H1, H2-(a),(b) and H4. For any compact set $K \subset \Theta$, there exists $C > 0$ such that for any $\theta, \theta' \in K$,

$$|h(\theta) - h(\theta')| \leq C \left(D_W(\theta, \theta') + |\theta - \theta'|^\alpha\right),$$

where $D_W$ and $\alpha$ are given by (2.2) and H4.

Proof. Let $K$ be a compact subset of $\Theta$ and $\theta, \theta' \in K$. By definition of $h$, it holds

$$|h(\theta) - h(\theta')| = |\pi_\theta H_\theta - \pi_{\theta'} H_{\theta'}| \leq \pi_\theta |H_\theta - H_{\theta'}| + |(\pi_\theta - \pi_{\theta'})H_{\theta'}|.$$ 

Condition H4 implies that there exists a constant $C > 0$ such that for any $\theta, \theta' \in K$, $p_\theta |H_\theta - H_{\theta'}| \leq C |\theta - \theta'|^\alpha$. By Lemma 4.8 and H1, there exist $C > 0$ such that for any $\theta, \theta' \in K$, $|(\pi_\theta - \pi_{\theta'})H_{\theta'}| \leq C D_W(\theta, \theta')$. The proof follows. \qed

For any $\theta \in \Theta$, $x \in X$ and $L \geq 0$, set

$$H_{\theta,L}(x) \overset{\text{def}}{=} \sup_{\{\theta \in K: ||\theta - \psi|| \leq L\}} |H_\theta(x) - H_\theta(x)|. \quad (4.8)$$

Proposition 4.10 Assume H1, H2-(a),(b), and H4. Let $g_\theta$ be the solution of (4.6). For any compact set $K \subset \Theta$, there exist constants $C > 0$ and $\lambda \in (0,1)$ such that for any $\theta, \theta' \in K$, $x \in X$, $n \geq 1$, $L \geq 0$, and any $\theta \in K$ such that $|\theta - \psi| \leq L$,

$$|P_\theta^{n}g_\theta(x) - P_{\theta'}^{n}g_{\theta'}(x)| \leq C \left\{ \lambda^n W(x) + 2 \sum_{l=1}^{n} P_\theta^l H_{\theta,L}(x) 
+n |\theta - \theta'|^\alpha + n D_W(\theta, \theta') + n D_W(\theta, \theta') W(x) + n D_W(\theta', \theta') W(x) \right\}.$$ 

Proof. For any $\theta, \theta' \in \Theta$ and any $n \geq 1$, we write

$$P_\theta^{n}g_\theta(x) - P_{\theta'}^{n}g_{\theta'}(x) = \sum_{l \geq n} \{P_\theta^l H_\theta(x) - h(\theta)\} - \sum_{l \geq n} \{P_{\theta'}^l H_{\theta'}(x) - h(\theta')\} + \psi(h(\theta') - h(\theta))
+n \sum_{l=1}^{n} \{P_\theta^l H_\theta(x) - P_{\theta'}^l H_{\theta'}(x)\}.$$ 

We first prove that

$$\left| P_\theta^{n}g_\theta(x) - P_{\theta'}^{n}g_{\theta'}(x) - \sum_{l=1}^{n} \{P_\theta^l H_\theta(x) - P_{\theta'}^l H_{\theta'}(x)\} \right|
\leq C \left( \lambda^n W(x) + n D_W(\theta, \theta') + n |\theta - \theta'|^\alpha \right). \quad (4.9)$$

By H1 and H2-(b), for any compact set $K$, there exist constants $C > 0$ and $\lambda \in (0,1)$ such that for any $x, n,$

$$\sup_{\theta \in K} \left| \sum_{l \geq n} \{P_\theta^l H_\theta(x) - h(\theta)\} \right| \leq C \lambda^{n+1} \sup_{\theta \in K} |H_\theta| W(x).$$

(4.9) follows from this inequality and Lemma 4.9. We now establish an upper bound for $\left| \sum_{l=1}^{n} \{P_\theta^l H_\theta(x) - P_{\theta'}^l H_{\theta'}(x)\} \right|$; we first write

$$\sum_{l=1}^{n} |P_\theta^l H_\theta(x) - P_{\theta'}^l H_{\theta'}(x)| \leq \sum_{l=1}^{n} |P_\theta^l H_\theta(x) - P_{\theta'}^l H_{\theta}(x)| + \sum_{l=1}^{n} |P_{\theta'}^l H_{\theta}(x) - P_{\theta'}^l H_{\theta'}(x)|.$$
For any \( l \geq 1 \) and \( \vartheta \in \mathcal{K} \) such that \(|\theta - \vartheta| \leq L\), we have
\[
|P^0_\theta H_\theta(x) - P^0_\vartheta H_\vartheta(x)| \leq P^0_\theta |H_\theta - H_\vartheta|(x) + \left| \left( P^0_\theta - P^0_\vartheta \right) H_\vartheta(x) \right|
\leq P^1_\theta \mathcal{H}_{\theta,L}(x) + \left| \left( P^1_\theta - P^1_\vartheta \right) H_\vartheta(x) \right|.
\]

By Lemma 4.7, the second term is upper bounded by \( CDW(\theta, \vartheta)W(x) \) for a constant \( C \) depending upon \( \mathcal{K} \) (and independent of \( L \) and \( l \)). This concludes the proof. \( \square \)

### 4.3. Proof of Theorem 2.1.

Define the shifted sequence
\[
\gamma^{l-q} = \{\gamma_{q+n}, n \in \mathbb{N}\};
\]
and for any measurable set \( \mathcal{K} \) of \( \Theta \), define the exit-time from \( \mathcal{K} \)
\[
\sigma(\mathcal{K}) = \inf\{n \geq 1, \theta_n \notin \mathcal{K}\},
\]
with the convention that \( \inf \emptyset = +\infty \). If \( I_N = I_{N-1} + 1 = i \) i.e. the \( i \)-th update of the active set occurs at iteration \( N \) then
\[
X_{N+1} \sim P_{\theta_i}(x, \cdot), \quad \theta_{N+1} = \theta_* + \gamma_1 H_\theta(X_{N+1}),
\]
and for any \( \zeta \geq 1 \), while \( \theta_{N+\zeta} \in \mathcal{K}_{I_N} \)
\[
X_{N+\zeta+1} \sim P_{\theta_{N+\zeta}}(X_{N+\zeta}, \cdot) \quad \theta_{N+\zeta+1} = \theta_{N+\zeta} + \gamma_{\zeta+1} H_{\theta_{N+\zeta}}(X_{N+\zeta+1}).
\]
This iterative scheme can be seen as a perturbation of the algorithm \( \gamma_{N+\zeta+1} = \gamma_{N+\zeta} + \gamma_{\zeta+1} h(\gamma_{N+\zeta}) \) and we will show that the sequence \( \{\theta_n, n \geq 0\} \) converges as soon as the perturbations \( \{H_{\theta_k}(X_{k+1}) - h(\theta_k), k \in \mathbb{N}\} \) are small enough in some sense. We therefore preface the proof of Theorem 2.1 by preliminary results on the control of
\[
S_{k,l}(\rho, \mathcal{K}) \overset{\text{def}}{=} 1_{\{l \leq \sigma(\mathcal{K})\}} \sum_{j=k}^{l} \rho_j A_{\theta_{j-1}} \{H_{\theta_{j-1}}(X_j) - h(\theta_{j-1})\},
\]
for \( l \geq k \geq 1 \), a step size sequence \( \rho = \{\rho_n, n \in \mathbb{N}\} \), a compact subset \( \mathcal{K} \) of \( \Theta \), and \( \sigma(\mathcal{K}) \) defined by (4.11). Let \( \theta \mapsto A_\theta, \theta \in \Theta \), be a measurable \( d' \times d \) matrix function, where \( d' \geq 1 \); we will apply the result to \( A_\theta = I_{d \times d} \) where \( I_{d \times d} \) is the \( d \times d \) identity matrix and \( A_\theta = \nabla w(\theta)' \).

For a sequence \( \rho = \{\rho_n, n \in \mathbb{N}\} \), denote by \( \mathbb{P}^\rho_{x,\theta} \) (resp. \( \mathbb{P}^\rho_{x,\theta}^\rho \)) the probability (resp. the expectation) associated with the non-homogeneous Markov chain on \( X \times \mathcal{K} \) with \( \delta(x, \theta) \) as initial distribution and with transition mechanism given by line 3 and line 4 of Algorithm 1:
\[
X_{n+1} \sim P_{\theta_n}(X_n, \cdot) \quad \theta_{n+1} = \theta_n + \rho_n h(\theta_n, X_{n+1}).
\]

**Proposition 4.11** Assume H1, H2, H3 and H4. Let \( \rho \) be a non-increasing positive sequence, \( \psi = \{\psi_n, n \in \mathbb{N}\} \) be a sequence such that \( 1 \leq \psi_n \leq \mathcal{K} \) be a compact set of \( \Theta \). Let \( \theta \mapsto A_\theta, \theta \in \Theta \) be a \((d' \times d)\)-matrix valued function such that \( \sup_{\theta \in \mathcal{K}} |A_\theta| < \infty \) and \( \sup_{\theta, \theta' \in \mathcal{K}} |\theta - \theta'|^{-1} |A_\theta - A_{\theta'}| \leq C_A \). Then, there exists a constant \( C \) such that for any \( \delta > 0 \), \( r \in (0, 1) \) and any \( (x, \theta) \in X \times \mathcal{K} \),
\[
\mathbb{P}^\rho_{x,\theta} \left( \sup_{l \geq k} |S_{k,l}(\rho, \mathcal{K})| \geq \delta \right) \leq \delta^{-1} C \sum_{j \geq k} \rho_j^{1+\alpha} \psi_j^{1+\alpha} + \delta^{-1} C W(x) \sum_{j \geq k} \rho_j^{1-\alpha} + \delta^{-1} C W(x) \sum_{j \geq k} \rho_j^{3} + C_A \delta^{-1} W^2(x) \sum_{j \geq k} \rho_j^{2}.
\]
This yields for all 

\[ \mathbb{P}^\gamma_{x,\theta} \left( \sup_{n \geq 1} |S_{1,n} (\gamma^{-i}, \mathcal{K})| \geq \delta \right) \leq \varepsilon. \]

For any \( \delta > 0 \) and any \( i \geq 0 \),

\[ \lim_{k \to \infty} \mathbb{P}^\gamma_{x,\theta} \left( \sup_{l \geq k} |S_{l,l} (\gamma^{-i}, \mathcal{K})| \geq \delta \right) = 0. \]

**Proof.** By H1, \( W(x_\ast) < \infty \). Let \( \alpha, \beta \) be resp. given by H4 and H6. We apply Proposition 4.11 with \( r \in ((\alpha \wedge \psi) / (\lambda_\ast - 1); 1 / (1 - (\beta \psi) / \lambda_\ast)) \), \( \rho = \gamma^{-i} \) and \( \psi_j \sim \tau \ln j \) when \( j \to \infty \) for some \( \tau \in ((\beta - 1) / \ln \lambda_\ast, +\infty) \).

**Proof of Theorem 2.1.** Define the sequence of exit-times

\[ T_0 = 0, \quad T_m = \inf \{ n \geq T_{m-1} + 1, I_n = I_{n-1} + 1 \}, m \geq 1. \]

(i) Let \( M_0 \) be such that \( \mathcal{L} \cup \mathcal{K}_0 \subset \{ \emptyset \in \Theta : w(\emptyset) \leq M_0 \} \) and set \( \mathcal{W} \overset{\text{def}}{=} \{ \emptyset \in \Theta : w(\emptyset) \leq M_0 + 1 \} \). Since \( \gamma \) is decreasing, Lemma 4.1 shows that there exist \( \delta_\ast > 0 \) and \( i_\ast \geq 0 \) large enough such for any \( i \geq i_\ast \),

\[ \mathbb{P}^\gamma_{x,\theta} (\sigma(\mathcal{W}) < \infty) \leq \mathbb{P}^\gamma_{x,\theta} \left( \sup_{n \geq 1} |S_{1,n} (\gamma^{-i}, \mathcal{W})| > \delta_\ast \right). \]

Corollary 4.12 shows that for any \( \varepsilon \in (0, 1) \), there exists \( j_\ast \) such that for any \( j \geq j_\ast \),

\[ \mathbb{P}^\gamma_{x,\theta} \left( \sup_{n \geq 1} |S_{1,n} (\gamma^{-j}, \mathcal{W})| > \delta_\ast \right) \leq \varepsilon. \]

We can assume w.l.o.g. that \( j_\ast = i_\ast \) and we do so. On the other hand, since \( \mathcal{W} \) is a compact subset of \( \Theta \), by (2.1), there exists \( m_\ast \) such that for any \( m \geq m_\ast \), \( \mathcal{W} \subset \mathcal{K}_m \). Hereagain, we can assume that \( i_\ast = m_\ast \) and we do so. Hence, for any \( i \geq i_\ast \),

\[ \mathbb{P}^\gamma_{x,\theta} \left( \sigma(\mathcal{W}) < \infty \right) \leq \varepsilon. \]

This yields for all \( i \geq i_\ast \),

\[ \mathbb{P}^\gamma_{x,\theta,0} (T_{i+1} < \infty) = \mathbb{P}^\gamma_{x,\theta,0} \left( 1 \{ T_i < \infty \} \mathbb{P}^\gamma_{x,\theta,0} (\sigma(\mathcal{K}_i) < \infty) \right) \]

\[ \leq \mathbb{P}^\gamma_{x,\theta,0} (T_i < \infty) \mathbb{P}^\gamma_{x,\theta,0} (\sigma(\mathcal{W}) < \infty) \leq \varepsilon^{-i}, \]

where we used (4.13) and a trivial induction in the last inequality. Since \( \varepsilon \in (0, 1) \), we have \( \sum_i \mathbb{P}^\gamma_{x,\theta,0} (T_{i+1} < \infty) < \infty \) which yields \( \mathbb{P}^\gamma_{x,\theta,0} (\limsup_i \{ T_i < \infty \}) = 0 \) by the Borel-Cantelli lemma.

(ii) By Theorem 2.1(i), \( I \overset{\text{def}}{=} \sup_n I_n \) is finite \( \mathbb{P}^\gamma_{x,\theta,0} \)-a.s. and \( \mathbb{P}^\gamma_{x,\theta,0} (\gamma_n \geq 1, \theta_n \in \mathcal{K}_j) = 1 \). Since \( I \) is finite a.s., it is equivalent to prove that for any \( i \geq 0 \), on the set \{ \( I = i \) \}, \( \lim k \mathbb{E}(\theta_k, \mathcal{L}) = 0 \) a.s. Let \( i \) be fixed. We apply Proposition 4.6 with \( \rho = \gamma^{-i} \), \( \delta_k = \theta_{T_{i+1}} \) and \( \kappa_i = h^\ast_{\theta_i}(X_{T_{i+1}}) - h(\theta_i) \). \( h \) is Holder-continuous under H2, H3 and H4. Since \( \sum_k \gamma_k = +\infty \) and \( \lim_k \gamma_k = 0 \).
by assumptions, then $\sum_k \rho_k = \infty$ and $\lim_k \rho_k = 0$. For any $\delta > 0$, by applying the strong Markov property with the stopping-time $T$, we have

$$
\mathbb{P}_{x, \theta, 0} \left( \lim \sup_{k} \sup_{t \geq k} \sum_{j=k}^{l} \gamma_{i+j} \{ H_{\theta_{i+j}} (X_{T_{i+j}}) - h (\theta_{i+j}) \} \geq \delta, I = i \right)
$$

$$
\leq \mathbb{P}_{x, \theta, 0} \left( \lim \sup_{k} \sup_{t \geq k} \sum_{j=k}^{l} \gamma_{i+j} \{ H_{\theta_{i+j}} (X_{j+1}) - h (\theta_{j}) \} \geq \delta, \sigma(K_i) = +\infty \right)
$$

$$
\leq \mathbb{P}_{x, \theta, 0} \left( \lim \sup_{k} \sup_{t \geq k} \left| S_{k,l} \left( \gamma^{\rightarrow-i}, K_i \right) \right| \geq \delta \right)
$$

$$
\leq \lim \mathbb{P}_{x, \theta, 0} \left( \sup_{t \geq k} \left| S_{k,l} \left( \gamma^{\rightarrow-i}, K_i \right) \right| \geq \delta \right).
$$

The RHS is zero by Corollary 4.12. Hence, by choosing $A_{\theta_j} = L_{d \times d}$, the Proposition 4.6-(iv) holds; note also that with this choice of $A_{\theta}$, $C_A = 0$. Let us check Proposition 4.6-(v). Under Theorem 2.1-(i), Proposition 4.6-(v)-(A) holds. Assume now that Theorem 2.1-(ii) is satisfied; we prove that Proposition 4.6-(v)-(B) holds. Along the same lines as above, and choosing $A_{\theta_j}$ equal to the transpose of $Vw(\theta_j)$, we establish that $\lim_k \sum_{j=1}^{k} \rho_j (\nabla w(\theta_j), \xi_j) = 0$. By H1 and since $\sup_{K} |h| < \infty$, there exists a constant $C$ such that

$$
\mathbb{P}_{x, \theta, 0} \left( \lim \sup_{k} \sup_{t \geq k} \sum_{j=k}^{l} \gamma_{i+j}^2 \{ H_{\theta_{i+j}} (X_{T_{i+j}}) - h (\theta_{i+j}) \}^2 \geq \delta, I = i \right)
$$

$$
\leq \lim \mathbb{P}_{x, \theta, 0} \left( \sup_{t \geq k} \sum_{j=k}^{l} \gamma_{i+j}^2 (W^2 (X_{j+1}) + 1) \geq \delta / C \right).
$$

The RHS tends to zero since $\sup_{j} \left| \mathbb{P}_{x, \theta_j, 0} \left[ W^2 (X_j) \right] \right| < \infty$ (we assumed $p \geq 2$ in H2-(c)) and $\sum_j \gamma_j^2 < \infty$ (we assumed that $\beta > 1/2$). Hence, Proposition 4.6-(v)-(B) holds. We then conclude by Proposition 4.6 that $\mathbb{P}_{x, \theta, 0}$-a.s. on the set $I = i$, the sequence $\{\theta_k, k \geq 0\}$ converges to a connected component of $L$.

4.4. Proof of Proposition 4.11. Let $\rho$ be a non-increasing positive sequence and $K$ be a compact subset of $\Theta$ such that $K_0 \subseteq K$. Throughout this section, $\rho$ and $K$ are fixed; we will therefore use the notations $S_{k,l}$ and $\sigma$ instead of $S_{k,l}(\rho, K)$ and $\sigma(K)$. Set

$$
C_* \overset{def}{=} \sup_{\theta \in K} \{ |g_\theta|_W + |P_\theta g_\theta|_W \} \vee \sup_{\theta \in K} |A_\theta|,
$$

(4.14)

where $g_\theta$ is the solution to the Poisson equation (4.6). $C_*$ is finite by (4.7), H1 and H2-(b). By (4.6), $H_{\theta_{j-1}} (X_j) - h(\theta_{j-1}) = g_{\theta_{j-1}} (X_j) - P_{\theta_{j-1}} g_{\theta_{j-1}} (X_j)$ for any $j \geq 1$. 

We then write \( S_{k,l} = 1_{\{\sigma \geq l\}} \sum_{i=1}^{l} T_{k,l}^{(i)} \) with

\[
T_{k,l}^{(1)} \overset{\text{def}}{=} \sum_{j=k}^{l} \rho_j \theta_{j-1} \left( g_{\theta_{j-1}}(X_j) - P_{\theta_{j-1}} g_{\theta_{j-1}}(X_{j-1}) \right) 1_{\{j \leq \sigma\}},
\]

\[
T_{k,l}^{(2)} \overset{\text{def}}{=} \sum_{j=k}^{l} \rho_{j+1} \theta_j \left( P_{\theta_j} g_{\theta_j}(X_j) - P_{\theta_{j-1}} g_{\theta_{j-1}}(X_j) \right) 1_{\{j+1 \leq \sigma\}},
\]

\[
T_{k,l}^{(3)} \overset{\text{def}}{=} \sum_{j=k}^{l} \left( \rho_{j+1} \theta_j 1_{\{j+1 \leq \sigma\}} - \rho_j \theta_{j-1} 1_{\{j \leq \sigma\}} \right) P_{\theta_{j-1}} g_{\theta_{j-1}}(X_j),
\]

\[
T_{k,l}^{(4)} \overset{\text{def}}{=} \rho_k \theta_{k-1} P_{\theta_{k-1}} g_{\theta_{k-1}}(X_{k-1}) - \rho_{l+1} \theta_l P_{\theta_l} g_{\theta_l}(X_l) 1_{\{l+1 \leq \sigma\}}.
\]

For any measurable set \( A \), we can bound by Markov’s and Jensen’s inequality

\[
\mathbb{P}_x,\theta \left( \sup_{l \geq k} |S_{k,l}| \geq \delta \right) \leq \frac{3}{\delta} \left( \mathbb{E}_x,\theta \left[ \sup_{l \geq k} |T_{k,l}^{(1)}|^p \right] \right)^{1/p} + \mathbb{E}_x,\theta \left[ \sup_{k \leq l \leq \sigma} T_{k,l}^{(3)} + T_{k,l}^{(4)} \right] + \mathbb{E}_x,\theta(A^c).
\]

The terms on the right are bounded individually by the three lemmas below, concluding the proof of Proposition 4.11.

**Lemma 4.13** Assume H1, H2 and \( \sup_{\theta \in K} |A_\theta| < \infty \). There exists a constant \( C \) - which does not depend on \( \rho \) - such that for any \( x \in \mathcal{X} \), \( \theta \in \mathcal{K}_0 \) and \( k \geq 1 \),

\[
\mathbb{E}_x,\theta \left[ \sup_{l \geq k} \left| T_{k,l}^{(1)} \right|^p \right] \leq C W^p(x) \sum_{l \geq k} \rho_l^p.
\]

**Proof.** Let \( k \geq 1 \) be fixed. Note that \( \{T_{k,l}^{(1)}, l \geq k\} \) is a \( \mathcal{F}_t \)-martingale under the probability \( \mathbb{P}_{x,\theta} \) which implies that for any \( p > 1 \), there exists a constant \( C \) such that (see e.g. [17, Theorems 2.2 and 2.10])

\[
\mathbb{E}_x,\theta \left[ \sup_{l \geq k} \left| T_{k,l}^{(1)} \right|^p \right] \leq \lim_{L \to \infty} \mathbb{E}_x,\theta \left[ \sup_{k \leq l \leq k+L} \left| T_{k,l}^{(1)} \right|^p \mid \mathcal{F}_k \right] \leq C \lim_{L \to \infty} \mathbb{E}_x,\theta \left[ \sum_{l \geq k} \rho_l^p \right] \leq C W^p(x) \sum_{l \geq k} \rho_l^p.
\]

**Lemma 4.14** Assume H1, H2, \( \sup_{\theta \in K} |A_\theta| < \infty \) and \( \sup_{\theta, \theta' \in K} |\theta - \theta'|^{-1} |A_\theta - A_{\theta'}| \leq C_A \). There exists a constant \( C \) - which does not depend on \( \rho \) - such that for any \( x \in \mathcal{X} \), \( \theta \in \mathcal{K}_0 \), \( k \geq 1 \),

\[
\mathbb{E}_x,\theta \left[ \sup_{k \leq l \leq \sigma} \left| T_{k,l}^{(3)} + T_{k,l}^{(4)} \right| \right] \leq C \left( \rho_k W(x) + C_A \sum_{j \geq k} \rho_j^2 W^2(x) \right).
\]
Proof. By (4.14), we have $|P_{\rho_j \theta_j} W \mathbf{1}_{\{i < \sigma\}}| \leq C_*$ and $\sup_{\theta \in \mathcal{K}} |A_{\theta}| \leq C_*$. Since $\rho$ is non-increasing, this yields
\[ E^P_{x, \theta} \left[ \sup_{k \leq l \leq \sigma} \left| T_{k,l}^{(3, b)} \right| \right] \leq 2C_*^2 \rho_k W(x). \]
We write $T_{k,l}^{(3, a)} = T_{k,l}^{(3, b)}$ with
\[
T_{k,l}^{(3, a)} \overset{\text{def}}{=} \sum_{j=k}^{l} (\rho_{j+1} A_{\theta_j} - \rho_j A_{\theta_{j-1}}) P_{\theta_{j-1}, g_{\theta_{j-1}}} (X_j) \mathbf{1}_{\{j+1 \leq \sigma\}},
\]
and
\[
T_{k,l}^{(3, b)} \overset{\text{def}}{=} \sum_{j=k}^{l} \rho_j A_{\theta_{j-1}} P_{\theta_{j-1}, g_{\theta_{j-1}}} (X_j) \mathbf{1}_{\{j=\sigma\}}.
\]
Note that $\{j = \sigma\} \cap \{l \leq \sigma\} = \emptyset$ for any $j < l$. Hence
\[
E^P_{x, \theta} \left[ \sup_{k \leq l \leq \sigma} \left| T_{k,l}^{(3, b)} \right| \right] = E^P_{x, \theta} \left[ \rho_{l} |A_{\theta_{l-1}}| \left| P_{\theta_{l-1}, g_{\theta_{l-1}}} (X_l) \right| \mathbf{1}_{\{l=\sigma\}} \right] \leq C_*^2 \rho_k W(x),
\]
where in the inequality we used that $\rho$ is non-increasing. Finally, along the same lines, we get
\[
|\rho_{j+1} A_{\theta_j} - \rho_j A_{\theta_{j-1}}| \left| P_{\theta_{j-1}, g_{\theta_{j-1}}} (X_j) \right| \mathbf{1}_{\{j+1 \leq \sigma\}} \leq (\rho_j - \rho_{j+1}) C_*^2 W(X_j) \mathbf{1}_{\{j < \sigma\}} + \rho_j |A_{\theta_j} - A_{\theta_{j-1}}| C_* W(X_j) \mathbf{1}_{\{j < \sigma\}}.
\]
Since $|A_{\theta_j} - A_{\theta_{j-1}}|_{1 < \sigma} \leq C_{\mathcal{A}} C_* \rho_j W(X_j)$, this yields
\[
E^P_{x, \theta} \left[ \sup_{k \leq l \leq \sigma} \left| T_{k,l}^{(3, a)} \right| \right] \leq C_*^2 (\rho_k W(x) + C_{\mathcal{A}} \rho_k^2 W^2(x)). \]

For any $r \in (0, 1)$ and $0 \leq k - \psi_k \leq n$, set
\[
\mathcal{A}_r(k, n) \overset{\text{def}}{=} \bigcap_{\ell = k - \psi_k}^{n} \{ |\theta_{\ell} - \theta_{\ell-1}| \leq \rho_{\ell} \} = \left\{ \sup_{k - \psi_k \leq \ell \leq n} \frac{|\theta_{\ell} - \theta_{\ell-1}|}{\rho_{\ell}} \leq 1 \right\}.
\]

**Proposition 4.15** Assume $H1, H2, H3, H4$ and $\sup_{\theta \in \mathcal{K}} |A_{\theta}| < \infty$.

(i) There exists a constant $C < \infty$ - which does not depend on $\rho$ - such that for any $r \in (0, 1)$, $x \in \mathcal{X}$, $\theta \in \Theta$ and $k \geq 1$,
\[
E^P_{x, \theta} \left( \mathcal{A}_r(k, \sigma) \right) \geq 1 - C \left( \sum_{\ell \geq k - \psi_k} \rho_{\ell}^{(1-r)} \right) W^r(x).
\]

(ii) There exists a constant $C > 0$ - which does not depend on $\rho$ - such that for any $r \in (0, 1)$, $x \in \mathcal{X}$, $\theta \in \Theta$, $k \geq 1$, and for any positive sequence $\psi = \{\psi_j, j \in \mathbb{N}\}$ such that $1 \leq \psi_j \leq j$,
\[
C E^P_{x, \theta} \left[ \sup_{k \leq \ell \leq \sigma} \left| T_{k,l}^{(2)} \mathbf{1}_{\{\mathcal{A}_r(k, \sigma)\}} \right| \right] \leq \sum_{j \geq k} \rho_j^{1+r\psi_j} \psi_j^{1+r} + W(x) \sum_{j \geq k} \left( \rho_j \lambda_j \psi_j + \rho_j^{1+r\psi_j} \psi_j^{1+r} \right).
\]

**Proof.** Throughout this proof, $C$ denotes a constant which may change upon each appearance and only depends on $\mathcal{K}$. 

(i) By H1, there exists a constant $C$ such that $\mathbb{P}_{x,\theta}^{\rho}$-a.s., on the set $\{k - \psi \leq \ell \leq \sigma\}, |\theta - \theta_{\ell-1}| \leq C\rho_k W(X_\ell)$. Hence, by the Markov inequality

\begin{align*}
1 - \mathbb{P}_{x,\theta}^{\rho} \left( A_r(k, \sigma) \right) & \leq C \mathbb{E}_{x,\theta}^{\rho} \left[ \sup_{k - \psi \leq \ell \leq \sigma} \rho^{1-\alpha}_\ell W^p(X_\ell) \right] \\
& \leq C \left( \sum_{\ell \geq k - \psi} \rho^{1-\alpha}_\ell \right) W^p(x).
\end{align*}

(ii) We use Proposition 4.10 with $\theta \leftarrow \theta_j$, $\theta' \leftarrow \theta_{j-1}$, $\theta \leftarrow \theta_{j-\psi_j}$, $x \leftarrow X_j$, $n \leftarrow \psi_j$ and $L \leftarrow L_j \overset{\text{def}}{=} \psi_j \rho_{j-\psi_j}^{1+\alpha}$. Since $\rho$ is non-increasing, observe that

\begin{align*}
\left( |\theta_j - \theta_{j-\psi_j}| \lor |\theta_{j-1} - \theta_{j-\psi_j}| \right) & \overset{1_{\{A_r(k,j)\}}}{1} \leq \psi_j \rho_{j-\psi_j}^{1+\alpha} + 2D_W(\theta_j, \theta_{j-1}) W(X_j) \\
& + 2D_W(\theta_{j-1}, \theta_{j-\psi_j}) W(X_j) \right) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j)\}} + \sum_{j \geq k} \rho_j A_{\theta_{j-\psi_j}} \lambda^{\psi_j} W(X_j) 1_{\{j \leq \sigma\}},
\end{align*}

\begin{align*}
\Xi_k^{(1)} & \overset{\text{def}}{=} \sum_{j \geq k} \rho_j \psi_j A_{\theta_{j-\psi_j}} 1_{\{j \geq k \}} \left( |\theta_j - \theta_{j-1}|^{1+\alpha} + 2D_W(\theta_j, \theta_{j-1}) W(X_j) \right) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j)\}} + \sum_{j \geq k} \rho_j A_{\theta_{j-\psi_j}} \lambda^{\psi_j} W(X_j) 1_{\{j \leq \sigma\}},
\end{align*}

\begin{align*}
\Xi_k^{(2)} & \overset{\text{def}}{=} \sum_{j \geq k} \rho_j A_{\theta_{j-\psi_j}} \sum_{l=1}^{\psi_j} P_{\theta_{j-\psi_j}}^{l} W(X_j) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j)\}} 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j-1)\}}.
\end{align*}

Let us consider $\Xi_k^{(1)}$. By (4.14), H3 and the monotonicity of $\rho$, we have

\begin{align*}
\mathbb{E}_{x,\theta}^{\rho} \left[ \Xi_k^{(1)} \right] & \leq C^\ast \sum_{j \geq k} \rho_j^{1+\alpha} \psi_j + C_W(x) \sum_{j \geq k} \rho_j A_{\theta_{j-\psi_j}} \lambda^{\psi_j} + C_W(x) \sum_{j \geq k} \psi_j^{2} \rho_{j-\psi_j}^{1+\alpha}.
\end{align*}

Let us now consider $\Xi_k^{(2)}$. Set $\Xi_{l,j} \overset{\text{def}}{=} \mathbb{E}_{x,\theta}^{\rho} \left[ D_W(\theta_l, \theta_{j-\psi_j}) W(X_j) 1_{\{l \leq \sigma\}} 1_{\{A_r(k,l)\}} \right]$. We write

\begin{align*}
\mathbb{E}_{x,\theta}^{\rho} \left[ P_{\theta_{j-\psi_j}}^{l} W(X_j) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j)\}} \right] & \leq \mathbb{E}_{x,\theta}^{\rho} \left[ P_{\theta_{j-\psi_j}}^{l} \mathbb{H}_{\theta_{j-\psi_j}, L_{j-1}}(X_j) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j-1)\}} \right] \\
& \leq \mathbb{E}_{x,\theta}^{\rho} \left[ P_{\theta_{j-\psi_j}}^{l+1} \mathbb{H}_{\theta_{j-\psi_j}, L_{j-1}}(X_j) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j-1)\}} \right] + C \mathbb{E}_{l,j},
\end{align*}

where in the last inequality, we used that

\begin{align*}
\left| P_{\theta_{j-\psi_j}}^{l} \mathbb{H}_{\theta_{j-\psi_j}, L_{j-1}}(X_j) \right| W 1_{\{j \leq \sigma\}} \leq 2 \sup_{\theta \in K} |H_{\theta}| W \sup_{l \geq 1} \sup_{\theta \in K} \left| P_{\theta}^{l} W \right| W
\end{align*}

which is finite by H1 and H2-(b). Since $1_{\{j \leq \sigma\}} 1_{\{A_r(k,j-1)\}} \leq 1_{\{j-1 \leq \sigma\}} 1_{\{A_r(k,j-2)\}}$, we have by a trivial induction

\begin{align*}
\mathbb{E}_{x,\theta}^{\rho} \left[ P_{\theta_{j-\psi_j}}^{l} \mathbb{H}_{\theta_{j-\psi_j}, L_{j-1}}(X_j) 1_{\{j \leq \sigma\}} 1_{\{A_r(k,j-1)\}} \right] & \leq k_{l,j} + C \sum_{i=1}^{\psi_j-1} \mathbb{E}_{j-l,j},
\end{align*}
where \( A_{l,j} \) is defined up to an additive constant, we can assume with no loss of generality that \( A_{l,j} \) is defined up to an additive constant, we can assume with no loss of generality that

By H4, the last term in the RHS is upper bounded by \( L^\alpha \). Combining the above inequalities and using (4.14), we have

\[
\mathbb{E}^{\theta}_{x,\theta} [ \xi^{(2)}_{k} ] \leq C \sum_{j \geq k} \rho_{j} \psi_{j} \sum_{i=1}^{\psi_{j}-1} \mathbb{B}_{j-i,j} + C_{s} \sum_{j \geq k} \rho_{j} L^\alpha + C W_{x,\theta} \sum_{j \geq k} \rho_{j} \lambda_{\psi_{j}}.
\]

The result follows upon noting that \( \mathbb{B}_{l,j} \leq W(x) (l-j) \rho_{j} \).

\[\blacksquare\]

5. Proofs of Section 3.

5.1. Proof of Proposition 3.1. Let \( \Theta = \mathbb{R} \). From (3.1), \( \sup_{\theta \in \Theta} \sup_{x \in \mathbb{R}} \left| H_{\theta}(x) \right| \leq 1 \) so that H1 is satisfied with the constant function \( W = 1 \).

We have \( |H_{\theta_{1}}(x) - H_{\theta_{2}}(x)| = 1_{\{\theta_{1}, \theta_{2} \leq \phi(x) < \theta_{1} \vee \theta_{2}\}} \) and under the stated assumptions,

\[
\sup_{\theta \in \Theta} \sup_{\theta' \in \Theta(\theta, \delta)} |H_{\theta}(x) - H_{\theta'}(x)| \pi(dx) \leq \sup_{\theta \in \Theta} \int_{\{\theta - \delta \leq \phi(y) \leq \theta + \delta\}} \pi(y) dy \leq C\delta.
\]

Therefore, H4 is satisfied with \( \alpha = 1 \).

Since the weak derivative of \( \theta \rightarrow |\theta - x| \) is \( \text{sign} (\theta - x) \) almost-everywhere, the dominated convergence theorem implies that \( w \) is differentiable and its derivative is

\[
w'(\theta) = \frac{1}{2} \left( \int_{\phi(y) \leq \theta} \pi(y) dy - \int_{\phi(y) \geq \theta} \pi(y) dy \right) + \left( \frac{1}{2} - q \right) = \int_{\phi(y) \leq \theta} \pi(y) dy - q;
\]

we also have \( w \) continuously differentiable. Since \( \int |\phi(y)| \pi(y) dy < \infty \),

\[
w(\theta) \geq \frac{|\theta|}{2} + \left( \frac{1}{2} - q \right) \theta - \frac{1}{2} \int |\phi(y)| \pi(y) dy \xrightarrow{|\theta| \rightarrow \infty} \infty;
\]

since \( w \) is continuous, this implies that the level sets of \( w \) are compact, thus showing H5-(a) holds. By definition of \( h \) (see (2.3)), we have \( h(\theta) = -w'(\theta) \). Therefore, the set \( \mathcal{L} \) in H5-(b) is given by (3.3) and it is compact. In addition, H5-(c) is satisfied. Finally, \( w(\theta) \) reaches its minimum at \( \theta_{*} \in \mathcal{L} \) (see (5.1)). Since the Lyapunov function \( w \) is defined up to an additive constant, we can assume with no loss of generality that \( w \) is non-negative, which concludes the proof of H5.

Note that \( w \) is constant on \( \mathcal{L} \) since \( w'(\theta) = 0 \) for any \( \theta \in \mathcal{L} \) and \( \mathcal{L} \) is an interval. Hence \( w(\mathcal{L}) \) has an empty interior.

5.2. Proof of Proposition 3.2. Let \( K_{1} \) and \( K_{2} \) be resp. a compact of \( \mathbb{R} \) and \( V \); set \( K \equiv K_{1} \times K_{2} \). Let \( \tau > 0 \) be such that \( C \tau^{\alpha} \leq \delta \) where \( C, \delta \) are given by E1. For any \( \vartheta = (\theta, s) \in K \), \( \vartheta' = (\theta', s') \) with \( |\theta - \theta'| \leq \tau \) and \( |s - s'| \leq \tau \), and \( x = (y, z) \in X \times X \) it holds

\[
|H_{\vartheta}(x) - H_{\vartheta'}(x)| \leq |s - s'| + \frac{\mu(z)}{g_{\psi(s)}(z)} \left\{ \left| 1_{\{\phi(z) \geq \theta\}} - 1_{\{\phi(z) \geq \theta'\}} \right| + \left| 1 - \frac{g_{\psi(s)}(z)}{g_{\psi(s')}(z)} \right| \right\} \\
\leq \tau + \frac{\mu(z)}{g_{\psi(s)}(z)} \left\{ 1_{\{\theta \wedge \theta' \leq \phi(z) \leq \theta' \vee \theta''\}} + \psi(s, s', z) \exp (\psi(s, s', z)) \right\},
\]

where \( A_{l,j} \) is defined up to an additive constant, we can assume with no loss of generality that
where $\psi(s, s', z) \overset{\text{def}}{=} |B(\hat{v}(s)) - B(\hat{v}(s'))| + |\hat{v}(s) - \hat{v}(s')| |S(z)|$. By E1, there exists a constant $C$ - depending only upon $\mathcal{K}$ - such that for any $\theta \in \mathcal{K}$,

$$\int \pi_\theta(dx) \sup_{|\theta - \theta'| \leq \tau} |H_\theta(x) - H_{\theta'}(x)| \leq \tau + C\tau^\alpha.$$ 

5.3. Proofs of Section 3.3.

Lemma 5.1 Under E2, for any $0 \leq \kappa < d$, $\sup_{\theta \in \mathbb{R}^d} \int |x - \theta|^{\kappa} \pi(x)dx < \infty$.

Proof. Let $0 < \kappa < d$.

$$\int |x - \theta|^{-\kappa} \pi(x)dx = \int_0^{+\infty} dt \int_{\{x:|x - \theta|^\kappa \leq 1/t\}} \pi(x)dx$$

$$\leq 1 + \sup_{x \in \mathbb{R}^d} \pi(x) \int_1^{+\infty} dt \sup_{\theta \in \mathbb{R}^d} \int_{\{x:|x - \theta| \leq t^{-\kappa}\}} dx$$

$$\leq 1 + C \int_1^{+\infty} t^{-d/\kappa}dt,$$

for a finite constant $C$, which does not depend on $\theta$.

Proof. [Proposition 3.3] As $|H_\theta(x)| = 1$, H1 is satisfied with the constant function $W = 1$. By [6, Lemma 19-(ii)], there exists $C$ such that for any $x, \theta, t$ with $x \neq \theta$, we have

$$|x - \theta + t| - |x - \theta| + \left\langle t, \frac{x - \theta}{|x - \theta|} \right\rangle \leq C \frac{|t|^2}{|x - \theta|}$$

Since $\sup_{\theta \in \Theta} \int |x - \theta|^{-1} \pi(x)dx < \infty$ (see Lemma 5.1 below), then this inequality implies that $w$ is differentiable and $\nabla w(\theta) = -\int (x - \theta)/|x - \theta| \pi(x)dx$. The dominated convergence theorem implies that $w$ is continuously differentiable. H5-(a) follows from the lower bound $w(\theta) \geq |\theta| - \int |x| \pi(x)dx$ and the continuity of $w$. We have $\nabla w = -h$ from which H5-(c) trivially follows. Finally, by E2 and [30], $\mathcal{L}$ contains a single point, and H5-(b) is satisfied.

Let $\theta, \theta' \in \Theta$. For any $x \notin \{\theta, \theta'\}$,

$$|H_{\theta'}(x) - H_\theta(x)| = \left| \frac{x - \theta'}{|x - \theta'| |x - \theta|} (|x - \theta| - |x - \theta'|) + \frac{\theta - \theta'}{|x - \theta|} \right| \leq 2 \left| \frac{\theta - \theta'}{|x - \theta|} \right|$$

Define $\mathcal{H}_{\theta, \delta}(x) \overset{\text{def}}{=} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} |H_{\theta'}(x) - H_\theta(x)|$. Let $0 < \beta < 1/d$. Then

$$\int \pi(x)\mathcal{H}_{\theta, \delta}(x)dx = \int_{x \in \mathcal{B}(\theta, \delta + \delta^\beta)} \pi(x)\mathcal{H}_{\theta, \delta}(x)dx + \int_{x \notin \mathcal{B}(\theta, \delta + \delta^\beta)} \pi(x)\mathcal{H}_{\theta, \delta}(x)dx$$

$$\leq 2 \sup_{x \in \mathbb{R}^d} \pi(x) \int_{x \in \mathcal{B}(\theta, \delta + \delta^\beta)} dx + 2 \int_{x \notin \mathcal{B}(\theta, \delta + \delta^\beta)} \sup_{\theta' \in \mathcal{B}(\theta, \delta)} |\theta - \theta'| \pi(x)dx$$

$$\leq C\delta^\beta + 4\delta^{1-\beta},$$

for a constant $C$ which is finite by E2. Hence, and H4 is satisfied with $\alpha = (\beta d) \wedge (1 - \beta) < 1$. This holds true with $\beta = 1/(1 + d)$ for which $\beta d = 1 - \beta$. \[\]

5.4. Proofs of Section 3.4. We start with a preliminary lemma which gives a control on the intersection of two Voronoi cells associated with $\theta, \theta' \in (\mathbb{R}^d)^N$. 


Lemma 5.2 For any compact set $\mathcal{K}$ of $\Theta$, there exists $\delta_K > 0$ such that for any $\theta \in \mathcal{K}$ and any $i \neq j$:

(i) 
$$
\sup_{\delta \leq \delta_K} \frac{1}{\sqrt{\delta}} \sup_{\bar{\theta} \in B(\theta, \delta) \cap \Theta} \frac{\left| \bar{\theta}(j) - \bar{\theta}(i) - \theta(j) + \theta(i) \right|}{\left| \theta(j) - \theta(i) \right|} \leq \infty.
$$

(ii) for any $\delta \leq \delta_K$, there exists a measurable set $R_{i,j}(\theta, \delta)$ such that
$$
\sup_{\bar{\theta} \in B(\theta, \delta) \cap \Theta} \frac{1}{\sqrt{\delta}} \int_{R_{i,j}(\theta, \delta)} 1 \, dx \leq C(\delta).
$$

Proof. Let $\mathcal{K}$ be a compact set of $\Theta$. The function on $(\mathbb{R}^d)^N$ given by $\theta \mapsto \min_{i \neq j} |\bar{\theta}(i) - \theta(j)|$ is continuous. Since $\mathcal{K}$ is a compact subset of $\Theta$, there exists $b_K > 0$ such that for any $\theta \in \mathcal{K}$, $\min_{i \neq j} |\theta(i) - \theta(j)| \geq b_K$. Choose $\delta_K \in (0, b_K/2 \wedge 1)$. Let $i \neq j \in \{1, \cdots, N\}$ and $\theta \in \mathcal{K}$ be fixed. For any $\delta \leq \delta_K$ and $\bar{\theta} \in B(\theta, \delta)$, it holds
$$
\left| \bar{\theta}(j) - \bar{\theta}(i) \right| \geq |\theta(j) - \theta(i)| - |\theta(j) - \theta(i)| - |\bar{\theta}(i) - \theta(i)| \geq |\theta(j) - \theta(i)| - 2\delta \tag{5.2}
$$
$$
\geq b_K - 2\delta > 0.
$$

Similarly,
$$
\left| \bar{\theta}(j) - \bar{\theta}(i) \right| \leq |\theta(j) - \theta(i)| + 2\delta. \tag{5.3}
$$

Define $n = (\theta(j) - \theta(i)) / |\theta(j) - \theta(i)|$ and $n' = (\bar{\theta}(j) - \bar{\theta}(i)) / |\bar{\theta}(j) - \bar{\theta}(i)|$.

(i) We have $\|n - n'|^2 = 2(1 - \langle n, n' \rangle)$. In addition, for any $\delta \leq \delta_K$ and $\bar{\theta} \in B(\theta, \delta)$,
$$
\langle n, n' \rangle = \frac{\left| \bar{\theta}(j) - \bar{\theta}(i) \right|^{-1} \left| \bar{\theta}(j) - \bar{\theta}(i) \right| \langle \bar{\theta}(j) - \bar{\theta}(i), n' \rangle}{\left| \bar{\theta}(j) - \bar{\theta}(i) \right|^{-1} \left| \bar{\theta}(j) - \bar{\theta}(i) \right| \langle \bar{\theta}(j) - \bar{\theta}(i), n' \rangle} \geq \frac{\left| \bar{\theta}(j) - \bar{\theta}(i) \right|^{-1} \left| \bar{\theta}(j) - \bar{\theta}(i) \right| \langle \bar{\theta}(j) - \bar{\theta}(i), n' \rangle}{\left| \bar{\theta}(j) - \bar{\theta}(i) \right|^{-1} \left| \bar{\theta}(j) - \bar{\theta}(i) \right| \langle \bar{\theta}(j) - \bar{\theta}(i), n' \rangle} \geq 1 - \frac{4\delta}{b_K},
$$
where we used (5.2) in the last equation. Therefore
$$
\|n - n'|^2 \leq 8\delta/b_K. \tag{5.4}
$$

(ii) Let $x \in C^{(i)}(\theta)$. We write $x - \theta(i) = \langle x - \theta(i), n \rangle n + m$ where $\langle m, n \rangle = 0$. Using $\|x - \theta(i)\|^2 = \|\langle x - \theta(i), n \rangle n + m\|^2$ and $x - \theta(j) = \langle x - \theta(i), n \rangle n - |\theta(i) - \theta(j)| n + m$ we get
$$
\|x - \theta(j)\|^2 = \|\langle x - \theta(i), n \rangle n - |\theta(i) - \theta(j)| n + m\|^2.
$$

Since $x \in C^{(i)}(\theta)$, $|x - \theta(i)| \leq |x - \theta(j)|$ so that $\|\langle x - \theta(i), n \rangle n - |\theta(i) - \theta(j)| n + m\|^2 \leq \|\langle x - \theta(i), n \rangle n - |\theta(i) - \theta(j)| n\|^2$. This implies that $\|x - \theta(i), n\| \leq |\theta(j) - \theta(i)| / 2$. Therefore,
$$
C^{(i)}(\theta) \subset \left\{ x \in \mathbb{R}^d, \langle x - \theta(i), n \rangle \leq \frac{1}{2} |\theta(j) - \theta(i)| \right\}.
$$
Let now \( x \in C_{j}(\check{\theta}) \cap B(0, \Delta) \). Following the same lines as above and using (5.3)

\[
\left< x - \bar{\theta}(j), n' \right> \geq -\frac{1}{2} \left| \bar{\theta}(j) - \bar{\theta}(j') \right| \geq -\frac{1}{2} \left| \theta(j) - \theta(j') \right| - \delta. \tag{5.5}
\]

Moreover

\[
\left< x - \theta(i), n \right> = \left< x - \theta(i), n - n' \right> + \left< x - \bar{\theta}(j), n' \right> + \left< \bar{\theta}(j) - \bar{\theta}(j'), n' \right> \\
= \left< x - \theta(i), n - n' \right> + \left< x - \bar{\theta}(j), n' \right> + \left| \bar{\theta}(j) - \bar{\theta}(j') \right| + \left< \bar{\theta}(j) - \bar{\theta}(j'), n' \right>.
\]

Since \( x, \theta(i) \in B(0, \Delta) \), we have by (5.2), (5.4) and (5.5)

\[
\left< x - \theta(i), n \right> \geq -2\Delta |n - n'| - \frac{1}{2} \left| \theta(j) - \theta(i) \right| - 2\delta - \delta \\
\geq \frac{1}{2} \left| \theta(j) - \theta(i) \right| - 4\delta - 4\Delta \sqrt{2/b_{\mathcal{K}}} \sqrt{\delta}.
\]

Therefore,

\[
C^{(j)}(\check{\theta}) \cap B(0, \Delta) \subset \left\{ x \in \mathbb{R}^{d}, \left< x - \theta(i), n \right> \geq \frac{1}{2} \left| \theta(j) - \theta(i) \right| - 4\delta - 4\Delta \sqrt{2/b_{\mathcal{K}}} \sqrt{\delta} \right\}.
\]

Hence,

\[
C^{(i)}(\theta) \cap C^{(j)}(\check{\theta}) \cap B(0, \Delta) \\
\subset \left\{ x \in B(0, \Delta), \frac{1}{2} \left| \theta(j) - \theta(i) \right| - 4\delta - 4\Delta \sqrt{2/b_{\mathcal{K}}} \sqrt{\delta} \leq \left< x - \theta(i), n \right> \leq \frac{1}{2} \left| \theta(j) - \theta(i) \right| \right\}.
\]

Finally, since \( \delta_{\mathcal{K}} < 1 \), we have \( \delta \leq \sqrt{\delta} \), and this concludes the proof, by noticing that this last set is independent of \( \check{\theta} \).

\[ \square \]

**Proof.** [Proof of Lemma 3.4] For any compact set \( \mathcal{K} \subset \Theta \), there exists \( C \) such that \( \sup_{\theta \in \mathcal{K}} |H_{\theta}(u)| \leq C|u| + 1 \). Therefore, \( H_{1} \) is satisfied with \( W(u) = 1 + |u| \).

\( w \) is nonnegative and continuously differentiable on \( \Theta \); since \( \nabla w = -h \), \( H_{5}\text{-}(e) \) is satisfied.

We now prove \( H_{5}\text{-}(b) \); the proof is by contradiction. Assume that \( \mathcal{L} \) is not included in a level set of \( w \): then there exists a sequence \( \{ \theta_{q}, q \geq 1 \} \) of \( \mathcal{L} \) such that \( \lim_{q} w(\theta_{q}) = +\infty \).

Since \( \tilde{w} \) is bounded on \( (B(0, \Delta))^{N} \), then \( \lim_{q} \sum_{i \neq j} |\theta_{q}^{(i)} - \theta_{q}^{(j)}|^{-2} = +\infty \) which implies that there exist a subsequence (still denoted \( \{ \theta_{q}, q \geq 1 \} \)) and indices \( i \neq j \) such that \( \lim_{q} \theta_{q}^{(i)} - \theta_{q}^{(j)} = 0 \). Since \( \mathcal{L} \) is closed, we proved that there exists a point \( \lim_{q} \theta_{q} \) in \( \mathcal{L} \) such that \( \lim_{q} \theta_{q}^{(i)} = \lim_{q} \theta_{q}^{(j)} \). This is a contradiction since \( \mathcal{L} \subset \Theta \).

Let us prove \( H_{4} \). Let \( \mathcal{K} \subset \Theta \) be a compact set. We write

\[
|H_{\theta}(x) - H_{\check{\theta}}(x)| \leq \left| \tilde{H}_{\theta}(x) - \tilde{H}_{\check{\theta}}(x) \right| + \lambda \sum_{i=1}^{N} \sum_{j \neq i} \left( \frac{\theta(i) - \theta(j)}{|\theta(i) - \theta(j)|^{2}} - \frac{\bar{\theta}(i) - \bar{\theta}(j)}{|\bar{\theta}(i) - \bar{\theta}(j)|^{2}} \right) \cdot
\]

Since \( \mathcal{K} \) is a compact of \( \Theta \), there exists a constant \( C \) such that

\[
|H_{\theta}(x) - H_{\check{\theta}}(x)| \leq \left| \tilde{H}_{\theta}(x) - \tilde{H}_{\check{\theta}}(x) \right| + C \left| \theta - \check{\theta} \right|.
\]
For any $\theta, \tilde{\theta} \in K$ and any $x \in \mathbb{R}^d$,

$$\left| \tilde{H}_\theta(x) - \tilde{H}_\theta(x) \right|^2 / 4 = \sum_{i=1}^{N} \left[ \tilde{\theta}_i - \theta(i) \right]^2 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x)$$

$$+ \left| \theta(i) - x \right|^2 1_{\{C, \theta \cap C, \tilde{\theta}\}}(x) + \left| \hat{\theta}(i) - x \right|^2 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x).$$

Therefore, for any $x \in B(0, \Delta)$, any $\theta \in K$, and any $\tilde{\theta} \in B(0, \delta)$,

$$\left| \tilde{H}_\theta(x) - \tilde{H}_\theta(x) \right| / 2 \leq \left\{ \sum_{i=1}^{N} \left| \theta(i) - \tilde{\theta}(i) \right|^2 \right\} + \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \left| \theta(i) - x \right| 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x)$$

$$+ \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \left| \theta(i) - x \right| 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x)$$

$$\leq \delta + 2\Delta N^2 \sup_{i \neq j} 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x).$$

By Lemma 5.2, there exists $\delta_K$ such that for any $\delta \leq \delta_K$, there exist a measurable set $R_{i,j}(\theta, \delta)$ such that

$$\sup_{\tilde{\theta} \in B(0, \delta)} 1_{\{C^{(i)}(\theta) \cap C^{(i)}(\tilde{\theta})\}}(x) \leq 1_{\{R_{i,j}(\theta, \delta)\}}(x).$$

Therefore, $\left| \tilde{H}_\theta(x) - \tilde{H}_\theta(x) \right| / 2 \leq \delta + 2\Delta N^2 \sup_{i \neq j} 1_{\{R_{i,j}(\theta, \delta)\}}(x)$. Under E3, $\pi$ is bounded on $\Theta$. In addition, Lemma 5.2 shows that

$$\sup_{\delta \leq \delta_K} \frac{1}{\sqrt{\delta}} \sup_{\tilde{\theta} \in K, i \neq j} \int 1_{\{R_{i,j}(\theta, \delta)\}}(x) dx < \infty.$$ 

Then, there exists $C'$ such that for any $\delta \leq \delta_K$,

$$\sup_{\tilde{\theta} \in K} \int \pi(dx) \sup_{\{\tilde{\theta}, \theta \in K, i \neq j \}} \left| \tilde{H}_\theta(x) - \tilde{H}_\theta(x) \right| \leq C' \sqrt{\delta}.$$ 

Moreover, as $\sup_{\theta \in \Theta} \sup_{x \in B(0, \Delta)} \left| \tilde{H}_\theta(x) \right| < \infty$, for any $\delta \geq \delta_K$,

$$\sup_{\tilde{\theta} \in K} \int \pi(dx) \sup_{\{\tilde{\theta}, \theta \in \Theta, i \neq j \}} \left| \tilde{H}_\theta(x) - \tilde{H}_\theta(x) \right| \leq 2 \sup_{\Theta \times \text{supp}(\pi)} \left| \tilde{H}_\theta(x) \right| \frac{\sqrt{\delta}}{\min(1, \sqrt{\delta_K})}.$$ 

Therefore H4 is satisfied with $\alpha = 1/2$. \[ \square \]
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