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Abstract. Today, social media services and multiplatform applications such as microblogs,
forums and social networks gives people the ability to communicate, interact and generate
content which establish social and collaborative backgrounds. These services now embodies
the leading and biggest repository containing millions of Big social Data that can be useful
for many applications such as measure public sentiment, trends monitoring, reputation man-
agement and marketing campaigns. But social media data are essentially unstructured that’s
what makes it so interesting and so hard to analyze. Making sense of it and understanding
what it means will require all new technologies and techniques, including the emerging field
of big data. In addition, social media is a key model of the velocity and variety which are
main characteristics of Big Data.

In this paper, we propose a new approach to retrieve conversation on microblogging sites
that combine Big Data environment and social media analytics solutions. The goal of our
approach is to present a more informatives result and solve the information overload problem
within Big Data environment. The proposed approach has been implemented and evaluated
by comparing it with Google and Twitter Search engines and we obtained very promising
results.

Keywords: Social Media, Big Data analysis, data mining, conversation retrieval, social
networks analytics.

1 Introduction

Social media is considered as a part of the Web 2.0 movement, which gave birth to a huge
volume of data produced by users called User Generated Content (UGC). This massive explosion
of volume and data types’ diversity implies the imposition of the Big Date in our technological
landscape. Furthermore, many of the most important sources of Big Data are relatively new. The
huge amount of information from social networks, are only as old as the networks themselves; for
example Facebook was launched in 2004, Twitter in 2006. In addition, the term Big data [24]
has been mainly used in two contexts, firstly as a technological challenge when dealing with data-
intensive domains such as high energy physics, astronomy or internet search, and secondly as a
sociological problem when data about us is collected and mined by companies such as Facebook,
Google, mobile phone companies, retail chains and governments.

In the current era, social media services attract more and more users and tend to become a
solid media for simplified collaborative communication due to the ease and the speed of information
sharing especially in real time. Thus, social media services have completely changed the manner
in which people communicate and share information. They [13] give people the ability not only to
communicate, interact and collaborate with each other, reply to messages from others and create
conversations. In addition, social media such as Twitter and Facebook represents an enormous
public archive of human thought that captures the ideas, opinions and debates taking place around
the world on almost any topic at any moment in time. The analysis of those communications can be



useful in various ways such as measuring public sentiment, trend monitoring, reputation manage-
ment, marketing campaigns, customer behavior and news analysis. Additionally, the analysis of Big
social Data has become substantially to help businesses gain a better understanding of their con-
sumers by incorporating social feedback, which should improve decision-making process. Although,
according to Salesforce research, 89% of business leaders believe that Big Data will revolutionize
business operations in the same way the Internet did, and 83% have pursued Big Data projects
in order to seize a competitive edge. E| As Big Data is becoming a hot topic in many areas where
datasets are so large that they can no longer be handled effectively or even completely, it presents
an opportunity to analyze expressions and behavioral traces available on social platforms. The
question that arises is how to benefit the e-identity and user’s opinions shared on social medias.

In this paper, we propose a new approach to retrieve conversation on microblogging sites that
combine Big Data environment and social media analytics solutions. The proposed approach can
be used to extract conversation from social media in order to provide relevant results correspondig
to user’s information needs based on their interactions analysis. In particular, the novelty of our
approach is the ability to provide an informative relevant data to satisfy any information need
in a large social Big Data. The remainder of this paper is organized as follows. In section 2, we
give an overview of related work addressing the domains used in our work: Big Data analysis and
social media analytics solutions. In section 3, we present our proposed approach for conversation
retrieval, then in section 4 we discuss the obtained results. Finally, section 5 concludes this paper
and outlines our future work.

2 Related Work

Basically, our work lies at the intersection of two main domains: Big Data analysis and social
media retrieval. This section is devoted to presenting these latter.

2.1 Big Data Analysis

Currently, a strong interest towards the term Big Data is arising in the literature. Several
research works have focused on this actual research trend in this field. In this context, Sagiroglu
et al [22] presented an overview of big data’s content, scope, samples, methods, advantages and
challenges, detail Big Data its main components and discuss privacy concern. In [24], the authors
have performed analysis on Flickr, Facebook and Google+ social media sites. Based on this analysis,
they have discussed the privacy implications and also geo-tagged social media; an emerging trend
in social media sites. The proposed concept in this paper helps users to get informed about the
data relevant to them in such large social Big Data. In [9], open problems and actual research
trends are highlighted with the aim of providing an overview of state of the art research issues and
achievements in the eld of analytics over Big Data, and extend the discussion to analytics over big
multidimensional data. This work presented several novel research directions a rising in this field,
which plays a leading role in next-generation Data analysis.

According to [21], the expressions and behavioral traces from large numbers of individuals or
groups on social platforms constitute Big Data. The authors proposed to analyze this data as an
opportunity to provide valuable insights into the arrays of meaning and practice that emerge and
manifest social platforms users online.

In [4], authors presented the problem of misleading claims to objectivity and accuracy for Big
Data. They supposed that in the case of social media data, there is a 'data cleaning’ process:
making decisions about what attributes and variables will be counted, and which will be ignored.
They described this process as inherently subjective. In addition to this question, there is the
issue of data errors. Authors considered the large data sets from Internet sources as unreliable,
prone to outages and losses, and these errors and gaps are magnified when multiple data sets are

3 http://www.forbes.com/sites/louiscolumbus/2015/05/25 /roundup-of-analytics-big-data-business-
intelligence-forecasts-and-market-estimates-2015/



used together. For this purpose, [3] explains that as a large mass of raw information, Big Data is
not self-explanatory. The authors wonder if the data can represent an ’objective truth’ or is any
interpretation necessarily biased by some subjective filter or the way that data is 'cleaned?’

2.2 Social Media Retrieval and Analysis

Extracting information from Social media Sites is one of the critical problems which have
already been addressed over the past years due to its theoretical and practical signifiance. Social
media have become a digital place where users can discuss public issues, share critical information
during natural disasters and it will be possible to comment TV shows they are following. Users
examine social media sites for answers, timely information (e.g., news, events), people information
and topical information [I0J26]. However, search functionality provided by those sites is limited to
keyword based retrieval to return the most recent posts. However, users are able neither to explore
the results nor retrieve more relevant information based on the content [I], and may get lost or
become frustrated by the information overload [2].

Recently, various researches have focused on these phenomena with a closer perspective [BII8/20].
In [19] the authors proposed a user-based tree model for retrieving conversations from microblogs.
They only considered tweets that directly respond to other tweets by using the "@username” as a
marker of addressivity. The advantage of this method is having a coherent conversation based on the
direct links between users. The downside of this method is the fact of neglecting the tweet that does
not contain the ”@sign”. Nevertheless, we can have tweets that are related to the conversation even
though they are not directly linked with other tweets. In []], the authors proposed a method to build
conversation graphs. The authors focused on the particular case of a conversation formed by users
replying to tweets. In this case, a tweet can only reply to one other tweet and a retweet are ignored,
but users can get involved in conversations with other by commenting, liking and sharing other
user’s posts. Other related works concentrated on different aspects of microblogging conversations
are [12I25], the deal respectively with the tagging of conversations and the identification of topics.
Kumar et al [I5], in their work has proposed a simple mathematical model that produces basic
conversation structures taking into account the identities of each member of the conversation.

Besides, some recent studies aimed to identify how information flow depends on the structural
properties of user interactions [GJI6]. Moreover, modeling the interaction among users plays a
crucial role in order to understand how the information is disseminated in the network [27I11]
and how to maximize its spread [I4J7]. In [16], the authors proposed the first large scale analysis
of both topological and temporal structures of retweets in order to catch users’ popularity of,
trending topics and temporal patterns describing the propagation of information in the network.
The temporal dimension of the information spread plays an important role in characterizing users’
retweets and identifying influential as well [I7/28]. Eventually, we have to mention that in dynamic
interactions, social cascades have also been used to reveal that, different from static properties, the
user’s geographic locality is a key factor to characterize the way how the information circulates in
the network [23].

In summary, retrieving information from social media sites represented always a challenge given
its volume, inconsistent writing and noise. Most existing systems focus on term-based approach,
but retrieving the relevant information is often neglected, leading to less satisfactory results while
searching information.

3 Conversations Extraction Approach on Big Twitter Data

In recent years, conversations generated by Big Data environments (Twitter, Facebook, blogs,
etc.) have flooded the web. Big Social Data have transformed the scale of exploratory analysis on
the web and offered new means of performing tasks that were not feasible before. This highlighted
how Big Data research has become central to this growth of knowledge. Conversations have become
an essential feature of contents generated by most social media platforms. Particularly, on Twitter,
many users post tweets freely in order to express what they are thinking about any event, topic,



followed by some comments, retweet or favorite. People uses conversations to express their interests,
feelings, and experiences about virtually any topic. Thus, the users’ interactions essentially reflect
the importance of different topics and can be used to improve the conversation retrieval task quality.

In this paper, we explore the Big Data environment to propose an information retrieval approach
for microblogging sites. Particularly, we focused on Twitter based conversation retrieval task (figure
1). Our approach combines direct and indirect conversation aspects in order to extract extensive
posts beyond conventional conversation. In addition, we defined a conversation as a set of short text
messages posted by a user at specific timestamp on the same topic. These messages can be directly
replied to other users by using ”@username” or indirectly by liking, retweeting, commenting and
other possible interactions.

For this purpose, we opted for a Big Data solution. Due to the huge amount of data, structure
diversity and specially the task complexity, a Big Data solution can provide best performance
and efficiency. Thus, MapReduce is presented as one of the most efficient Big Data solutions. The
MapReduce programming model has been successfully used for many different purposes. Hence, the
remedy of the user defined function, which is one of the main strength feature of the MapReduce
model. While conducting our exploratory detection and analysis of the tweeter’s conversation,
we came across large conversations’ features. Our approach is bases on the direct and indirect
conversations and consist in 2 steps:

— Step 1: Constructing the direct reply tree using all tweets in reply directly to other tweets.

— Step 2: Detecting the relevant tweets related indirectly to a same reply tree which might be
retweets, comments or other possible interactions in order to extract extensive posts beyond
conventional conversation.
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Fig. 1. Exploring Big Data environment for Twitter conversations extraction approach



3.1 Twitter Conversations Construction Using MapReduce

In this phase, we aim to collect all tweets in reply directly to other tweets. Obviously, a reply
to a user will always begin with ”@username”. Our goal in this step is to create reply tree. The
reply tree construction process consists of two algorithms: recursive root finder and iterative search
algorithm.

For this purpose, we implement the two MapReduce phases: The map phase is implemented
with a recursive algorithm to find TO the root (first tweet published) of the conversation and HO
the hashtag used in the selected conversation. Thus, while the type of a given tweet is a reply or
a retweet, the recursive algorithm boots until identifying the root. The iterative algorithm runs in
parallel to seek the reminder of the conversation and extracting the used hashtag. The established
conversations and the used hashtags, will be the input of the reduce phase of the MapReduce
process. The goal of this phase is to classify conversations based on identical hashtags, using a
grouping conversations algorithm.

3.2 Indirect Reply Structure Using Conversational Features

To the best of our knowledge, there has not been previous work on the structure of reply-based
on indirectly conversation. In this step, we also used the MapReduce model to enrich conversations
established during the first step. The goal of this step is to extract tweets that may be relevant to
the conversation without the use of the @symbol. The conversations classification based on hashtags
will facilitate the selection of the candidate tweets for each conversations cluster. Therefore, we
define new features that may help to detect tweets related indirectly to a same conversation. The
features are used during the MapReduce process. The Map phase is designed to calculate a score
for each tweet relative to each conversation. The conversations are the output of the first step of
our proposed approach. The features we used are:

— URLs-based selection:

Twitter allows users to include URLs as supplement information to their tweets. URLs that
are contained in tweets can be considered as indicators for news related tweets. By sharing an
URLs, an author would enrichment the information published in his tweet. In particular, if a tweet
contains a URL that points to an external news resource, there is a very high possibility that this
tweet is closely related to the linked resource. This feature is applied to collect tweets that share
the same URL.

— Hashtag-based selection:

The # symbol, called hashtag, is used to mark a topic in a tweet or to follow conversation.
Hashtag is meant to be identifier for conversations that rotate around the same topic. By including
hashtag in a message(tweet), users indicate to which conversations their message is related to. We
used this feature to collect tweets that share the same hashtags.

— Time Difference and Publication dates:

The time difference is highly important feature for detecting tweets linked indirectly to the
conversation. We use the time attribute to efficiently remove tweets having a large distance in
terms of time compared to conversation root. Date attribute are highly important for detecting
conversations. Users tend to post tweets about conversational topic within a short time period.
The euclidean distance has been used to calculate how similar two posts publication dates are.

— Content-based Similarity:

The criterion content refers to the thematic relevance traditionally calculated by IR systems
standards. We compute the textual similarity between each element in t;, t; taking the maximum
value as the similarity measure between two messages. The similarity between two elements is
calculated using the well-known tf-idf cosine similarity, sim(t;, t;).



After calculating the tweets’ scores, a tweet sort relative to each conversation will be established
during the reduce phase. Then, for each conversation, we suggest to select the five ranked tweet.
The final output will be a conversation set, with an identified root for each one, and enriched by
five extra tweets.

4 Experimentations and Results

The following experiment has been designed to gather some knowledge on the impact of our
results on end-users. For this experiment, we have selected three events and queried our dataset
using Google, Twitter search engine and our approach. Then, we have asked a set of assessors to
rate the top-10 results of every search task, to compare these approaches.

4.1 Evaluation Metrics

In order to measure the results quality, we use the Normalized Discounted Cumulative Gain
(NDCG) at 10 for all the judged events. In addition, we used a second metric which is the Precision
at top 10. In the following, we first describe the experimental setting, then we present the results
and we provide an interpretation of the data.

4.2 Experimental Settings

The dataset has been obtained by monitoring microblogging system Twitter posts over the
period of March-May 2015. In particular, we used a sample of about 313 000 posts consisted of
1TB of data containing trending topic keywords using Twitter’s streaming API. Trending topics
(the most famous topic on twitter) have been determined directly by Twitter, and we have selected
the most frequent ones during the monitoring period. To evaluate our search tasks’ results, we have
used a set of 100 assessors with three relevance levels, namely highly relevant (value equal to 2),
relevant (value equal to 1) or irrelevant (value equal to 0). Every user was informed of three events
happened during the sampling period. For each event we performed three searches using:

1. Google.
2. Twitter Search.
3. Our approach.

The evaluators were not aware from which system the results were retrieved. Every user for
each search task was presented with three conversations selections, one for each of the previous
options with the corresponding top-10 results.

4.3 Results Interpretation

We compare our conversation retrieval approach with the results returned by Google and by
Twitter search engine using two metrics namely the P@10 and the NDCG@10. From this compar-
ison, we obtained the values presented in figure 2 and figure 3 where we notice that our approach
overcomes the results given by both of Google and Twitter.

The reason of these promising values is the fact that we combine a set of social conversational
features and big data environment characteristics to retrieve conversation may have a significant
impact on the users’ evaluation. Focusing on the three messages selections, we observe that all
conversations obtained with our approach receive higher scores with compared to Google and
Twitter’s selection. According to the free comments of some users and following the analysis of
the posts in the three selections we can see that Google and twitter received lower scores not
because they contained posts judged as less interesting, but because some posts were considered
not relevant with regard to the searched topic.
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Concentration on the three messages selections we observe that all conversations selections
obtained with twitter search has higher scores with respect to Google’s selection. These results lead
us toward a more general interpretation of the collected data. It appears that the social metrics
usage have a significant impact on the users’ degree interest in the retrieved posts. In addition,
the retrieving conversations process from Social Network differs from traditional Web information
retrieval; it involves human communication aspects, like the degree interest in the conversation
explicitly or implicitly expressed by the interacting people.
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Fig. 3. NDCG Average scores of human evaluation for each approach.

5 Conclusion

Only Big Data applications can enable users to manage social conversations. In addition, Big
Data is usually associated to having volume, velocity, variety, variability and complexity which are
also features of Social Media Analytics. That is why social media should be explored to make sense
of what all the available data means to satisfy users’ information needs.

This work proposed a new approach to retrieve conversation on microblogging sites that com-
bine Big Data environment and social media analytics solutions. Our experimental results have
highlighted many interesting points. First, combining social media features and the concept of
direct conversation on Big data environment improves the relevance and informativeness of infor-
mation search task and also provides results that are considered more satisfaction with respect to



a traditional information retrieval approach. Future work will further research the conversational
aspects by including human communication aspects, like the degree of interest in the conversation
and their influence/popularity by gathering data from multiple sources from Social Networks.
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