Tube estimates for diffusions under a local strong Hörmander condition
Vlad Bally, Lucia Caramellino, Paolo Pigato

To cite this version:
Vlad Bally, Lucia Caramellino, Paolo Pigato. Tube estimates for diffusions under a local strong Hörmander condition. Annales de l’Institut Henri Poincaré (B) Probabilités et Statistiques, 2019, 55 (4), pp.2320–2369. 10.1214/18-AIHP950 . hal-01413546

HAL Id: hal-01413546
https://hal.science/hal-01413546
Submitted on 9 Dec 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Diffusions under a local strong Hörmander condition.
Part I: density estimates
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Abstract
We study lower and upper bounds for the density of a diffusion process in $\mathbb{R}^n$ in a small (but not asymptotic) time, say $\delta$. We assume that the diffusion coefficients $\sigma_1, \ldots, \sigma_d$ may degenerate at the starting time $0$ and point $x_0$ but they satisfy a strong Hörmander condition involving the first order Lie brackets. The density estimates are written in terms of a norm which accounts for the non-isotropic structure of the problem: in a small time $\delta$, the diffusion process propagates with speed $\sqrt{\delta}$ in the direction of the diffusion vector fields $\sigma_j$ and with speed $\delta = \sqrt{\delta} \times \sqrt{\delta}$ in the direction of $[\sigma_i, \sigma_j]$. In the second part of this paper, such estimates will be used in order to study lower and upper bounds for the probability that the diffusion process remains in a tube around a skeleton path up to a fixed time.
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1 Introduction

In this paper we study bounds for the density of a diffusion process at a small time under a local strong Hörmander condition. To be more precise, let $X$ denote the process in $\mathbb{R}^n$ solution to

$$dX_t = \sum_{j=1}^{d} \sigma_j(t, X_t) \circ dW_t^j + b(t, X_t) dt, \quad X_0 = x_0. \quad (1.1)$$

where $W = (W^1, \ldots, W^d)$ is a standard Brownian motion and $\circ dW_t^j$ denotes the Stratonovich integral. We assume nice differentiability and boundedness or sublinearity properties for the diffusion coefficients $b$ and $\sigma_j$, $j = 1, \ldots, d$, and we consider a degenerate case:

$$\dim \sigma(0, x_0) = \dim \text{Span}\{\sigma_1(0, x_0), \ldots, \sigma_d(0, x_0)\} < n, \quad (1.2)$$

$\dim S$ denoting the dimension of the vector space $S$. Our aim is to study lower and upper bounds for the density of the solution to (1.1) at a small (but not asymptotic) time, say $\delta$, under the following local strong Hörmander condition:

$$\text{Span}\{\sigma_i(0, x_0), [\sigma_p, \sigma_j](0, x_0), \ i, p, j = 1, \ldots, d\} = \mathbb{R}^n \quad (1.3)$$

in which $[\cdot, \cdot]$ denotes the standard Lie bracket vector field. Notice that we ask for a Hörmander condition at time 0. Our estimates are written in terms of a norm which reflects the non-isotropic structure of the problem: roughly speaking, in a small time interval of length $\delta$, the diffusion process moves with speed $\sqrt{\delta}$ in the direction of the diffusion vector fields $\sigma_j$ and with speed $\delta = \sqrt{\delta} \times \sqrt{\bar{\delta}}$ in the direction of $[\sigma_i, \sigma_j]$. In order to catch this behavior we introduce the following norms. Let $A_{\delta}(0, x_0)$ denote the $n \times d^2$ matrix

$$A_{\delta}(0, x_0) = [A_{1,\delta}(0, x_0), \ldots, A_{d^2,\delta}(0, x_0)]$$

where the general column $A_{l,\delta}(0, x_0)$, $l = 1, \ldots, d^2$, is defined as follows:

- for $l = (p-1)d + i$ with $p, i \in \{1, \ldots, d\}$ and $p \neq i$ then
  $$A_{l,\delta}(0, x_0) = [\sqrt{\delta} \sigma_i, \sqrt{\delta} \sigma_p](0, x_0) = \delta[\sigma_i, \sigma_p](0, x_0);$$

- for $l = (p-1)d + i$ with $p, i \in \{1, \ldots, d\}$ and $p = i$ then
  $$A_{l,\delta}(0, x_0) = \sqrt{\bar{\delta}} \sigma_i(0, x_0).$$
Under (1.3), the rank of $A_\delta(0,x_0)$ is equal to $n$, hence the following norm is well defined:

$$|\xi|_{A_\delta(0,x_0)} = \langle (A_\delta(0,x_0)A_\delta(0,x_0)^T)^{-1}\xi, \xi \rangle^{1/2}, \quad \xi \in \mathbb{R}^n,$$

where the superscript $T$ denotes the transpose and $\langle \cdot, \cdot \rangle$ stands for the standard scalar product.

We prove in [3] that the metric given by this norm is locally equivalent with the control distance $d_c$ (the Carathéodory distance) which is usually used in this framework. We denote by $p_\delta(x_0,\cdot)$ the density of the solution to (1.1) at time $\delta$. Under (1.3) and assuming suitable hypotheses on the boundedness and sublinearity of the coefficients $b$ and $\sigma_j$, $j = 1, \ldots, d$ (see Assumption 2.1 for details), we prove the following result (recall $\dim \sigma(0,x_0)$ given in (1.2)):

**[LOWER BOUND]** there exist positive constants $r, \delta_*, C$ such that for every $\delta \leq \delta_*$ and for every $y$ with $|y - x_0 - b(0,x_0)\delta|_{A_\delta(0,x_0)} \leq r$ one has

$$p_\delta(x_0,y) \geq \frac{1}{C\delta^{n-\dim \sigma(0,x_0)}}.$$

**[UPPER BOUND]** for any $p > 1$, there exists a positive constant $C$ such that for every $\delta \leq 1$ and for every $y \in \mathbb{R}^n$ one has

$$p_\delta(x_0,y) \leq \frac{1}{\delta^n \cdot \frac{\dim \sigma(0,x_0)}{2} 1 + |y - x_0|_{A_\delta(0,x_0)}^p}.$$

This is stated in Theorem 2.2.1 where an exponential upper bound is achieved as well, provided that stronger boundedness assumptions on the diffusion coefficients hold (see Assumption 2.3).

In the context of a degenerate diffusion coefficient which fulfills a strong Hörmander condition, the main result in this direction is due to Kusuoka and Stroock. In the celebrated paper [12], they prove the following two-sided Gaussian bounds: there exists a constant $M \geq 1$ such that

$$\frac{1}{M|B_{d_c}(x_0,\delta^{1/2})|} \exp \left(-\frac{Md_c(x_0,y)^2}{\delta}\right) \leq p_\delta(x_0,y) \leq \frac{M}{|B_{d_c}(x_0,\delta^{1/2})|} \exp \left(-\frac{d_c(x_0,y)^2}{M\delta}\right)$$

(1.4)

where $\delta \in (0,1]$, $x_0, y \in \mathbb{R}^n$, $B_{d_c}(x,r) = \{y \in \mathbb{R}^n : d_c(x,y) < r\}$, $d_c$ denoting the control (Carathéodory) distance, and $|B_{d_c}(x,r)|$ stands for the Lebesgue measure of $B_{d_c}(x,r)$. It is worth to be said that (1.4) holds under special hypotheses: in [12] it is assumed that the coefficients do not depend on the time variable and that $b(x) = \sum_{j=1}^d \alpha_j \sigma_j(x)$, with $\alpha_i \in C^\infty_0(\mathbb{R}^n)$ (i.e. the drift is generated by the vector fields of the diffusive part, which is a quite restrictive hypothesis). Other celebrated estimates for the heat kernel under strong Hörmander condition are provided in [11, 15]. The subject has also been widely studied by analytical methods - see for example [10] and [17]. We stress that these are asymptotic results, whereas we prove estimates for a finite, positive and fixed time. In [15, 8], non-isotropic norms similar to $|\cdot|_{A_\delta(0,x_0)}$ are used to provide density estimates for SDEs under Hörmander conditions of weak type. We also refer to [7], which considers the existence of the density for SDEs with time dependent coefficients, under very weak regularity assumption.
The paper \[3\] will follow the present work, considering related results from a “control” point of view, discussing in particular short-time estimates and the connection with the control-Caratheodory distance. Tube estimates are estimates on the probability that an Itô process remains around a deterministic path up to a given time. These will be obtained from a concatenation of the short-time density estimates presented here. Then we will consider, as in \[12\], \(b(t, x) = b(x)\) and \(\sigma(t, x) = \sigma(x)\). Defining the semi distance \(d\) via: \(d(x, y) < \sqrt{\delta}\) if and only if \(|x - y|/\lambda_k(x) < 1\), we will prove in \[3\] the local equivalence of \(d\) and \(d_c\). This will give a rewriting of the upper/lower estimates of the density in terms of the control distance as well.

The paper is organized as follows. In Section 2 we set-up the framework and give the precise statement of our main result (Theorem 2.4). The proof is split in two sections: Section 3 which is devoted to the lower bound, and Section 4 in which we deal with the upper bound.

The main tool we are going to use is given by the estimates of local densities which have been developed in [2]. These need to use techniques from Malliavin calculus, so we briefly report in Appendix D all these arguments. But in order to set-up our program we also require some other facts, which have been collected in other appendices. First, we use a key decomposition of the solution \(X_\delta\) to (1.1) at a small (but not asymptotic) time \(\delta\) (see Section 3.1), and we postpone the proof in Appendix A. This decomposition allows us to work with a random variable whose law, conditional to a suitable \(\sigma\)-algebra, is Gaussian, and in Appendix B we study some useful support properties that are applied to our case. Moreover, since the key-decomposition brings to handle a perturbed Gaussian random variable, in Appendix C we prove density estimates via local inversion for such kind of random variables.

## 2 Notations and main results

We need to recall some notations. For \(f, g : \mathbb{R}^+ \times \mathbb{R}^n \to \mathbb{R}^n\) we define the directional derivative (w.r.t. the space variable \(x\)) \(\partial_x f(t, x) = \sum_{i=1}^n g_i(t, x) \partial_{x_i} f(t, x)\), and we recall that the Lie bracket (again w.r.t. the space variable) is defined as \([g, f](t, x) = \partial_x f(t, x) - \partial_y g(t, x)\). Let \(M \in \mathcal{M}_{n \times n}\) be a matrix with full row rank. We write \(M^T\) for the transposed matrix, and \(M M^T\) is invertible. We denote by \(\lambda_\alpha(M)\) (respectively \(\lambda^*(M)\)) the smallest (respectively the largest) singular value of \(M\). We recall that singular values are the square roots of the eigenvalues of \(M M^T\), and that, when \(M\) is symmetric, singular values coincide with the absolute values of the eigenvalues of \(M\). In particular, when \(M\) is a covariance matrix, \(\lambda_\alpha(M)\) and \(\lambda^*(M)\) are the smallest and the largest eigenvalues of \(M\).

We consider the following norm on \(\mathbb{R}^n\):

\[
|y|_M = \sqrt{(M M^T)^{-1} y, y}. \tag{2.1}
\]

Hereafter, \(\alpha = (\alpha_1, \ldots, \alpha_k) \in \{1, \ldots, n\}^k\) represents a multi-index with length \(|\alpha| = k\) and \(\partial^\alpha_x = \partial_{x_{\alpha_1}} \cdots \partial_{x_{\alpha_k}}\). We allow the case \(k = 0\), giving \(\alpha = \emptyset\), and \(\partial^\emptyset_x f = f\). Finally, for given vectors \(v_1, \ldots, v_n \in \mathbb{R}^m\), we define \((v_1, \ldots, v_n) \subset \mathbb{R}^m\) the vector space spanned by \(v_1, \ldots, v_n\).

Let \(X\) denote the process in \(\mathbb{R}^n\) already introduced in (1.1), that is

\[
dX_t = \sum_{j=1}^d \sigma_j(t, X_t) \circ dW^j_t + b(t, X_t) dt, \quad X_0 = x_0, \tag{2.2}
\]
W being a standard Brownian motion in \( \mathbb{R}^d \). We suppose the diffusion coefficients fulfill the following requests:

**Assumption 2.1.** There exists a constant \( \kappa > 0 \) such that, \( \forall t \in [0, 1], \forall x \in \mathbb{R}^n \):

\[
\sum_{j=1}^{d} |\sigma_j(t, x)| + |b(t, x)| + \sum_{j=1}^{d} \sum_{0 \leq |\alpha| \leq 2} |\partial^{\alpha}_x \sigma_j(t, x)| \leq \kappa (1 + |x|)
\]

\[
\sum_{j=1}^{d} \sum_{1 \leq |\alpha| \leq 4} |\partial^{\alpha}_x \sigma_j(t, x)| + \sum_{1 \leq |\alpha| \leq 3} |\partial^{\alpha}_x b(t, x)| \leq \kappa
\]

Remark that Assumption 2.1 ensures the strong existence and uniqueness of the solution to (2.2). We do not assume here ellipticity but a non degeneracy of Hörmander type. In order to do this, we need to introduce the \( n \times d^2 \) matrix \( A(t, x) \) defined as follows. We set \( m = d^2 \) and define the function

\[
l(i, p) = (p - 1)d + i \in \{1, \ldots, m\}, \quad p, i \in \{1, \ldots, d\}.
\]

(2.3)

Notice that \( l(i, p) \) is invertible. For \( l = 1, \ldots, m \), we set the (column) vector field \( A_l(t, x) \) in \( \mathbb{R}^n \) as follows:

\[
A_l(t, x) = [\sigma_i, \sigma_p](t, x) \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i \neq p,
\]

\[
= \sigma_i(t, x) \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i = p
\]

(2.4)

and we set \( A(t, x) \) to be the \( n \times m \) matrix whose columns are given by \( A_1(t, x), \ldots, A_m(t, x) \):

\[
A(t, x) = [A_1(t, x), \ldots, A_m(t, x)].
\]

(2.5)

\( A(t, x) \) can be interpreted as a directional matrix. We denote by \( \lambda(t, x) \) the smallest singular value of \( A(t, x) \), i.e.

\[
\lambda(t, x)^2 = \lambda_* (A(t, x))^2 = \inf_{|\xi| = 1} \sum_{i=1}^{m} \langle A_i(t, x), \xi \rangle^2.
\]

(2.6)

In this paper, we assume the following non degeneracy condition. We write it in a “time dependent way” because this is useful in [3], which represents the second part of the present article. In fact, we use here just \( A(0, x_0) \) and \( \lambda(0, x_0) \), whereas in [3] we consider \( A(t, x_t) \) and \( \lambda(t, x_t) \), \( x_t \) denoting a skeleton path.

**Assumption 2.2.** Let \( x_0 \) denote the starting point of the diffusion \( X \) solving (2.2). We suppose that

\[
\lambda(0, x_0) > 0.
\]

Notice that Assumption 2.2 is actually equivalent to require that the first order Hörmander condition holds in the starting point \( x_0 \), i.e. the vector fields \( \sigma_i(0, x_0), [\sigma_j, \sigma_p](0, x_0) \), as \( i, j, p = 1, \ldots, d \), span the whole \( \mathbb{R}^n \).

We define now the \( m \times m \) diagonal scaling matrix \( D_\delta \) as

\[
(D_\delta)_{l,l} = \delta \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i \neq p,
\]

\[
= \sqrt{\delta} \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i = p
\]
and the scaled directional matrix

\[ A_\delta(t, x) = A(t, x) D_\delta. \]  

(2.7)

Notice that the \( l \)th column of the matrix \( A_\delta(t, x) \) is given by \( \sqrt{\delta} \sigma_i(t, x) \) if \( l = l(i, p) \) with \( i = p \) and by \( \delta [\sigma_i, \sigma_p](t, x) = \sqrt{\delta} \sigma_i, \sqrt{\delta} \sigma_p](t, x) \) if \( i \neq p \). Therefore, \( A_\delta(t, x) \) is the matrix given in (2.5) when the original diffusion coefficients \( \sigma_j(t, x), j = 1, \ldots, d \), are replaced by \( \sqrt{\delta} \sigma_j(t, x) \).

This matrix and the associated norm \( | \cdot |_{A_\delta(0, x_0)} \) are the tools that allow us to account of the different speeds of propagation of the diffusion: \( \sqrt{\delta} \) (diffusive scaling) in the direction of \( \sigma \) and \( \delta \) in the direction of the first order Lie Brackets. In particular, straightforward computations easily give that

\[ \frac{1}{\sqrt{\delta} \lambda^*(A(t, x))} |y| \leq |y|_{A_\delta(t, x)} \leq \frac{1}{\delta \lambda_*(A(t, x))} |y|. \]  

(2.8)

We also consider the following assumption, as a stronger version of Assumption 2.1 (morally we ask for boundedness instead of sublinearity of the coefficients, in the spirit of Kusuoka-Stroock estimates in [12]).

**Assumption 2.3.** There exists a constant \( \kappa > 0 \) such that for every \( t \in [0, 1] \) and \( x \in \mathbb{R}^n \) one has

\[ \sum_{0 \leq |\alpha| \leq 4} \left[ \sum_{j=1}^d |\partial_x^\alpha \sigma_j(t, x)| + |\partial_x^\alpha b(t, x)| + |\partial_x^\alpha \partial_t \sigma_j(t, x)| \right] \leq \kappa. \]

The aim of this paper is to prove the following result:

**Theorem 2.4.** Let Assumption 2.1 and 2.2 hold. Let \( p_{X_t} \) denote the density of \( X_t, t > 0 \), with the starting condition \( X_0 = x_0 \). Then the following holds.

1. There exist positive constants \( r, \delta, C \) such that for every \( \delta \leq \delta_* \) and for every \( y \) such that \( |y - x_0| \leq r \),

\[ \frac{1}{C \delta^{n - \frac{\dim_{\sigma}(0, x_0)}}} \leq p_{X_\delta}(y). \]

2. For any \( p > 1 \), there exists a positive constant \( C \) such that for every \( \delta \leq 1 \) and for every \( y \in \mathbb{R}^n \)

\[ p_{X_\delta}(y) \leq \frac{1}{\delta^{n - \frac{\dim_{\sigma}(0, x_0)}}} \left( 1 + |y - x_0|^p \right). \]

3. If also Assumption \( 2.3 \) holds (boundedness of coefficients) there exists a constant \( C \) such that for every \( \delta \leq 1 \) and for every \( y \in \mathbb{R}^n \)

\[ p_{X_\delta}(y) \leq \frac{C}{\delta^{n - \frac{\dim_{\sigma}(0, x_0)}}} \exp \left( - \frac{1}{C} |y - x_0|_{A_\delta(0, x_0)} \right). \]

Here \( \dim_{\sigma}(0, x_0) \) denotes the dimension of the vector space spanned by \( \sigma_1(0, x_0), \ldots, \sigma_d(0, x_0) \).
Remark 2.5. It might appear contradictory that the lower estimate (1) in Theorem 2.4 is centered in \( x_0 + \delta b(x_0) \), whereas the upper estimates are centered in \( x_0 \). In fact, this is important only for the lower bound, the upper bounds (2) and (3) holding true either if we write \( |y - x_0 - \delta b(x_0)|_{A_{i}(0,x_0)} \) or \( |y - x_0|_{A_{i}(0,x_0)} \) (see next Remark 4.8).

Remark 2.6. As already mentioned, the two sided bound (1.4) by Kusuoka and Stroock [12] is proved under a strong Hörmander condition of any order, but the drift coefficient must be generated by the vector fields of the diffusive part, and the diffusion coefficients \( b \) and \( \sigma_j, j = 1, \ldots, d \), must not depend on time. Here, on the contrary, we allow for a general drift and time dependence in the coefficients, but we consider only first order Lie Brackets. Moreover, in assumption 2.4 we also relax the hypothesis of bounded coefficients. Anyways, the two estimates are strictly related, since our matrix norm is locally equivalent to the Carathéodory distance – this is proved [3] (see Section 4 therein).

Remark 2.7. Our main application is developed in [3], which is the second part of this paper and concerns tube estimates. To this aim, we are mostly interested in the diagonal estimates, that is, around \( x_0 + \delta b(0,x_0) \). In particular, what we need is the precise exponent \( n - \text{dim}(\sigma(0,x_0))/2 \), which accounts for the time-scale of the heat kernel when \( \delta \) goes to zero. However, our results are not asymptotic, but hold uniformly for \( \delta \) small enough. This is crucial for our application to tube estimates, and this is also a main difference with the estimates in [4].

Remark 2.8. The upper bounds in (2) and (3) of Theorem 2.4 give also the tail estimates, which are exponential if we assume the boundedness of the coefficients, polynomial otherwise.

The proof of Theorem 2.4 is long, also different according to the lower or upper estimate, and we proceed by organizing two sections where such results will be separately proved. So, the lower estimate will be discussed in Section 3 and proved in Theorem 3.7 whereas Section 4 and Theorem 4.6 will be devoted to the upper estimate.

3 Lower bound

We study here the lower bound for the density of \( X_\delta \).

3.1 The key-decomposition

We start with the decomposition of the process that will allow us to produce the lower bound in short (but not asymptotic) time. We first use a development in stochastic Taylor series of order two of the diffusion process \( X \) defined through (2.2). This gives

\[
X_t = x_0 + Z_t + b(0, x_0)t + R_t
\]

where

\[
Z_t = \sum_{i=1}^{d} a_i W_t^i + \sum_{i,j=1}^{d} a_{i,j} \int_0^t W_s^i \circ dW_s^j
\]

with \( a_i = \sigma_i(0, x_0), a_{i,j} = \partial_{x_i} \sigma_j(0, x_0) \)
and
\[
R_t = \sum_{j,i=1}^{d} \int_0^t \int_0^s \left( \partial_{\alpha_j} \sigma_j(u, X_u) - \partial_{\alpha_j} \sigma_j(0, x_0) \right) \circ dW^i_u \circ dW^j_s
\]
\[+ \sum_{i=1}^{d} \int_0^t \int_0^s \partial_{\alpha_i} (u, X_u) du \circ dW^i_s + \sum_{i=1}^{d} \int_0^t \int_0^s \partial_{\alpha_i} \sigma_j(u, X_u) du \circ dW^i_s.
\]
\[+ \sum_{i=1}^{d} \int_0^t \int_0^s \partial_{\alpha_i} b(u, X_u) \circ dW^i_u ds + \int_0^t \int_0^s \partial_{\alpha_i} b(u, X_u) dus.
\]

Since \( R_t = O(t^{3/2}) \), we expect the behavior of \( X_t \) and \( Z_t \) to be somehow close for small values of \( t \). Our first goal is to give a decomposition for \( Z_t \) in (3.2). We start introducing some notation. We fix \( \delta > 0 \) and set
\[
s_k(\delta) = \frac{k}{d}, \quad k = 1, \ldots, d.
\]

We now consider the following random variables: for \( i, k = 1, \ldots, d \),
\[
\Delta_k^i(\delta, W) = W^i_{s_k(\delta)} - W^i_{s_{k-1}(\delta)}, \quad \Delta_k^{ij}(\delta, W) = \int_{s_{k-1}(\delta)}^{s_k(\delta)} (W^i_s - W^i_{s_{k-1}(\delta)}) \circ dW^j_s.
\]

Notice that \( \Delta_k^{ij}(\delta, W) \) is the Stratonovich integral, but for \( i \neq j \) it coincides with the Itô integral. When no confusion is possible we use the short notation \( s_k = s_k(\delta), \Delta_k^i = \Delta_k^i(\delta, W), \Delta_k^{ij} = \Delta_k^{ij}(\delta, W) \). We also denote the random vector \( \Delta(\delta, W) \) in \( \mathbb{R}^m \)
\[
\Delta_l(\delta, W) = \Delta_{lp}^i(\delta, W) \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i \neq p,
\]
\[
= \Delta_{lp}^p(\delta, W) \quad \text{if} \quad l = l(i, p) \quad \text{with} \quad i = p.
\]

(3.5)

(3.6)

Moreover, with \( \sum_{l>p}^d = \sum_{p=1}^d \sum_{l=p+1}^d \), we define
\[
V(\delta, W) = \sum_{p=1}^d \left[ \sum_{i \neq p} \sum_{i \neq j, i \neq p, j \neq p} a_{i,j} \Delta_{lp}^i \Delta_{lp}^j + \sum_{l=p+1}^d \sum_{i \neq p} \sum_{j \neq p} a_{i,j} \Delta_{lp}^i \Delta_{lp}^j + \frac{1}{2} \sum_{i \neq p} a_{i,i} |\Delta_{lp}^i|^2 \right];
\]
\[
v_p(\delta, W) = \sum_{l>p} \sum_{j \neq l} a_{p,j} \Delta_{lp}^j + \sum_{l>p} \sum_{j \neq l} a_{p,j} \Delta_{lp}^j + \sum_{j \neq p} a_{p,j} \Delta_{lp}^j, \quad p = 1, \ldots, d;
\]
\[
\eta_p(\delta, W) = \frac{1}{2} a_{p,p} |\Delta_{lp}^p|^2 + \sum_{l>p} a_{p,l} \Delta_{lp}^l \Delta_{lp}^p + \Delta_{lp}^p v_p(\delta, W), \quad p = 1, \ldots, d.
\]

We have the following decomposition:

**Lemma 3.1.** Let \( \Delta(\delta, W) \) and \( A(0, x_0) \) be given in (3.3) and (2.24) respectively. One has
\[
Z_\delta = V(\delta, W) + A(0, x_0) \Delta(\delta, W) + \eta(\delta, W),
\]
where \( V(\delta, W) \) is given in (3.6) and \( \eta(\delta, W) = \sum_{p=1}^d \eta_p(\delta, W), \eta_p(\delta, W) \) being given in (3.6).

The proof of Lemma 3.1 is quite long, so it is postponed to Appendix A.
Remark 3.2. The reason of this decomposition is the following. We split the time interval $(0, \delta)$ in $d$ sub intervals of length $\delta/d$. We also split the Brownian motion in corresponding increments: $(W^s_s - W^p_{s_p})_{s_k \leq s \leq s_k, p = 1, \ldots, d}$. Let us fix $p$. For $s \in (s_{p-1}, s_p)$ we have the processes $(W^i_s - W^i_{s_{p-1}})_{s_{p-1} \leq s \leq s_p}, i = 1, \ldots, d$. Our idea is to settle a calculus which is based on $W^p$ and to take conditional expectation with respect to $W^i, i \neq p$. So $(W^i_s - W^i_{s_{p-1}})_{s_{p-1} \leq s \leq s_p}, i \neq p$ will appear as parameters (or controls) which we may choose in an appropriate way. The random variables on which the calculus is based are $\Delta^p_s = W^p_s - W^p_{s_{p-1}}$ and $\Delta^p_s = \int_{s_{p-1}}^{s_p} (W^i_s - W^i_{s_{p-1}})dW^p_s, j \neq p$. These are the r.v. that we have emphasized in the decomposition of $Z_\delta$. Notice that, conditionally to the controls $(W^i_s - W^i_{s_{p-1}})_{s_{p-1} \leq s \leq s_p}, i \neq p$, this is a centered Gaussian vector and, under appropriate hypothesis on the controls this Gaussian vector is non degenerate (we treat in section B the problem of the choice of the controls). In order to handle the term $\Delta^p_s = \int_{s_{p-1}}^{s_p} (W^p_s - W^p_{s_{p-1}})dW^i_s$, we use the identity $\Delta^p_s = \Delta^p_s - \Delta^p_s$. We now emphasize the scaling in $\delta$ in the random vector $\Delta(\delta, W)$. We define $B_t = \delta^{-1/2} W_t$ and denote

$$\Theta_l = \frac{1}{\delta} \Delta^i_p = \int_{\frac{s-1}{\delta}}^{\frac{s+1}{\delta}} (B^l_s - B^l_{s_{p-1}})dB^p_s \quad \text{if } l = l(i, p) \text{ with } i \neq p,$$

$$= \frac{1}{\sqrt{\delta}} \Delta^p_s = B^p_s - B^p_{s_{p-1}} \quad \text{if } l = l(i, p) \text{ with } i = p,$$

$l(i, p)$ being given in (3.8). For $p = 1, \ldots, d$ we denote with $\Theta_{(p)}$ the $p$th block of $\Theta$ with length $d$, that is

$$\Theta_{(p)} = (\Theta_{(p-1)d+1}, \ldots, \Theta_{pd}),$$

so that $\Theta = (\Theta_{(1)}, \ldots, \Theta_{(d)})$. We will also denote

$$l(p) = l(p, p) = (p - 1)d + p \quad \text{and} \quad \Theta_{l(p)} = \frac{1}{\sqrt{\delta}} \Delta^p_s.$$  

Consider now the $\sigma$ field

$$G := \sigma(W^j_s - W^j_{s_{p-1}(\delta)}, s_{p-1}(\delta) \leq s \leq s_p(\delta), p = 1, \ldots, d, j \neq p).$$

Then conditionally to $G$ the random variables $\Theta_{(p)}, p = 1, \ldots, d$ are independent centered Gaussian $d$ dimensional vectors and the covariance matrix $Q_p$ of $\Theta_{(p)}$ is given by

$$Q^p_{ij} = Q^p_{j,i} = \int_{\frac{s-1}{\delta}}^{\frac{s+1}{\delta}} (B^j_s - B^j_{s_{p-1}})(B^i_s - B^i_{s_{p-1}})ds, \quad j \neq p,$$

$$Q^p_{ii} = \int_{\frac{s-1}{\delta}}^{\frac{s+1}{\delta}} (B^i_s - B^i_{s_{p-1}})^2 ds, \quad j \neq p, i \neq p,$$

$$Q^p_{p,p} = \frac{1}{\delta}.$$

It is easy to see that $\det Q_p \neq 0$ almost surely. It follows that conditionally to $G$ the random variable $\Theta = (\Theta_{(1)}, \ldots, \Theta_{(d)})$ is a centered $m = d^2$ dimensional Gaussian vector. Its covariance
Finally we denote \( J \). In particular \(|J|\) where we recall that with \( A \).

We denote by \( \Gamma \). As a consequence, the scaled matrix \( A_\delta = A_\delta(0, x_0) \) in \((2.7)\) will appear. We denote by \( A_\delta \in \mathbb{R}^m \), \( i = 1, \ldots, n \) the rows of the matrix \( A_\delta \). We also denote \( S = \langle A_\delta^1, \ldots, A_\delta^n \rangle \subset \mathbb{R}^m \) and \( S^\perp \) its orthogonal. Under Assumption \( 2.2 \) the columns of \( A_\delta \) span \( \mathbb{R}^m \) so the rows \( A_\delta^1, \ldots, A_\delta^n \) are linearly independent and \( S^\perp \) has dimension \( m - n \). We take \( \Gamma_\delta^i, i = n + 1, \ldots, m \) to be an orthonormal basis in \( S^\perp \) and we denote \( \Gamma_\delta^i = A_\delta^i(0, x_0) \) for \( i = 1, \ldots, n \). We also denote \( \Gamma_\delta \) the \((m - n) \times m \) matrix with rows \( \Gamma_\delta^i, i = n + 1, \ldots, m \). Finally we denote by \( \Gamma_\delta \) the \( m \times m \) dimensional matrix with rows \( \Gamma_\delta^i, i = 1, \ldots, m \). Notice that

\[
\Gamma_\delta \Gamma_\delta^T = \begin{pmatrix} A_\delta A_\delta^T(0, x_0) & 0 \\ 0 & \text{Id}_{m-n} \end{pmatrix}
\]

where \( \text{Id}_{m-n} \) is the identity matrix in \( \mathbb{R}^{m-n} \). It follows that for a point \( y = (y(1), y(2)) \in \mathbb{R}^m \) with \( y(1) \in \mathbb{R}^n \), \( y(2) \in \mathbb{R}^{m-n} \) we have

\[
|y|_{\Gamma_\delta}^2 = |y(1)|_{A_\delta^0(0, x_0)}^2 + |y(2)|^2
\]

where we recall that \(|y|_{\Gamma_\delta}^2 = \langle (\Gamma_\delta \Gamma_\delta^T)^{-1} y, y \rangle \). For \( a \in \mathbb{R}^m \) we define the immersion \( J_a : \mathbb{R}^n \to \mathbb{R}^m \), \( (J_a(z))_i = z_i, i = 1, \ldots, n \) and \( (J_a(z))_i = \langle \Gamma_\delta^i, a \rangle, i = n + 1, \ldots, m \).

In particular \( J_0(z) = (z, 0, \ldots, 0) \) and

\[
|J_0(z)|_{\Gamma_\delta} = |z|_{A_\delta^0(0, x_0)}.
\]

Finally we denote

\[
V_\omega = V(\delta, W)
\]

\[
\eta_\omega(\Theta) = \sum_{p=1}^d \left( \frac{a_{p,p}}{2} \delta \Theta_{l(p)}^2 + \delta^{1/2} \Theta_{l(p)} \varepsilon_p(\delta, W) + \sum_{q>p}^d a_{p,q} \delta \Theta_{l(q)} \Theta_{l(p)} \right)
\]

where \( V(\delta, W) \) and \( \varepsilon_p(\delta, W) \) are defined in \((3.6)\) and \( \Theta_{l(p)} \) is given in \((3.9)\). We notice that \( \eta_\omega(\Theta) = \sum_{p=1}^d \eta_p(\delta, W), \eta_p(\delta, W) \) being defined in \((3.6)\). We also remark that both \( V(\delta, W) \) and \( \varepsilon_p(\delta, W) \) are \( \mathcal{G} \)-measurable, so \((3.17)\) stresses a dependence on \( \omega \) which is \( \mathcal{G} \)-measurable and a dependence on the random vector \( \Theta \) whose conditional law w.r.t. \( \mathcal{G} \) is Gaussian.

Now the decomposition \((3.7)\) may be written as

\[
Z_\delta = V_\omega + A_\delta(0, x_0)\Theta + \eta_\omega(\Theta).
\]
We embed this relation in $\mathbb{R}^m$ and obtain

$$J_\Theta(Z_\delta) = J_0(V_\omega) + \Gamma_\delta \Theta + J_0(\eta_\omega(\Theta)).$$

We now multiply with $\Gamma_\delta^{-1}$: setting

$$\tilde{Z} = \Gamma_\delta^{-1} J_\Theta(Z_\delta), \quad \tilde{V}_\omega = \Gamma_\delta^{-1} J_0(V_\omega), \quad \tilde{\eta}_\omega(\Theta) = \Gamma_\delta^{-1} J_0(\eta_\omega(\Theta))$$

and

$$G = \Theta + \tilde{\eta}_\omega(\Theta),$$

we get

$$\tilde{Z} = \tilde{V}_\omega + G.$$  

Notice that, conditionally to $G$, $\tilde{Z}$ is a translation of the random variable $G = \Theta + \tilde{\eta}_\omega(\Theta)$ which is a perturbation of a centred Gaussian random variable. Thanks to this fact, we can apply the results in Appendix C: we use a local inversion argument in order to give bounds for the conditional density of $\tilde{Z}$, which will be used in order to get bounds for the non conditional density. As a consequence, we will get density estimates for $Z_\delta$.

### 3.2 Localized density for the principal term $\tilde{Z}$

We study here the density of $\tilde{Z}$ in (3.20), “around” (that is, localized on) a suitable set of Brownian trajectories, where we have a quantitative control on the “non-degeneracy” (conditionally to $G$) of the main Gaussian $\Theta$.

We denote

$$q_p(B) = \sum_{j \neq p} \left| B_jB_j - \frac{\delta}{d} \right| + \sum_{j \neq p, i \neq p, i \neq j} \left| \int_{\frac{p-1}{d^2}}^{\frac{p}{d^2}} (B_j - B_{j-1}) dB_i \right|.$$  

(3.21)

For fixed $\varepsilon, \rho > 0$, we define

$$\Lambda_{\rho, \varepsilon, p} = \left\{ \det Q_p \geq \varepsilon^p, \sup_{\frac{p-1}{d} \leq t \leq \frac{p}{d}} \sum_{j \neq p} |B_j - B_{j-1}| \leq \varepsilon^{-\rho}, q_p(B) \leq \varepsilon \right\}, \quad p = 1, \ldots, d$$

(3.22)

Notice that $\Lambda_{\rho, \varepsilon, p} \in G$ for every $p = 1, \ldots, d$. By using some results in Appendix B, we get the following.

#### Lemma 3.3

Let $\Lambda_{\rho, \varepsilon}$ be as in (3.22). There exist $c$ and $\varepsilon_*$ such that for every $\varepsilon \leq \varepsilon_*$ one has

$$\mathbb{P}(\Lambda_{\rho, \varepsilon}) \geq c \times \varepsilon^{\frac{1}{1-\rho}}.$$  

(3.23)

**Proof.** We apply here Proposition B.3. Let $p \in \{1, \ldots, d\}$ be fixed and consider the Brownian motion $\hat{B}_t = \sqrt{d}(B_{\frac{p-1}{d}} - B_{\frac{p}{d}-1})$. Let $Q(\hat{B})$ be the matrix in (3.11). Up to a permutation of the components of $\hat{B}$, we easily get $Q_{p,p}(\hat{B}) = d \times Q_{p,p}^p$, $Q_{p,j}(\hat{B}) = d^{3/2} \times Q_{p,j}^p$ for $j \neq p$, $Q_{i,j}(\hat{B}) = d^2 \times Q_{i,j}^{ij}$ for $i \neq p$ and $j \neq p$. Therefore,

$$\det Q_p = d^{2d-1} \det Q(\hat{B}) \geq \det Q(\hat{B}).$$
Let now \( q(\hat{B}) \) be the quantity defined in (B.3). With \( q_p(B) \) as in (3.21), it easily follows that
\[ q_p(B) \leq q(\hat{B}). \]
Moreover, \( \sup_{t \leq 1} |\hat{B}_t| = \sqrt{d} \sup_{s \leq 1 \leq \frac{d}{2}} |B_s - B_{s-1}| \geq \sup_{s \leq 1 \leq \frac{d}{2}} |B_s - B_{s-1}|. \) As a consequence, with \( \Upsilon_{\rho, \varepsilon} \) the set defined in (B.4), we get
\[ \Upsilon_{\rho, \varepsilon}(\hat{B}) \subset \Lambda_{\rho, \varepsilon, p} \]
and by using (B.5), we may find some constants \( c \) and \( \varepsilon^* \) such that
\[ \mathbb{P}(\Lambda_{\rho, \varepsilon, p}) \geq c \varepsilon^* \frac{1}{d(d+1)} \], for \( \varepsilon \leq \varepsilon^* \). This holds for every \( p \). Since \( \Lambda_{\rho, \varepsilon} = \cap_{p=1}^d \Lambda_{\rho, \varepsilon, p} \), by using the independence property we get (3.23).

Let \( Q \) be the matrix in (3.12). On the set \( \Lambda_{\rho, \varepsilon} \in G \) we have
\[ \det Q \geq \varepsilon \frac{1}{d} \]
\[ |Q|_{l} \leq \varepsilon - 2 \rho, q(B) \leq \varepsilon d \]
in which we have set \( q(B) = \sum_{p=1}^d q_p(B) \).

Remark that \( \tilde{U}_\varepsilon \) is measurable w.r.t. \( G \). The following inclusions hold: for every \( \varepsilon \) small enough,
\[ \Lambda_{\rho, \varepsilon} \subset \{ \det Q \geq \varepsilon d, |Q|_{l} \leq \varepsilon^{-2 \rho}, q(B) \leq d \varepsilon \} = \{ \tilde{U}_\varepsilon = 1 \} \subset \{ \tilde{U}_\varepsilon \neq 0 \}. \]

We can consider \( \tilde{U}_\varepsilon \) as a smooth version of the indicator function of \( \Lambda_{\rho, \varepsilon} \). We also define, for fixed \( r > 0 \),
\[ \bar{U}_r = \prod_{i=1}^n \psi_r(\Theta_i). \]

In order to state a lower estimate for the (localized) density of \( \tilde{Z} \) in (3.24), we define the following set of constants:
\[ \mathcal{C} = \{ C > 0 : C = \exp \left( c \left( \frac{\kappa}{\lambda(0, x_0)} \right)^q \right), \exists c, q > 0 \} \]
and we set
\[ 1/\mathcal{C} = \{ C > 0 : 1/C \in \mathcal{C} \}. \]
Lemma 3.4. Suppose Assumption [2.1] and [2.2] both hold. Let $U_{\varepsilon,r} = \tilde{U}_\varepsilon U_r$, $\tilde{U}_\varepsilon$ and $U_r$ being defined in (3.23) and (3.24) respectively, with $\rho = \frac{1}{8m}$. Set $d\mathbb{P}_{U_{\varepsilon,r}} = U_{\varepsilon,r} d\mathbb{P}$ and let $p_{\tilde{Z},U_{\varepsilon,r}}$ denote the density of $\tilde{Z}$ in (3.20) when we endow $\Omega$ with the measure $\mathbb{P}_{U_{\varepsilon,r}}$. Then there exist $C \in \mathcal{C}$, $\varepsilon, r \in 1/C$ such that for $|z| \leq r/2$,

$$p_{\tilde{Z},U_{\varepsilon,r}}(z) \geq \frac{1}{C}. \tag{3.29}$$

Proof. STEP 1: lower bound for the localized conditional density given $\mathcal{G}$.

Let $p_{\tilde{Z},\tilde{U}_r|\mathcal{G}}$ denote the localized density w.r.t. the localization $\tilde{U}_r$ of $\tilde{Z}$ conditioned to $\mathcal{G}$, i.e.

$$\mathbb{E}[f(\tilde{Z})\tilde{U}_r|\mathcal{G}] = \int f(z)p_{\tilde{Z},\tilde{U}_r|\mathcal{G}}(z)dz, \tag{3.30}$$

for $f$ positive, measurable, with support included in $B(0, r/2)$. We start proving that there exist $C \in \mathcal{C}$, $\varepsilon, r \in 1/C$ such that, on $\tilde{U}_\varepsilon \neq 0$, for $|z| \leq r/2$

$$p_{\tilde{Z},U_{\varepsilon,r}|\mathcal{G}}(z) \geq \frac{1}{C}. \tag{3.29}$$

We recall (3.20): $\tilde{Z} = \tilde{V}_\omega + \Theta + \tilde{\eta}_\omega(\Theta)$, where $\omega \mapsto \tilde{V}_\omega$ and $\omega \mapsto \tilde{\eta}_\omega(\cdot)$ are both $\mathcal{G}$-measurable and the conditional law of $\Theta$ given $\mathcal{G}$ is Gaussian. This allows us to use the results in Appendix [C] in particular, we are interested in working on the set $\{\tilde{U}_\varepsilon \neq 0\} \in \mathcal{G}$, so one has to keep in mind that $\omega \in \{\tilde{U}_\varepsilon \neq 0\}$.

On $\tilde{U}_\varepsilon \neq 0$, by (3.25) and (3.24) one has $\lambda^{*}(Q) \leq 2\sqrt{m\varepsilon^{-2}\rho}$, and

$$\frac{\varepsilon^{d\rho}}{2} \leq \det Q \leq \lambda_s(Q)\lambda^{*}(Q)^{m-1} \leq \lambda_s(Q)(2\sqrt{m})^{m-1}\varepsilon^{-2\rho(m-1)},$$

and this gives $\lambda_s(Q) \geq \frac{\varepsilon^{d\rho}}{2(2\sqrt{m})^{m-1}}$. So, fixing $\rho = 1/(8m)$, for $\varepsilon \leq \varepsilon^*$,

$$\frac{1}{16m^2}\frac{\lambda_s(Q)}{\lambda^{*}(Q)} \geq C_m e^{3\rho\varepsilon^{2m}} \geq \varepsilon. \tag{3.31}$$

To apply (C.8) to $G = \Theta + \tilde{\eta}_\omega(\Theta)$ we need to check the hypothesis of Lemma [C.3]. We are going to use the notation of Appendix [C] in particular for $c_i(\tilde{\eta}_\omega, r)$ in (C.5) and $c_i(\tilde{\eta}_\omega)$, $i = 2, 3$, in (C.1). Recall that $\tilde{\eta}_\omega$ is defined in (3.18) through $\eta_\omega$ given in (3.17). Since the third order derivatives of $\eta_\omega$ are null, we have $c_3(\tilde{\eta}_\omega) = 0$. Also, for $i = l(p)$ and $j = l(q)$ we have $\partial_{i,j}\tilde{\eta}_\omega(\Theta) = \delta a_{i,j}$, otherwise we get $\partial_{i,j}\tilde{\eta}_\omega(\Theta) = 0$. So $|\partial_{i,j}\tilde{\eta}_\omega(\Theta)| \leq \delta \sum_{i,j} |a_{i,j}|$. Using (2.8) we obtain

$$|\partial_{i,j}\tilde{\eta}_\omega(\Theta)| = |J_0(\partial_{i,j}\tilde{\eta}_\omega(\Theta))|_{A_3} = |\partial_{i,j}\tilde{\eta}_\omega(\Theta)|_{A_3} \leq \frac{\sum_{i,j} |a_{i,j}|}{\lambda(0,x_0)} \leq C \in \mathcal{C}.$$

So, with $h_{\tilde{\eta}_\omega}$ as in (C.2), we get

$$h_{\tilde{\eta}_\omega} = \frac{1}{16m^2(c_2(\tilde{\eta}_\omega) + \sqrt{c_3(\tilde{\eta}_\omega)})} \geq \frac{1}{C_1}, \quad \exists C_1 \in \mathcal{C} \tag{3.32}$$
We compute now the first order derivatives. For \( j \notin \{ l(p) : p = 1, ..., d \} \) we have \( \partial_j \eta_\omega = 0 \) and for \( j = l(p) \) we have

\[
\partial_j \eta_\omega(\Theta) = \delta \sum_{q=p}^d a_{p \lor q, p \lor q} \Theta_{l(q)} + \sqrt{\delta} \varepsilon_j(\delta, W).
\]

So, as above, we obtain \( |\partial_j \tilde{\eta}_\omega(\Theta)| \leq C(|\Theta| + |\varepsilon_j(\delta, W)|/\sqrt{\delta}) \). Remark now that on \( \{ \bar{U}_r \neq 0 \} \) we have \(|\Theta| \leq Cr\), and on \( \{ \bar{U}_\varepsilon \neq 0 \} \) we have \( q(B) \leq 2d\varepsilon \), so

\[
\sum_{j=1}^d |\varepsilon_j(\delta, W)| \leq C\sqrt{q(B)} \leq C\sqrt{\delta\varepsilon}.
\] (3.33)

Therefore

\[
c_* (\tilde{\eta}_\omega, 16r) \leq C_2 (r + \varepsilon), \quad \exists C_2 \in C.
\] (3.34)

We also consider the following estimate of \( |\tilde{V}_\omega| = |V_\omega|_{A \delta} \). First, we rewrite \( V_\omega \) as follows:

\[
V_\omega = \sum_p a_p \mu_p(\delta, W) + \sum_p \psi_p(\delta, W), \quad \text{with}
\]

\[
\mu_p(\delta, W) = \sum_{i \neq p} \Delta_i^p, \quad \text{and} \quad \psi_p(\delta, W) = \sum_{i \neq j \neq p, j \neq p} a_{i,j} \Delta_i^j + \sum_{l=p+1}^d \sum_{i \neq p} \sum_{j \neq l} a_{i,j} \Delta_i^j \Delta_l^p + \frac{1}{2} \sum_{i \neq p} a_{i,i} |\Delta_i^p|^2
\]

Using again (2.8) we have

\[
\left| \sum_{p=1}^d a_p \mu_p(\delta, W) \right|_{A \delta} = \frac{1}{\sqrt{\delta}} \left| A_\delta J_0 \left( \sum_{p=1}^d \mu_p(\delta, W) \right) \right|_{A \delta} \leq \sum_{p=1}^d \frac{1}{\sqrt{\delta}} |\mu_p(\delta, W)| \leq C q(B)
\]

and

\[
|\psi(\delta, W)|_{A \delta} \leq \frac{|\psi(\delta, W)|}{\delta \sqrt{\lambda(0, x_0)}} \leq C q(B).
\]

Since \( \omega \in \{ \bar{U}_\varepsilon \neq 0 \} \) we get

\[
|\tilde{V}_\omega| \leq C q(B) \leq C_3 \varepsilon, \quad \exists C_3 \in C.
\] (3.35)

We consider (3.35), and fix \( \xi = 2C_3 \in C \), so \( |\tilde{V}_\omega| \leq r/2 \). Then we consider (3.34) and we obtain

\[
c_* (\tilde{\eta}_\omega, 4r) \leq C_2 (2C_3 + 1) \varepsilon \leq \varepsilon^{1/2}, \quad \text{for} \quad \varepsilon \leq \frac{1}{(4C_2C_3)^2} \in \frac{1}{C}.
\]

Moreover, looking at (3.32)

\[
r = 2C_3 \varepsilon \leq \frac{1}{C_1} \quad \text{for} \quad \varepsilon \leq \frac{1}{2C_1C_3} \in \frac{1}{C},
\]

So, with

\[
\varepsilon = \varepsilon^* \land \frac{1}{(4C_2C_3)^2} \land \frac{1}{2C_1C_3} \in \frac{1}{C},
\]
and \( r = 2C_3\varepsilon \) we have
\[
|V_\omega| \leq \frac{r}{2}, \quad c_* (\tilde{e}_\omega, 4r) \leq \varepsilon^{1/2}, \quad r \leq \frac{1}{C_1}.
\]

Now, by using also (3.31) and (3.32), it follows that (C.6) holds, and we can apply Lemma C.3. We obtain
\[
\frac{1}{K} \det Q^{1/2} \exp \left( - \frac{K}{\lambda_*(Q)} |z|^2 \right) \leq p_{G,G_*|\mathcal{G}}(z)
\]
for \(|z| \leq r\), where \( K \) does not depend on \( \sigma, b \). Remark that, using \( \lambda_*(Q) \geq \frac{\varepsilon^{3m_p}}{(2\sqrt{m})^m} \), \( \rho = \frac{1}{8m} \),
\[
\frac{|z|^2}{\lambda_*(Q)} \leq \frac{(2\sqrt{m})^{m+2}}{\varepsilon^{3m_p}} \leq (2\sqrt{m})^{m+2} \varepsilon \leq (2\sqrt{m})^{m+2} (2C_1)^2 \varepsilon \leq \bar{K}
\]
where \( \bar{K} \) does not depend on \( \sigma, b \). Therefore \( p_{G,G_*|\mathcal{G}}(z) \geq \frac{1}{\bar{K}}, \) for \(|z| \leq r\), for some \( C \in \mathcal{C} \), on \( \tilde{U}_\varepsilon \neq 0 \). Now, by recalling that \( |V_\omega| \leq r/2 \) and (3.20), we have
\[
p_{\tilde{U},\varepsilon|\mathcal{G}}(z) \geq \frac{1}{C}, \quad \text{for} \quad |z| \leq r/2 \text{ on the set } \{ \tilde{U}_\varepsilon \neq 0 \}.
\]

**STEP 2:** we get rid of the conditioning on \( \mathcal{G} \), to have non-conditional bound for \( p_{\tilde{U},\varepsilon_*|\cdot} \).

Since \( \tilde{U}_\varepsilon \) is \( \mathcal{G} \) measurable, for every non-negative and measurable function \( f \) with support included in \( B(0, r/2) \) we have
\[
\mathbb{E}(f(\tilde{Z})U_{\varepsilon,r}) = \mathbb{E}(\tilde{U}_\varepsilon \mathbb{E}(f(\tilde{Z})U_{\varepsilon|r}|\mathcal{G})).
\]

By (3.30) and (3.37), we obtain
\[
\mathbb{E}(f(\tilde{Z})U_{\varepsilon,r}) \geq \frac{1}{C} \mathbb{E}(\tilde{U}_\varepsilon) \int f(z)dz.
\]

Since \( \Lambda_{\sigma,\varepsilon} \subset \{ \tilde{U}_\varepsilon = 1 \}, \) \( \mathbb{E}(\tilde{U}_\varepsilon) \geq \mathbb{P}(\Lambda_{\sigma,\varepsilon}) \), so by using (3.23) and \( \varepsilon \in 1/C \) we finally get that \( \mathbb{E}(\tilde{U}_\varepsilon) \geq \frac{1}{C} \), so (3.29) is proved. \( \square \)

### 3.3 Lower bound for the density of \( X_\delta \)

We study here a lower bound for the density of \( X_\delta \), \( X \) being the solution to (2.2). Recall decomposition (3.1):
\[
X_\delta - x_0 - b(0, x_0)\delta = Z_\delta + R_\delta.
\]

Our aim is to “transfer” the lower bound for \( Z = \Gamma_\delta^{-1}J_\delta(Z_\delta) \) already studied in Lemma 3.4 to a lower bound for \( X_\delta \). In order to set up this program, we use results on the distance between probability densities which have been developed in [1]. In particular, we are going to use now Malliavin calculus. Appendix [12] is devoted to a recall of all the results and notation the present section is based on. In particular, we denote with \( D \) the Malliavin derivative with respect to \( W \), the Brownian motion driving the original equation (2.2).

But first of all, we need some properties of the matrix \( \Gamma_\delta \), which can be resumed as follows. We set \( SO(d) \) the set of the \( d \times d \) orthogonal matrices and we denote with \( \text{Id}_d \) the \( d \times d \) identity matrix.
Lemma 3.5. Set for simplicity $A_{\delta} = A_{\delta}(0,x_0)$ and let $\Gamma_{\delta}$ be as in \((3.13)\). There exist $U \in SO(n)$, $\underline{U} \in SO(m-n)$ and $V \in SO(m)$ such that

$$\Gamma_{\delta} = \bigg( \begin{array}{cc} U & 0 \\ 0^T & \underline{U} \end{array} \bigg) \bigg( \begin{array}{cc} \tilde{\Sigma} & 0 \\ 0^T & \text{Id}_{m-n} \end{array} \bigg) V^T$$

where $0$ denotes a null $n \times (m-n)$ matrix and $\tilde{\Sigma} = \bar{\Sigma} = \text{Diag}(\lambda_1(A_{\delta}),\ldots,\lambda_n(A_{\delta}))$, $\lambda_i(A_{\delta})$, $i = 1,\ldots,n$, being the singular values of $A_{\delta}$ (which are strictly positive because $A_{\delta}$ has full rank).

Proof. We recall that $\Gamma_{\delta} = (A_{\delta} \Gamma_{\delta})$, where $\Gamma_{\delta}$ is a $(m-n) \times n$ matrix whose rows are vectors of $\mathbb{R}^m$ which are orthonormal and orthogonal with the rows of $A_{\delta}$. We take a singular value decomposition for $A_{\delta}$ and for $\Gamma_{\delta}$.

So, there exist $U \in SO(n)$ and $\bar{V} \in SO(m)$ such that

$$A_{\delta} = U \tilde{\Sigma} \bar{V}^T,$$

$0$ denoting the $n \times (m-n)$ null matrix. Similarly, there exist $\underline{U} \in SO(m-n)$ and $V \in SO(m)$ such that

$$\Gamma_{\delta} = U \text{Id}_{m-n} \bar{V}^T,$$

the diagonal matrix being $\text{Id}_{m-n}$ because the rows of $\Gamma_{\delta}$ are orthonormal. Therefore, we get

$$\Gamma_{\delta} = \bigg( \begin{array}{cc} U & 0 \\ 0^T & \underline{U} \end{array} \bigg) \bigg( \begin{array}{cc} \tilde{\Sigma} & 0 \\ 0^T & \text{Id}_{m-n} \end{array} \bigg) V^T$$

where $V$ is a $m \times m$ matrix whose first $n$ columns are given by the first $n$ columns of $\bar{V}$ and the remaining $m-n$ columns are given by the last $m-n$ columns of $\bar{V}$. Moreover, since each row of $A_{\delta}$ is orthogonal to any row of $\Gamma_{\delta}$, it immediately follows that all columns of $V$ are orthogonal. This proves that $V \in SO(m)$, and the statement follows.

Then we have

Lemma 3.6. Suppose Assumption 2.1 and 2.2 both hold. Let $U_{\varepsilon,r}$ denote the localization in Lemma 3.4 and let $\bar{U}$ and $\bar{\Sigma}$ be the matrices in Lemma 3.5. Set

$$\alpha = U\bar{\Sigma} \quad \text{and} \quad \hat{X}_{\delta} = \alpha^{-1}(X_{\delta} - x_0 - b(0,x_0)\delta).$$

Then there exist $C \in \mathbb{C}$, $\delta_*, r \in 1/C$ such that for $\delta \leq \delta_*$, $|z| \leq r/2$,

$$p_{\hat{X}_{\delta},U_{\varepsilon,r}}(z) \geq \frac{1}{C}, \quad (3.38)$$

$p_{\hat{X}_{\delta},U_{\varepsilon,r}}$ denoting the density of $\hat{X}_{\delta}$ with respect to the measure $\mathbb{P}_{U_{\varepsilon,r}}$.

Proof. We set $\hat{Z}_{\delta} = \alpha^{-1}Z_{\delta}$ and we use Proposition D.1 with the localization $U = U_{\varepsilon,r}$, applied to $F = \hat{X}_{\delta}$ and $G = \hat{Z}_{\delta}$. Recall that the requests in (1) of Proposition D.1 involve several quantities: the lowest singular value (that in this case coincides with the lowest eigenvalue) $\lambda_*(\gamma_{\hat{X}_{\delta}})$ and $\lambda_*(\gamma_{\hat{Z}_{\delta}})$ of the Malliavin covariance matrix of $\hat{X}_{\delta}$ and $\hat{Z}_{\delta}$ respectively,
as well as $m_{U_e}(p)$ in (1.2), the Sobolev-Malliavin norms $\|\hat{X}_\delta\|_{2,p,U_{e,r}}$, $\|\hat{Z}_\delta\|_{2,p,U_{e,r}}$, and $\|\hat{X}_\delta - \hat{Z}_\delta\|_{2,p,U_{e,r}} = \|\alpha^{-1}R_\delta\|_{2,p,U_{e,r}}$. First of all, by using Assumption 2.1 one easily gets
\[
\|\alpha^{-1}R_\delta\|_{2,p} \leq C \delta^{-1}\delta^{3/2} = C\sqrt{\delta} \quad \text{and} \quad \|\hat{X}_\delta\|_{2,p} + \|\hat{Z}_\delta\|_{2,p} \leq C, \quad \exists C \in \mathcal{C}. \tag{3.39}
\]
We now check that $m_{U_e}(p) < \infty$ for every $p$. Standard computations and (1.2) give, for every $p$,
\[
\|1/ \det Q\|_{2,p} + \|Q_i\|_{2,p} + \|q(B)\|_{2,p} + \|\Theta\|_{2,p} \leq C,
\]
so we can apply (1.4) and conclude
\[
m_{U_e}(p) \leq C \in \mathcal{C}. \tag{3.40}
\]
We now study the lower eigenvalue of the Malliavin covariance matrix of $\hat{Z}_\delta$. From the definition of $\hat{Z}_\delta$, we have
\[
\hat{Z} = \mathcal{V}\left(\frac{\alpha^{-1}Z_\delta}{U^T\Lambda_c\Theta}\right) = \mathcal{V}\left(\frac{\hat{Z}_\delta}{U^T\Lambda_c\Theta}\right), \tag{3.41}
\]
(see the proof of Lemma 3.5 for the definition of $\Lambda_c$). As an immediate consequence, one has $\lambda_*(\gamma_{\hat{Z}_\delta}) \geq \lambda_*(\gamma_{\hat{Z}})$, and it suffices to study the lower eigenvalue of $\hat{Z}$. By using (3.20), we have
\[
\langle \gamma_{\hat{Z}}\xi, \xi \rangle = \sum_{i=1}^d \int_0^\delta \langle D_i^T\hat{Z}, \xi \rangle^2 = \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \langle D_i^T\hat{Z}, \xi \rangle^2 = \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \langle D_i^T(\Theta + \tilde{\eta}(\Theta)), \xi \rangle^2 \\
\geq \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \left(\frac{1}{2}\langle D_i^T\Theta, \xi \rangle^2 - \langle D_i^T\eta(\Theta), \xi \rangle^2\right)ds \\
= S_1 + S_2.
\]
We write
\[
S_1 = \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \frac{1}{2}\langle D_i^T\Theta, \xi \rangle^2 \geq \frac{\lambda_*(Q)}{2}
\]
\[
S_2 = \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \langle \nabla\eta(\Theta)D_i^T\Theta, \xi \rangle^2ds = \sum_{i=1}^d \int_{s_{i-1}(\delta)}^{s_i(\delta)} \langle D_i^T\Theta, \nabla\eta(\Theta)^T\xi \rangle^2ds \leq \lambda^*(Q)\|\nabla\eta(\Theta)\|^2 |\xi|^2,
\]
so that
\[
\lambda_*(\gamma_{\hat{Z}_\delta}) \geq \lambda_*(\gamma_{\hat{Z}}) \geq \lambda_*(Q)\left(\frac{1}{2} - \frac{\lambda^*(Q)}{\lambda_*(Q)}\|\nabla\eta(\Theta)\|^2\right).
\]
On $\{\tilde{U}_e \neq 0\}$, we have already proved in Lemma 3.4 that $c_\epsilon(\eta, \Theta) \leq \sqrt{\lambda_*(Q)/\lambda^*(Q)}$. Since $|\nabla\eta(\Theta)| \leq mc_\epsilon(\eta, \Theta)$, we obtain
\[
|\nabla\eta(\Theta)| \leq \frac{1}{2} \sqrt{\frac{\lambda_*(Q)}{\lambda^*(Q)}}.
\]
and therefore \( \lambda_r(\gamma_{\hat{\mathcal{S}}_k}) \geq 4 \lambda_r(\gamma_{\hat{\mathcal{S}}}) \geq \lambda_r(Q) \geq \varepsilon^{3np} \), which implies that \( \mathbb{E}_{U_e,r}(\lambda_r(\hat{\mathcal{S}}_k) - p) < \infty \) for every \( p \). Let us study the lowest eigenvalue of \( \gamma_{\hat{\mathcal{S}}_k} \). We use here some results from next Section \( \text{II} \) namely Lemma \( \text{II.3} \). There, we actually prove the desired bound for the Malliavin covariance matrix of \( \alpha^{-1}(X_\delta - x_0) \). Here we are considering \( X_\delta \) as the lowest eigenvalue of \( \hat{\mathcal{S}}_k \) that \( \gamma_{\hat{\mathcal{S}}_k} \) is the clearly the same. Then, Lemma \( \text{II.5} \) gives that \( \mathbb{E}(\lambda_r(\gamma_{\hat{\mathcal{S}}_k}) - p) < \infty \) for every \( p \).

So, we have proved that all the requests in Proposition \( \text{D.1} \) hold. Then, we can apply \( \text{D.6} \) and get

\[
P_{\hat{X}_\delta, U_e,r}(z) \geq P_{\hat{Z}_\delta, U_e,r}(z) - C' \sqrt{\delta}
\]

with \( C' \in \mathcal{C} \). Now, from \( \text{3.41} \) and \( \text{3.29} \), with a simple change of variables, we get

\[
P_{\hat{Z}_\delta, U_e,r}(z) \geq \frac{1}{C}, \quad \text{for } |z| \leq \frac{r}{2}.
\]

We can assert the existence of \( \delta_* \in 1/C \) and \( C \in \mathcal{C} \) such that for all \( \delta \leq \delta_* \)

\[
P_{\hat{X}_\delta, U_e,r}(z) \geq \frac{1}{2C},
\]

and the statement follows. \( \square \)

We are now ready for the proof of the lower bound:

**Theorem 3.7.** Let Assumption \( \text{2.1} \) and \( \text{2.2} \) hold. Let \( p_{X_t} \) denote the density of \( X_t, \ t > 0 \). Then there exist positive constants \( r, \delta_*, C \) such that for every \( \delta \leq \delta_* \) and for every \( y \) such that \( |y - x_0 - b(0, x_0)\delta| \lambda_{\delta_1}(0, x_0) \leq r \),

\[
p_{X_\delta}(y) \geq \frac{1}{C^{\delta^{n - \frac{\dim(\sigma(0, x_0))}{2}}}}
\]

\( \dim(\sigma(0, x_0)) \) denoting the dimension of the vector space spanned by \( \sigma_1(0, x_0), \ldots, \sigma_n(0, x_0) \).

Here, \( C \in \mathcal{C} \) and \( r, \delta_* \in 1/C \).

**Proof.** We take the same \( \delta_* \), \( r \) as in Lemma \( \text{3.6} \) and let \( \hat{X}_\delta \) denotes the r.v. handled in Lemma \( \text{3.6} \). By construction, we have \( X_\delta = x_0 + b(0, x_0) + \alpha \hat{X}_\delta \), so by applying Lemma \( \text{3.6} \) we get

\[
\mathbb{E}(f(X_\delta)) \geq \mathbb{E}_{U_e,r}(f(X_\delta)) = \mathbb{E}_{U_e,r}(f(x_0 + b(0, x_0)\delta + \alpha \hat{X}_\delta))
\]

\[
= \int f(x_0 + b(0, x_0)\delta + \alpha z)p_{X_\delta, U_e,r}(z)dz
\]

\[
\geq \frac{1}{C} \int_{|z| \leq \frac{r}{2}} f(x_0 + b(0, x_0)\delta + \alpha z)dz
\]

\[
\geq \frac{1}{C |\det \alpha|} \int_{|y| \leq r/2} f(x_0 + b(0, x_0)\delta + y)dy
\]

From \( \text{2.7} \) and the Cauchy-Binet formula we obtain

\[
\frac{1}{C^{\delta^{n - \frac{\dim(\sigma)}{2}}}} \leq \sqrt{|\det A_\delta A_\delta^T|} = \det(\alpha) \leq C \delta^{n - \frac{\dim(\sigma)}{2}} \quad \text{(3.43)}
\]

and the statement follows. \( \square \)
Remark 3.8. We observe that if the diffusion coefficients are bounded, that is Assumption 2.3 holds, then the class \( C \) in (3.28) of the constants can be replaced by

\[
D_0 = \left\{ C > 0 : C = c \left( \frac{\kappa}{\lambda(0, x_0)} \right)^q, \quad \exists \ c, q > 0 \right\}
\]

and, as before, \( 1/D_0 = \left\{ C > 0 : 1/C \in D_0 \right\} \). This is because in the estimates for \( \| \hat{X}_\delta - \hat{Z}_\delta \|_{2,p} \) and \( \| \hat{X}_\delta \|_{2,p} \) one does not need any more to use the Gronwall’s Lemma but it suffices to use the boundedness of the coefficients and the Burkholder inequality.

4 Upper bound

We study here the upper bound for the density of \( X_\delta \).

4.1 Rescaling of the diffusion

As for the lower bound, we again scale \( X_\delta \). We recall the results and the notation in Lemma 3.5 and we define the change of variable

\[
T_\alpha : \mathbb{R}^n \to \mathbb{R}^n, \quad T_\alpha(y) = \alpha^{-1}y, \quad \text{where} \quad \alpha = \mathcal{U} \Sigma
\]

and its adjoint \( T_\alpha^*(v) = \alpha^{-1, T}v \). Note that \( \alpha \) is a \( n \times n \) matrix. We write \( A_\delta,j \), for \( j = 1, \ldots, m \), for the columns of \( A_\delta \) (which can be \( \sqrt{\delta} \sigma_i \) or \( \delta [\sigma_i, \sigma_p] \)). The following properties hold:

**Lemma 4.1.** Let \( T_\alpha \) be defined in (4.1). Then one has:

\[
|y|_{A_\delta} = |T_\alpha y| = |y|_\alpha, \quad \forall y \in \mathbb{R}^n, \quad \text{and} \quad \det \alpha = \sqrt{\det A_\delta A_\delta^T} \tag{4.2}
\]

\[
\forall v \in \mathbb{R}^n \text{ with } |v| = 1, \quad \exists j = 1, \ldots, m : \quad |T_\alpha^* v \cdot A_\delta,j| \geq \frac{1}{m} \tag{4.3}
\]

\[
\forall j = 1, \ldots, d, \quad \sqrt{\delta} |T_\alpha \sigma_j| \leq 1 \tag{4.4}
\]

**Proof.** (4.2) follows easily from \( \alpha = \mathcal{U} \Sigma \) and the definition (2.1) of \( | \cdot |_M \). Now, \( (T_\alpha^* v)^T A_\delta = v^T \alpha^{-1} A_\delta = [v^T 0] \Sigma v^T \). So \( |(T_\alpha^* v)^T A_\delta| = ||v^T 0| \Sigma v^T| = 1 \). Recall that \( A_\delta,j \) are the columns of \( A_\delta \), therefore \( \exists j = 1, \ldots, m : \quad |(T_\alpha^* v)^T A_\delta,j| \geq \frac{1}{m} \), which is equivalent to (4.3). Moreover, \( T_\alpha A_\delta = [\text{Id}_n 0] \Sigma v^T \). This easily implies that \( \forall i = 1, \ldots, m, \quad |T_\alpha A_\delta,i| \leq 1 \). For \( A_\delta,i = \sigma_j(0, x_0) \sqrt{\delta} \) we have (4.4).

We define now

\[
F = \alpha^{-1}(X_\delta - x_0) = T_\alpha(X_\delta - x_0). \tag{4.5}
\]

As for the lower bound, we first estimate the density of \( F \), using the results in Appendix D (specifically, (D.7) in Proposition D.1), and then recover the estimates for the density of \( X_\delta \) via a change of variable.

4.2 Malliavin Covariance Matrix

Let \( F \) be as in (4.5). To prove the upper bound for its density \( p_F \) we need a quantitative control on the Malliavin covariance matrix \( \gamma_F \) of \( F \). We start with some preliminary results. The following lemma is a slight modification of Lemma 2.3.1. in [13].
**Lemma 4.2.** Let $\gamma$ be a symmetric nonnegative definite $n \times n$ random matrix. Denoting $|\gamma| = \sum_{1 \leq i, j \leq n} |\gamma_{ij}|^2)^{1/2}$, we assume that, for $p \geq 2$, $\mathbb{E}|\gamma|^{p+1} < \infty$, and that there exists $\varepsilon_0 > 0$ such that for $\varepsilon \leq \varepsilon_0$,

$$\sup_{|\xi| = 1} \mathbb{P}[(\gamma \xi, \xi) < \varepsilon] \leq \varepsilon^{p+2n}.$$  

Then there exists a constant $C$ depending only on the dimension $n$ such that

$$\mathbb{E}\lambda_*(\gamma)^{-p} \leq C\mathbb{E}|\gamma|^{1+p\varepsilon_0^{-p}}.$$  

We also need the following technical result.

**Lemma 4.3.** Let $\delta \in (0, 1]$ and let $a_t, b_t, t \in [0, \delta]$ be stochastic processes which are a.s. increasing. Assume that $b_0 = 0$. Suppose for fixed $p \geq 1$ and for all $t \in [0, \delta]$ one has

$$\mathbb{E}[b_t^p] \leq C_t t^{2p} \quad \text{and} \quad a_t \geq \frac{t - b_t}{\delta}.$$  

Then for all $\varepsilon > 0$

$$\mathbb{P}(a_\delta \leq \varepsilon) \leq 4^p C_p \varepsilon^p.$$  

**Proof.** Set

$$S_\varepsilon = \inf \left\{ s \geq 0 : b_s \geq \frac{\delta \varepsilon}{2} \right\} \wedge \delta,$$  

Remark that for any $p > 0$

$$\mathbb{P}(S_\varepsilon < \delta \varepsilon) = \mathbb{P} \left( b_{\varepsilon/2}^p \geq \left( \frac{\delta \varepsilon}{2} \right)^p \right) \leq 2^p \mathbb{E}[b_{\varepsilon/2}^p] \leq 2^p C_p (\delta \varepsilon)^p.$$  

On the other hand, on $S_\varepsilon \geq \delta \varepsilon$,

$$a_{S_\varepsilon} \geq a_{\delta \varepsilon} \geq \frac{\delta \varepsilon - \delta \varepsilon/2}{\delta} \geq \varepsilon/2.$$  

Therefore

$$\mathbb{P}(a_\delta < \varepsilon/2) \leq \mathbb{P}(a_\delta < \varepsilon/2, S_\varepsilon < \delta \varepsilon) + \mathbb{P}(a_\delta < \varepsilon/2, S_\varepsilon \geq \delta \varepsilon) \leq \mathbb{P}(S_\varepsilon < \delta \varepsilon) \leq 2^p C_p \varepsilon^p.$$  

This implies that $\mathbb{P}(a_\delta < \varepsilon) \leq 4^p C_p \varepsilon^p$. 

The following Lemma [4.4] is a refinement of what was proved by Norris in [13], in the sense that we take care of the same quantities, but handling more carefully the dependence on the final time $t_0$. This is a key estimate for the proof of next Theorem 4.6.

**Lemma 4.4.** Suppose $u(t) = (u_1(t), \ldots, u_d(t))$ and $a(t)$ are a.s. continuous and adapted processes such that for some $p \geq 1$, $C > 0$ and for every $t_0 \leq 1$ one has

$$\mathbb{E} \left[ \sup_{0 \leq s \leq t} |u_s|^p \right] \leq \frac{C}{t_0^p}, \quad \mathbb{E} \left[ \sup_{0 \leq s \leq t} |a_s|^p \right] \leq \frac{C}{t_0^p}.$$  

(4.6)

Set

$$Y(t) = y + \int_0^t a(s) ds + \sum_{k=1}^d \int_0^t u_k(s) dW_s^k.$$  
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Then, for any \( q > 4 \) and \( r > 0 \) such that \( 6r + 4 < q \), there exists \( \varepsilon_0(q,r,p) \) such that for every \( t_0 \leq 1 \) and \( \varepsilon \leq \varepsilon_0(q,r,p) \) one has

\[
P \left\{ \int_0^{t_0} Y_t^2 dt < \varepsilon^q, \int_0^{t_0} |u(t)|^2 dt \geq \frac{6\varepsilon}{t_0} \right\} \leq (2^p C + 1)\varepsilon^p.
\]

Proof. Set \( \theta_t = |a_t| + |u_t| \), and

\[
\tau = \inf \left\{ s \geq 0 : \sup_{0 \leq s \leq s} \theta_u > \frac{\varepsilon-r}{t_0} \right\} \wedge t_0.
\]

We have

\[
P \left\{ \int_0^{t_0} Y_t^2 dt < \varepsilon^q, \int_0^{t_0} |u(t)|^2 dt \geq \frac{\varepsilon}{t_0} \right\} \leq A_1 + A_2.
\]

where \( A_1 = P[\tau < t_0] \) and

\[
A_2 = P \left\{ \int_0^{t_0} Y_t^2 dt < \varepsilon^q, \int_0^{t_0} |u(t)|^2 dt \geq \frac{\varepsilon}{t_0}, \tau = t_0 \right\}
\]

An upper bound for \( A_1 \) easily follows from (4.6). Indeed

\[
P[\tau < t_0] \leq P \left[ \sup_{0 \leq s \leq t_0} \theta_u > \frac{\varepsilon-r}{t_0} \right] \leq \frac{\varepsilon^p}{t_0^p} \varepsilon^p \mathbb{E} \left[ \sup_{0 \leq s \leq t_0} \theta_u^p \right] \leq 2^p C \varepsilon^p.
\]

for \( \varepsilon \leq \varepsilon_0 \). To estimate \( A_2 \) we introduce

\[
N_t = \int_0^t Y_s \sum_{k=1}^d u_k^k dW^k_s \quad \text{and} \quad B = \left\{ \langle N \rangle_{\tau} < \rho, \sup_{0 \leq s \leq \tau} |N_s| \geq \delta \right\}, \quad \text{with} \quad \delta = \frac{\varepsilon^{2r+2}}{t_0} \quad \text{and} \quad \rho = \frac{\varepsilon^{q-2r}}{t_0^2}.
\]

By the exponential martingale inequality,

\[
P(B) \leq \exp\left(-\frac{\delta^2}{2\rho}\right) \leq \exp\left(-\varepsilon^{6r+4-q}\right).
\]

So, in order to conclude the proof, it suffices to show that

\[
\left\{ \int_0^{t_0} Y_t^2 dt < \varepsilon^q, \int_0^{t_0} |u(t)|^2 dt \geq \frac{6\varepsilon}{t_0}, \tau = t_0 \right\} \subset B,
\]

or

\[
\langle N \rangle_{\tau} = \int_0^\tau Y_t^2 |u_t|^2 dt \leq \int_0^{t_0} Y_t^2 dt \sup_{0 \leq t \leq \tau} |u_t|^2 < \frac{\varepsilon^{q-2r}}{t_0^2} = \rho.
\]

We suppose \( \omega \notin B \), \( \int_0^{t_0} Y_t^2 dt < \varepsilon^q \) and \( \tau = t_0 \) and show \( \int_0^{t_0} |u(t)|^2 dt < 6\varepsilon/t_0 \). With these assumptions,

\[
\langle N \rangle_{\tau} = \int_0^\tau Y_t^2 |u_t|^2 dt \leq \int_0^{t_0} Y_t^2 dt \sup_{0 \leq t \leq \tau} |u_t|^2 < \frac{\varepsilon^{q-2r}}{t_0^2} = \rho.
\]

So, for \( \omega \notin B \) then one necessarily has \( \sup_{0 \leq t \leq \tau} |Y_s \sum_{k=1}^d u_k^k W^k_s| < \delta = \varepsilon^{2r+2}/t_0 \). From \( 6r + 4 \leq q \), if \( \tau = t_0 \) then

\[
\sup_{0 \leq t \leq \tau} \left| \int_0^t Y_s a_s ds \right| \leq \left( t_0 \int_0^\tau Y_s^2 a_s^2 ds \right)^{1/2} \leq t_0 \left( \int_0^{t_0} Y_s^2 ds \sup_{0 \leq s \leq \tau} |a_s|^2 \right)^{1/2}
\]

\[
\leq t_0 \left( \varepsilon^q \frac{\varepsilon^{q-2r}}{t_0^2} \right)^{1/2} \leq \frac{\varepsilon^{2r+2}}{t_0}.
\]
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Thus
\[ \sup_{0 \leq t \leq \tau} \left| \int_0^t Y_s dY_s \right| \leq \sup_{0 \leq t \leq \tau} \left| \int_0^t Y_s a_s ds + \int_0^t Y_s u_s dW_s \right| \leq \frac{2^{2r+2}}{t_0}. \]

By Itô’s formula, \( Y_t^2 = y^2 + 2 \int_0^t Y_s dY_s + \langle M \rangle_t \) with \( \langle M \rangle_t = \int_0^t |u_s|^2 ds \). So, recalling that \( q > 2r + 2 \),
\[ \int_0^\tau \langle M \rangle_t dt = \int_0^\tau Y_t^2 dt - \tau y^2 - 2 \int_0^\tau \int_0^t Y_s dY_s dt < \varepsilon^q + \frac{4 \varepsilon^{2r+2}}{t_0} < 5 \varepsilon^{2r+2} / t_0. \]

Since \( t \mapsto \langle M \rangle_t \) is non negative and increasing, for \( 0 < \gamma < \tau \) we have
\[ \gamma \langle M \rangle_{\tau - \gamma} \leq \int_{\tau - \gamma}^\tau \langle M \rangle_t dt \leq 5 \varepsilon^{2r+2} / t_0. \]

Using also the fact that
\[ \langle M \rangle_{\tau} - \langle M \rangle_{\tau - \gamma} = \int_{\tau - \gamma}^\tau |u_s|^2 ds \leq \frac{\varepsilon^{-2r}}{t_0^2}, \]
we have
\[ \langle M \rangle_{\tau} \leq \frac{5\varepsilon^{2r+2}}{\gamma} + \frac{\varepsilon^{-2r}}{t_0^2}. \]

With \( \gamma = t_0 \varepsilon^{2r+1} \), this gives \( \int_0^{t_0} |u_s|^2 ds = \langle M \rangle_{\tau} < \frac{6\varepsilon}{t_0} \).

We are now ready to prove the non degeneracy of the Malliavin covariance matrix. More precisely, we prove a quantitative version of this property: the \( L^p \) norm of the inverse of the Malliavin covariance matrix of \( F \) is upper bounded by a constant in \( C, C \) being defined in (3.28).

**Lemma 4.5.** Let \( \alpha, T_\alpha \) and \( F = T_\alpha(X_\delta - x_0) \) be defined as in (4.1) and (4.5). Let \( \gamma_F \) denote the Malliavin covariance matrix of \( F \). Then for any \( p > 1 \) there exists \( C \in C \) such that, for \( \delta \leq 1, E|\lambda_\alpha(\gamma_F)|^{-p} \leq C \).

**Proof.** We need a bound for the moments of the inverse of
\[ \gamma_F = \sum_{k=1}^d \int_0^\delta D_s^k F D_s^k F^T ds. \]

Following [14] we define the tangent flow \( Y \) of \( X \) as the derivative with respect to the initial condition of \( X \): \( Y_t := \partial_x X_t \). We also denote its inverse \( Z_t = Y_t^{-1} \). Then one has (remark that the equations we consider for \( X, Y \) and \( Z \) are all in Stratonovich form):
\[ Y_t = \text{Id} + \sum_{k=1}^d \int_0^t \nabla_x \sigma_k(s, X_s) Y_s \circ dW_s^k + \int_0^t \nabla_x b(s, X_s) Y_s ds \]
\[ Z_t = \text{Id} - \sum_{k=1}^d \int_0^t Z_s \nabla_x \sigma_k(s, X_s) \circ dW_s^k - \int_0^t Z_s \nabla_x b(s, X_s) ds, \]

(4.8)
where $\nabla_x \sigma_k$ and $\nabla_x b$ are the Jacobian matrix with respect to the space variable. It holds

$$D_s X_\delta = Y_\delta Z_\delta \sigma(s, X_s), \quad s < \delta.$$  

By applying Itô’s formula we have the following representation, for $\phi \in C^{1,2}$:

$$Z_t \phi(t, X_t) = \phi(0, x_0) + \int_0^t Z_s \sum_{k=1}^d [\sigma_k, \phi](s, X_s) dW_s^k$$

$$+ \int_0^t Z_s \left\{ b, \phi \right\} + \frac{1}{2} \sum_{k=1}^d [\sigma_k, [\sigma_k, \phi]] + \frac{\partial \phi}{\partial s} \right\} (s, X_s) ds$$

(details are given in [4], remark that in the r.h.s. above we are taking into account an Itô integral). We now compute

$$D_s F = \alpha^{-1} D_s X_\delta = \alpha^{-1} Y_\delta Z_\delta \sigma(s, X_s) = \alpha^{-1} Y_\delta \alpha^{-1} Z_\delta \sigma(s, X_s)$$

so

$$\gamma_F = \alpha^{-1} Y_\delta \alpha \gamma_F (\alpha^{-1} Y_\delta \alpha)^T \quad \text{where} \quad \gamma_F = \alpha^{-1} \int_0^\delta Z_s \sigma(s, X_s) \sigma(s, X)_s^T Z_s^T ds \alpha^{-1, T},$$

and

$$\gamma_F^{-1} = (\alpha^{-1} Y_\delta \alpha)^{-1, T} \gamma_F^{-1} (\alpha^{-1} Y_\delta \alpha)^{-1}. $$

Now,

$$(\alpha^{-1} Y_\delta \alpha)^{-1} = \alpha^{-1} Z_\delta \alpha = \text{Id}_n + \alpha^{-1}(Z_\delta - \text{Id}_n)\alpha$$

Using the fact that $\lambda^*(\cdot)$ is a norm on the set of matrices, and that for two $n \times n$ matrices $A, B$, $\lambda^*(A) \leq n\lambda^*(A)\lambda^*(B)$, we have

$$\lambda_n(\gamma_F)^{-1} = \lambda^*(\gamma_F^{-1}) \leq n^2 \lambda^*(\gamma_F^{-1}) \lambda^*((\alpha^{-1} Y_\delta \alpha)^{-1})^2$$

and

$$\lambda^*((\alpha^{-1} Y_\delta \alpha)^{-1}) \leq 1 + n^2 \lambda^*(\alpha^{-1}) \lambda^*(Z_\delta - \text{Id}_n) \lambda^*(\alpha).$$

Standard estimates (see also [4.8]) give $\lambda^*(Z_\delta - \text{Id}_n) \leq C_1 \sqrt{\delta}$ for some $C_1 \in C$. Moreover

$$\lambda^*(\alpha) = \lambda^*(A_\delta) = \lambda^*(A D_\delta) \leq n\lambda^*(A) \lambda^*(D_\delta) \leq C_2 \sqrt{\delta}, \quad C_2 \in C$$

$$\lambda^*(\alpha^{-1}) \leq \frac{1}{\lambda_n(AD_\delta)} \leq \frac{C_3}{\delta}, \quad C_3 \in C$$

and so for all $q > 1$ exists $C \in C$ such that

$$\mathbb{E}\lambda^* ((\alpha^{-1} Y_\delta \alpha)^{-1})^q \leq C$$

We now need to estimate the reduced matrix, i.e. prove that for all $q > 1$ exists $C \in C$ such that

$$\mathbb{E}\lambda^* (\gamma_F^{-1})^q = \mathbb{E}\lambda_n(\gamma_F)^{-q} \leq C$$

(4.10)

We show now that for any $p > 0$, $\sup_{|v|=1} \mathbb{P} (|\gamma_F v| \leq \varepsilon) \leq \varepsilon^p$, for $\delta \leq 1$ for $\varepsilon \leq \varepsilon_0 \in 1/C$ not depending on $\delta$. Together with lemma 4.2 this implies 4.10.
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Denote $\xi = T^*_\alpha u$. From (2.3) and the definition (2.7) of $A_\delta$ we have two possible cases: A) $|\xi \cdot \sigma_j(0, x_0)| \geq \frac{1}{m_\delta}$ for some $j = 1, \ldots, d$, or B) $|\xi \cdot [\sigma_j, \sigma_l](0, x_0)| \geq \frac{1}{m_\delta}$ for some $j, l = 1, \ldots, d, j \neq l$. Moreover
\[
\alpha \tilde{\gamma}_F \alpha^T = \int_0^\delta Z_s \sigma(s, X_s) \sigma(s, X_s)^T Z_s^T ds. \tag{4.11}
\]
Therefore, with $\xi = T^*_\alpha u$, we have for any $q > 1$
\[
\mathbb{P}(|\tilde{\gamma}_F u, v| \leq \varepsilon^q) = \mathbb{P}\left( \xi^T \int_0^\delta Z_s \sigma(s, X_s) \sigma(s, X_s)^T Z_s^T ds \xi \leq \varepsilon^q \right)
\]
\[
= \mathbb{P}\left( \sum_{i=1}^d \int_0^\delta |\xi^T Z_i \sigma_i(t, X_i)|^2 dt \leq \varepsilon^q \right)
\]
We decompose this probability:
\[
\mathbb{P}(|\tilde{\gamma}_F u, v| \leq \varepsilon^q) = \mathbb{P}\left( \sum_{i=1}^d \int_0^\delta |\xi^T Z_i \sigma_i(t, X_i)|^2 dt \leq \varepsilon^q \right)
\]
\[
\leq \mathbb{P}\left( \sum_{i=1}^d \int_0^\delta |\xi^T Z_i \sigma_i(t, X_i)|^2 dt \leq \varepsilon^q, \sum_{i,k=1}^d \int_0^\delta |\xi^T Z_i [\sigma_i, \sigma_k](t, X_i)|^2 dt \leq \frac{\varepsilon}{\delta} \right)
\]
\[
+ \mathbb{P}\left( \sum_{i=1}^d \int_0^\delta |\xi^T Z_i \sigma_i(t, X_i)|^2 dt \leq \varepsilon^q, \sum_{i,k=1}^d \int_0^\delta |\xi^T Z_i [\sigma_i, \sigma_k](t, X_i)|^2 dt > \frac{\varepsilon}{\delta} \right)
\]
\[
=: I_1 + I_2
\]
To estimate $I_1$ we distinguish the two cases A) and B) above.
Case A): $|\xi \cdot \sigma_j(0, x_0)| \geq \frac{1}{m_\delta}$ for some $j = 1, \ldots, d$. We fix this $j$. Then,
\[
I_1 \leq \mathbb{P}\left( \int_0^\delta |\xi^T Z_i \sigma_j(t, X_i)|^2 dt \leq \varepsilon^q, \int_0^\delta |\xi^T \sum_{k=1}^d Z_i [\sigma_k, \sigma_j](t, X_i)|^2 dt < \frac{\varepsilon}{\delta} \right)
\]
\[
\leq \mathbb{P}\left( \int_0^\delta |\xi^T Z_i \sigma_j(t, X_i)|^2 dt \leq \varepsilon^q, \sup_{0 \leq t \leq \delta} \left| \int_0^t \xi^T \sum_{k=1}^d Z_s [\sigma_k, \sigma_j](s, X_s) dW_s^k \right|^2 \leq \frac{1}{12m^2 \delta} \right)
\]
\[
+ \mathbb{P}\left( \sup_{0 \leq t \leq \delta} \left| \int_0^t \xi^T \sum_{k=1}^d Z_s [\sigma_k, \sigma_j](s, X_s) dW_s^k \right|^2 \geq \frac{1}{12m^2 \delta}, \int_0^\delta \left| \xi^T \sum_{k=1}^d Z_i [\sigma_k, \sigma_j](t, X_i)|^2 dt < \frac{\varepsilon}{\delta} \right) \right)
\]
Set $u_s = (\xi^T Z_s [\sigma_k, \sigma_j](s, X_s))_{k=1, \ldots, d}$. From the exponential martingale inequality we have
\[
\mathbb{P}\left( \sup_{0 \leq t \leq \delta} \left| \sum_{k=1}^d \int_0^t u_s^k dW_s^k \right|^2 \geq \frac{1}{12m^2 \delta}, \int_0^\delta |u_t|^2 dt < \frac{\varepsilon}{\delta} \right) \leq 2 \exp\left( -\frac{1}{12m^2 \delta} \times \frac{\delta}{2 \varepsilon} \right) = 2 \exp\left( -\frac{1}{24m^2 \varepsilon} \right) < \varepsilon^p,
\]
the latter inequality holding for every $p > 1$ and $\varepsilon \leq \varepsilon_0$. We now define
\[
D := \left\{ \sup_{0 \leq t \leq \delta} \left| \int_0^t \xi^T \sum_{k=1}^d Z_s [\sigma_k, \sigma_j](s, X_s) dW_s^k \right|^2 \leq \frac{1}{12m^2 \delta} \right\}
\]
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and prove
\[ \mathbb{P} \left( \left\{ \int_0^\delta |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \leq \frac{\varepsilon^q}{4m^2} \right\} \cap D \right) \leq \varepsilon^p \]
which is equivalent to the desired estimate \( \mathbb{P} \left( \left\{ \int_0^\delta |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \leq \varepsilon^q \right\} \cap D \right) \leq \varepsilon^p \). From representation (4.9), for \( \phi = \sigma_j \) we find
\[ Z_t \sigma_j(t, X_t) = \sigma_j(0, x_0) + \int_0^t \sum_{k=1}^d Z_s[\sigma_k, \sigma_j](s, X_s) dW^k_s + R_t, \]
with
\[ R_t = \int_0^t Z_s \left\{ [b, \sigma_j] + \frac{1}{2} \sum_{k=1}^d [\sigma_k, [\sigma_k, \sigma_j]] + \frac{\partial \sigma_j}{\partial s} \right\} (s, X_s) ds. \]
From \((a + b + c)^2 \geq a^2/3 - b^2 - c^2\) and \(|\xi \cdot \sigma_j(0, x_0)| \geq \frac{1}{m^2\delta^2}\), for \( \bar{t} \leq \delta \) we can write
\[
\begin{align*}
&\int_0^\bar{t} |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \\
&\geq \frac{\bar{t} |\xi^T \sigma_j(0, x_0)|^2}{3} - \int_0^\bar{t} \sum_{k=1}^d \int_0^t |\xi^T Z_s[\sigma_k, \sigma_j](s, X_s) dW^k_s|^2 dt - \int_0^\bar{t} |\xi^T R_t|^2 dt \\
&\geq \frac{\bar{t}}{3\delta m^2} - \int_0^\bar{t} \sum_{k=1}^d \int_0^t |\xi^T Z_s[\sigma_k, \sigma_j](s, X_s) dW^k_s|^2 dt - \int_0^\bar{t} |\xi^T R_t|^2 dt.
\end{align*}
\]
On the set \( D \) one has
\[
\int_0^\bar{t} \sum_{k=1}^d \int_0^\bar{t} |\xi^T Z_s[\sigma_k, \sigma_j](s, X_s) dW^k_s|^2 dt \leq \frac{\bar{t}}{12m^2\delta},
\]
so
\[
\int_0^\bar{t} |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \geq \frac{\bar{t}}{4m^2\delta} - \int_0^\bar{t} |\xi^T R_t|^2 dt,
\]
that we rewrite as
\[
4m^2 \int_0^\bar{t} |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \geq \frac{\bar{t} - 4m^2\delta \int_0^\bar{t} |\xi^T \sigma_j|_2^2 dt}{\delta}. \tag{4.13}
\]
We now set
\[ a_{\bar{t}} = 4m^2 \int_0^\bar{t} |\xi^T Z_t \sigma_j(t, X_t)|^2 dt \text{ on the set } D \text{ and } a_{\bar{t}} = \bar{t}/\delta \text{ on the set } D^c, \]
\( D^c \) denoting the complement of \( D \). Standard computations, considering also \(|\xi| = |T^{\bar{a}}_v v| \leq |v|C/\delta = C/\delta, \) give \( \mathbb{E}(\int_0^\bar{t} |\xi^T R_t|^2 dt)^q \leq C\bar{t}^q/\delta^2 q \), so \( \mathbb{E}(4\delta m^2 \int_0^\bar{t} |\xi^T R_t|^2 dt)^q \leq C\bar{t}^q, \) for \( C \in \mathcal{C} \) (recall also \( \bar{t} \leq \delta \)). This estimate and (4.13) allow us to apply lemma (4.3) with \( a_{\bar{t}} \) defined above and
\[ b_{\bar{t}} = 4\delta m^2 \int_0^\bar{t} |\xi^T \sigma_j|^2 dt. \]
We estimate now
\[ \left\{ \int_0^\delta |\xi^TZ_i\sigma_j(t,X_t)|^2 dt \leq \frac{\varepsilon^q}{4m^2} \right\} \cap D = \{ a_\delta \leq \varepsilon^q \} \cap D \]
and we have
\[ \mathbb{P}\left( \left\{ \int_0^\delta |\xi^TZ_i\sigma_j(t,X_t)|^2 dt \leq \frac{\varepsilon^q}{4m^2} \right\} \cap D \right) = \mathbb{P}(\{ a_\delta \leq \varepsilon^q \} \cap D) \leq \mathbb{P}(a_\delta \leq \varepsilon^q) \leq \varepsilon^p. \]
We obtain \( I_1 < \varepsilon^p \) for any \( p > 1 \), for \( \delta \leq 1, \varepsilon \leq \varepsilon_0 \).

Case B) \( |\xi \cdot [\sigma_j,\sigma_l](t,x_0)| \geq \frac{1}{m^2} \) for some \( j, l = 1 \ldots d, j \neq l \). In this case we write
\[ I_1 \leq \mathbb{P}\left( \int_0^\delta |\xi^TZ_i\sigma_j(t,X_t)|^2 dt \leq \frac{\varepsilon^q}{\delta} \right) \]
From representation (4.13) with \( \phi = [\sigma_j,\sigma_l] \) we find
\[ Z_i[\sigma_j,\sigma_l](t,X_t) = [\sigma_j,\sigma_l](0, x_0) + R_t, \]
with
\[ R_t = \int_0^t Z_s \sum_{k=1}^d [\sigma_k, [\sigma_j,\sigma_l]](s,X_s)dW_s^k \]
\[ + \int_0^t Z_s \left\{ [b, [\sigma_j,\sigma_l]] + \frac{1}{2} \sum_{k=1}^d [\sigma_k, [\sigma_j,\sigma_l]] + \frac{\partial [\sigma_j,\sigma_l]}{\partial s} \right\} (s,X_s) ds. \]
From \( (a + b)^2 \geq a^2/2 - b^2 \) and \( |\xi \cdot [\sigma_j,\sigma_l](0,x_0)| \geq \frac{1}{m^2} \), for \( \delta \leq \delta \)
\[ \int_0^\delta |\xi^TZ_i[\sigma_j,\sigma_l](t,X_t)|^2 dt \geq \frac{\delta^2}{2} |\xi^TZ_i[\sigma_j,\sigma_l](0,x_0)|^2 - \int_0^\delta |\xi^TR_i|^2 dt \geq \frac{\delta}{2} \int_0^\delta |\xi^TR_i|^2 dt. \]
We apply lemma 4.13 with
\[ a_i = 2m^2\delta \int_0^\delta |\xi^TZ_i[\sigma_j,\sigma_l](s,X_s)|^2 ds \quad \text{and} \quad b_i = 2m^2\delta \int_0^\delta |\xi^TR_i|^2 dt \]
Indeed from (4.11) and \( |\xi| \leq C/\delta, \)
\[ \mathbb{E}|b_i|^q \leq C\delta^2 \]
and from (4.14) we have \( a_i \geq \frac{\delta - b_i}{\delta} \). So, we find \( I_1 < \varepsilon^p \), for \( \delta \leq 1, \varepsilon \leq \varepsilon_0 \).
We estimate now
\[ I_2 = \mathbb{P}\left( \sum_{i,j=1}^d \int_0^\delta |\xi^TZ_i[\sigma_j,\sigma_l](s,X_s)|^2 ds \leq \varepsilon^q, \sum_{i,j=1}^d \int_0^\delta |\xi^TZ_i[\sigma_i,\sigma_j](s,X_s)|^2 ds > \frac{\varepsilon}{\delta} \right). \]
By using again (4.13), we find
\[ \xi^TZ_i[\sigma_i,\sigma_j](t,X_t) = [\sigma_i,\sigma_j](0, x_0) + \sum_{j=1}^d \int_0^t \xi^TZ_i[\sigma_j,\sigma_i](s,X_s)dW_s^j \]
\[ + \int_0^t \xi^TZ_s \left\{ [b, \sigma_i] + \frac{1}{2} \sum_{j=1}^d [\sigma_j, [\sigma_j,\sigma_i]] + \frac{\partial \sigma_i}{\partial s} \right\} (s,X_s) ds. \]
For $t_0 = \delta$ and from the fact that $|\xi| \leq \frac{C}{\delta}$, we have
\[
\mathbb{E} \left[ \sup_{0 \leq s \leq \delta} |\xi^T Z_s[\sigma_j, \sigma_i](s, X_s)|^p \right] \leq \frac{C}{\delta^p}, \quad C \in \mathbb{C}, \quad \text{and}
\]
\[
\mathbb{E} \left[ \sup_{0 \leq s \leq \delta} |\xi^T Z_s \left\{ [b, \sigma_i] + \frac{1}{2} \sum_{j=1}^{d} [\sigma_j, [\sigma_j, \sigma_i]] \right\} (s, X_s)|^p \right] \leq \frac{C}{\delta^p}, \quad C \in \mathbb{C}.
\]
Thus we can apply Lemma 4.4 and we get
\[
P \left( \sum_{i=1}^{d} \int_{0}^{\delta} |\xi^T Z_s \sigma_i(s, X_s)|^2 ds \leq \varepsilon^q \text{ and } \sum_{i,j=1}^{d} \int_{0}^{\delta} |\xi^T Z_s[\sigma_i, \sigma_j](s, X_s)|^2 ds > \frac{\varepsilon}{\delta} \right) \leq \varepsilon^p
\]
for any $p > 1, \delta \leq 1$ for $\varepsilon \leq \varepsilon_0$. We have now both the estimates of $I_1$ and $I_2$, so we have $\sup_{|v| = 1} P(|\xi^T F, v| \leq \varepsilon^q) \leq \varepsilon^p$ for $p > 1, \delta \leq 1$ for $\varepsilon \leq \varepsilon_0$, and the statement holds.

4.3 Upper bound for the density of $X_\delta$

**Theorem 4.6.** Let Assumption 2.1 and 2.2 hold. Let $p_{X_\delta}$ denote the density of $X_\delta$, $t > 0$. Then, for any $p > 1$, there exists a positive constant $C \in \mathbb{C}$ such that for every $\delta \leq 1$ and for every $y \in \mathbb{R}^n$
\[
p_{X_\delta}(y) \leq \frac{1}{\delta^{n-\frac{2\dim(\sigma(0,x_0))}{2}} + |y-x_0|^p_{A_\delta(0,x_0)}}.
\]
Again, $\dim(\sigma(0,x_0))$ denotes the dimension of the vector space spanned by $\sigma_1(0,x_0), \ldots, \sigma_d(0,x_0)$.

**Proof.** Set $F = T_\alpha(X_\delta - x_0)$. We apply estimate (4.7): there exist constants $p$ and $a$ depending only on the dimension $n$, such that
\[
p_{F}(z) \leq C \max \{1, \mathbb{E} |\lambda_0(\gamma_F)|^{-p} \|F\|_{2,p} \} \mathbb{P}(\|F - z\| < 2^a).
\]
We first show that $\|F\|_{2,p} \leq C \in \mathbb{C}$, as a consequence of Assumption 2.1. We prove just that $\|F\|_p \leq C$ for every $p$, for the Malliavin derivatives the proof is heavier but analogous. We write
\[
F = T_\alpha \left( \sum_{j=1}^{d} \int_{0}^{\delta} \sigma_j(t, X_t) \circ dW^j_t + \int_{0}^{\delta} b(t, X_t) dt \right) = T_\alpha \left( \sum_{j=1}^{d} \sigma_j(0,x_0)W^j_\delta + B_\delta \right),
\]
where
\[
B_\delta = \sum_{j=1}^{d} \int_{0}^{\delta} (\sigma_j(t, X_t) - \sigma_j(0, x_0)) \circ dW^j_t + \int_{0}^{\delta} b(t, X_t) dt.
\]
Therefore
\[
|F| \leq \sum_{j=1}^{d} |T_\alpha \sigma_j(0, x_0) W^j_\delta| + |T_\alpha B_\delta|.
\]
(4.16) implies $|T_\alpha \sigma_j(0, x_0) W^j_\delta| \leq CW^j_{\delta}/\sqrt{\delta}$, for $j = 1, \ldots, d$. Moreover $|T_\alpha B_\delta| \leq |B_\delta|_{A_\delta} \leq C|B_\delta|/\delta$. If assumption 2.1 holds we conclude that $\mathbb{E}|F|^p \leq C \in \mathbb{C}$. 27
As in [2], Remark 2.4, it is easy to reduce the estimate of \( P(|F - z| < 2) \) to the tail estimate of \( F \), and then to use Markov inequality to relate the estimate of the tails to the moments of \( F \):

\[
P(|F - z| < 2) \leq P(|F| > |z|/2) \leq C \frac{1 + \mathbb{E}|F|^p}{1 + |z|^p}, \quad \forall z \in \mathbb{R}^n
\] (4.17)

Since, from Assumption 2.1, all the moments of \( F \) are bounded by constants in \( C \), we have that for any exponent \( p > 1 \) this term decays faster than \( |z|^{-p} \) for \( |z| \to \infty \).

In Lemma 4.5 we have already proved that \( p_F(z) \leq C \). The upper bound for the density of \( X_\delta \) comes from the simple change of variable \( y = x_0 + \alpha z \). For a positive and bounded measurable function \( f: \mathbb{R}^n \to \mathbb{R} \), we write

\[
\mathbb{E}f(X_\delta) = \mathbb{E}f(x_0 + \alpha F) = \int f(x_0 + \alpha z)p_F(z)dz
\]

and we apply our density estimate, so that

\[
\mathbb{E}f(X_\delta) \leq \int \frac{Cf(x_0 + \alpha z)}{1 + |z|^p}dz \leq \frac{C}{|\det \alpha|} \int \frac{f(y)}{1 + |x_0 - y|^p_{A_\delta(x_0,0)}}dy,
\]

in which we have used (4.2). Concerning \(|\det \alpha|\), we recall (3.42) and we obtain

\[
p_{X_\delta}(y) \leq \frac{1}{\delta^{n - \frac{\dim(x_0,0)}{2}}} \frac{C}{1 + |x_0 - y|^p_{A_\delta(x_0,0)}}.
\]

\[\square\]

**Remark 4.7.** If Assumption 2.3 holds then the upper estimate in Theorem 4.6 is of exponential type: there exists a constant \( C \in \mathbb{C} \) such that for every \( \delta \leq 1 \) and for every \( y \in \mathbb{R}^n \)

\[
p_{X_\delta}(y) \leq \frac{C}{\delta^{n - \frac{\dim(x_0,0)}{2}}} \exp\left(-\frac{1}{C}|y - x_0|^p_{A_\delta(x_0,0)}\right).
\]

The proof is identical to the previous one except for the last part. In fact, looking at (4.16), in this case the boundedness of the coefficients allows one to apply the exponential martingale inequality, so instead of (4.17) we obtain the exponential bound \( P(|F| > |y|/2) \leq C \exp(-|y|/C) \). This actually gives the proof of (3) in Theorem 2.4.

**Remark 4.8.** In Theorem 4.7 the lower bound is centered at \( x_0 + \delta b(x_0) \) but for the upper estimate in Theorem 4.6 one can choose to center at \( x_0 \) or at \( x_0 + \delta b(x_0) \). In fact, in this case we notice that

\[
|\delta b(x_0)|_{A_\delta(0,0)} \leq \frac{C'}{\delta} |\delta b(x_0)| \leq C''
\]

so

\[
\frac{C_1}{1 + |x_0 - y|_{A_\delta(0,0)}} \leq \frac{C_2}{1 + |x_0 + \delta b(x_0) - y|_{A_\delta(0,0)}} \leq \frac{C_3}{1 + |x_0 - y|_{A_\delta(0,0)}}
\]

and the estimate of Theorem 4.6 can be equivalently written as

\[
p_{X_\delta}(y) \leq \frac{1}{\delta^{n - \frac{\dim(x_0,0)}{2}}} \frac{C}{1 + |y - x_0 - \delta b(x_0)|^p_{A_\delta(x_0,0)}}.
\]
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Remark 4.9. Theorem 4.6 can be seen as an improvement of the upper bound in [11] in the sense that it precisely identifies the exponent \( n - \frac{\dim(\sigma(0,x_0))}{2} \), which accounts for the time-scale of the heat kernel when \( \delta \) goes to zero. This is evident when we consider the diagonal estimate \( y = x_0 \), and the same consideration holds when \( y \) is close to \( x_0 \). When looking at the tails (\( y \) far from \( x_0 \)), it is not clear which of the two upper bounds is more accurate, unless we further specify the model.

A Proof of Lemma 3.1

We prove the decomposition (3.7) in Lemma 3.1. We recall \( Z_t \) in (3.2):

\[
Z_t = \sum_{i=1}^{d} a_i W_i^t + \sum_{i,j=1}^{d} a_{i,j} \int_0^t W_i^s \circ dW_j^s
\]

with \( a_i = \sigma_i(0,x_0), a_{i,j} = \partial_{\sigma_i}\sigma_j(0,x_0) \). Setting \( s_l = \frac{l}{\delta} \), \( l = 1, \ldots, d \), we have

\[
Z_\delta = \sum_{l=1}^{d} Z(s_l) - Z(s_{l-1}) = \sum_{l=1}^{d} \left( \sum_{i=1}^{d} a_i \Delta_i^l + \sum_{i,j=1}^{d} a_{i,j} \int_{s_{l-1}}^{s_l} W_i^s \circ dW_j^s \right).
\]

Recalling the quantities \( \Delta_i^l \) and \( \Delta_{i,j}^l \) in (3.3), we write

\[
\int_{s_{l-1}}^{s_l} W_i^s \circ dW_j^s = W_{s_{l-1}}^i \Delta_i^l + \Delta_{i,j}^l = (\sum_{p=1}^{l-1} \Delta_p^l) \Delta_i^l + \Delta_{i,j}^l.
\]

Then

\[
Z_\delta = \sum_{l=1}^{d} \sum_{i=1}^{d} a_i \Delta_i^l + \sum_{l=1}^{d} \sum_{i,j=1}^{d} a_{i,j} (\sum_{p=1}^{l-1} \Delta_p^l) \Delta_i^l + \sum_{l=1}^{d} \sum_{i,j=1}^{d} a_{i,j} \Delta_{i,j}^l =: S_1 + S_2 + S_3.
\]

Notice first that

\[
S_1 = \sum_{l=1}^{d} a_l \Delta_l^l + \sum_{l=1}^{d} \sum_{i \neq l} a_i \Delta_i^l.
\]

We treat now \( S_3 \). We will use the identities

\[
|\Delta_i^l|^2 = 2\Delta_{i,i}^l \quad \text{and} \quad \Delta_i^l \Delta_j^l = \Delta_{i,j}^l + \Delta_{j,i}^l.
\]
Then

\[ S_3 = \sum_{l=1}^{d} \sum_{i=1}^{d} a_{i,l} \Delta_{l}^{i,i} + \sum_{l=1}^{d} \sum_{i \neq j} a_{i,j} \Delta_{l}^{i,j} \]

\[ = \sum_{l=1}^{d} \sum_{i=1}^{d} a_{i,l} \Delta_{l}^{i,i} + \sum_{l=1}^{d} \sum_{i \neq j} a_{i,j} \Delta_{l}^{i,j} + \sum_{l=1}^{d} \sum_{i \neq j, i \neq l} a_{i,j} \Delta_{i,j}^{l,l} \]

\[ = \frac{1}{2} \sum_{l=1}^{d} \sum_{i=1}^{d} a_{i,i} |\Delta_{l}|^2 + \sum_{l=1}^{d} \sum_{i \neq l} a_{i,l} \Delta_{l}^{i,l} \]

\[ + \sum_{l=1}^{d} \sum_{j \neq l} a_{l,j} (\Delta_{l}^{i} \Delta_{l}^{j} - \Delta_{l}^{j,i}) + \sum_{l=1}^{d} \sum_{i \neq j, i \neq l} a_{i,j} \Delta_{i,j}^{l,l} \]

\[ = \frac{1}{2} \sum_{i=1}^{d} \sum_{l>0, i,j=1} a_{i,j} \Delta_{l}^{i} \Delta_{l}^{j} = S_2' + S_2'' + S_2''' + S_2^{iv} \]

We treat now \( S_2 \). We want to emphasize the terms containing \( \Delta_{l}^{i} \). We have

\[ S_2 = \sum_{l>0, i,j=1}^{d} a_{i,j} \Delta_{l}^{i} \Delta_{l}^{j} = S_2' + S_2'' + S_2''' + S_2^{iv} \]

with

\[ S_2' = \sum_{l>0}^{d} a_{p,l} \Delta_{p}^{i} \Delta_{l}^{i}, \quad S_2'' = \sum_{l>0, j \neq l}^{d} a_{p,j} \Delta_{p}^{i} \Delta_{l}^{j} \]

\[ S_2''' = \sum_{l>0, i \neq p}^{d} a_{i,l} \Delta_{p}^{i} \Delta_{l}^{i}, \quad S_2^{iv} = \sum_{l>0, i \neq p, j \neq l}^{d} a_{i,j} \Delta_{p}^{i} \Delta_{l}^{j}. \]

We have

\[ S_2''' = \sum_{p=1}^{d} \Delta_{p}^{i} \left( \sum_{l=p+1}^{d} \sum_{j \neq l} a_{p,j} \Delta_{l}^{i} \right) \]

and

\[ S_2^{iv} = \sum_{l=1}^{d} \Delta_{l}^{i} \left( \sum_{p=1}^{l-1} \sum_{i \neq p} a_{i,l} \Delta_{p}^{i} \right) = \sum_{p=1}^{d} \Delta_{p}^{i} \left( \sum_{l=1}^{p-1} \sum_{j \neq l} a_{j,p} \Delta_{l}^{i} \right) \]

so that

\[ S_2'' + S_2''' = \sum_{p=1}^{d} \Delta_{p}^{i} \left( \sum_{l=p+1}^{d} \sum_{j \neq l} a_{p,j} \Delta_{l}^{i} + \sum_{l=1}^{p-1} \sum_{j \neq l} a_{j,p} \Delta_{l}^{i} \right). \]
Finally

\[ Z_\delta = \sum_{i=1}^{d} a_i \Delta_i^i + \sum_{l=1}^{d} \sum_{i \neq l} a_i \Delta_i^l \]

\[ + \sum_{l>p}^{d} a_{p,l} \Delta_p^p \Delta_l^l + \sum_{p=1}^{d} \Delta_p^p \left( \sum_{l>p}^{d} \sum_{j \neq l} a_{p,j} \Delta_j^j + \sum_{p>1}^{d} \sum_{j \neq l} a_{j,p} \Delta_j^j \right) \]

\[ + \sum_{l>p}^{d} \sum_{i \neq l} a_{i,l} \Delta_i^l + \frac{1}{2} \sum_{i=1}^{d} a_{i,i} |\Delta_i^i|^2 + \frac{1}{2} \sum_{l=1}^{d} \sum_{i \neq l} a_{i,l} |\Delta_i^l|^2 \]

\[ + \sum_{l=1}^{d} \sum_{i \neq l} (a_{i,l} - a_{l,i}) \Delta_i^l + \sum_{l=1}^{d} \left( \sum_{j \neq l} a_{j,l} \Delta_j^j \right) \Delta_l^l + \sum_{l=1}^{d} \sum_{i \neq l} a_{i,l} \Delta_i^l. \]

We want to compute the coefficient of \( \Delta_p^p \): this term appears in \( \sum_{p=1}^{d} \Delta_p^p (a_p + \varepsilon_p) \), with

\[ \varepsilon_p = \sum_{l>p}^{d} \sum_{j \neq l} a_{p,j} \Delta_j^j + \sum_{p>1}^{d} \sum_{j \neq l} a_{j,p} \Delta_j^j + \sum_{j \neq l} a_{p,j} \Delta_j^j. \]

We consider now \( \Delta_p^{i,p} \). It appears in

\[ \sum_{p=1}^{d} \sum_{i \neq p} (a_{i,p} - a_{p,i}) \Delta_p^{i,p} \]

The vector \( a_{i,p} - a_{p,i} \) corresponds to the bracket \( [\sigma_i, \sigma_p](0, x) \). Notice that for \( l = l(i, p) \) when \( i \neq p \), then \( [\sigma_i, \sigma_p](0, x) = A_l(0, x), A_l(0, x) \) being the \( l \)th column of \( A(0, x) \). The other terms are

\[ \sum_{l=1}^{d} \sum_{i \neq l} a_{i,l} \Delta_i^l + \sum_{l>p}^{d} \sum_{i \neq p,j \neq l} a_{i,j} \Delta_i^j \Delta_j^j + \frac{1}{2} \sum_{i=1}^{d} a_{i,i} |\Delta_i^i|^2 + \frac{1}{2} \sum_{l=1}^{d} \sum_{i \neq l} a_{i,l} |\Delta_i^l|^2 \]

\[ + \sum_{l=1}^{d} \sum_{i \neq l} a_{i,j} \Delta_i^j + \sum_{l=p+1}^{d} a_{p,l} \Delta_p^p \Delta_l^l. \]

We put everything together and (3.7) is proved.

\section{Support property}

The aim of this section is the proof of the inequality in (B.5), which has been strongly used in Lemma 3.3.

Let \( B = (B^1, ..., B^{d-1}) \) be a standard Brownian motion. We consider the analogous of the covariance matrix \( Q_l(B) \) considered in Section 3.1: we define a symmetric square matrix of dimension \( d \times d \) by

\[ Q^{d,d} = 1, \quad Q^{d,j} = Q^{j,d} = \int_0^1 B^j ds, \quad j = 1, ..., d - 1, \]

\[ Q^{i,p} = Q^{p,i} = \int_0^1 B^j B^p ds, \quad j, p = 1, ..., d - 1. \]
and we denote by $\lambda_s(Q)$ (respectively by $\lambda^*(Q)$) the lowest (respectively largest) eigenvalue of $Q$.

For a measurable function $g : [0, 1] \to \mathbb{R}^{d-1}$ we denote

$$\alpha_g(\xi) = \xi_d + \int_0^1 \langle g_s, \xi_s \rangle \, ds,$$

$$\beta_g(\xi) = \int_0^1 \langle g_s, \xi_s \rangle^2 \, ds - \left( \int_0^1 \langle g_s, \xi_s \rangle \, ds \right)^2$$

with

$$\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d \quad \text{and} \quad \xi_s = (\xi_1, \ldots, \xi_{d-1}).$$

We need the following two preliminary lemmas.

**Lemma B.1.** With $g(s) = B_s, s \in [0, 1]$ we have

$$\langle Q_\xi, \xi \rangle = \alpha_B^2(\xi) + \beta_B(\xi).$$

As a consequence, one has

$$\lambda_s(Q) = \inf_{|\xi|=1} (\alpha_B^2(\xi) + \beta_B(\xi)) \quad \text{and} \quad \lambda^*(Q) \leq \sup_{|\xi|=1} (\alpha_B^2(\xi) + \beta_B(\xi)) \leq (1 + \sup_{t \leq 1} |B_t|)^2.$$ 

Taking $\xi_s = 0$ and $\xi_d = 1$ we obtain $\langle Q_\xi, \xi \rangle = 1$ so that $\lambda_s(Q) \leq 1 \leq \lambda^*(Q)$.

**Proof.** By direct computation

$$\langle Q_\xi, \xi \rangle = \xi_d^2 + 2\xi_d \int_0^1 \langle B_s, \xi_s \rangle \, ds + \left( \int_0^1 \langle B_s, \xi_s \rangle \, ds \right)^2$$

$$+ \int_0^1 \langle B_s, \xi_s \rangle^2 \, ds - \left( \int_0^1 \langle B_s, \xi_s \rangle \, ds \right)^2$$

$$\leq \left( \xi_d + \int_0^1 \langle B_s, \xi_s \rangle \, ds \right)^2 + \int_0^1 \langle B_s, \xi_s \rangle^2 \, ds - \left( \int_0^1 \langle B_s, \xi_s \rangle \, ds \right)^2.$$

The remaining statements follow straightforwardly. \hfill \square

**Proposition B.2.** For each $p \geq 1$ one has

$$\mathbb{E}(|\det Q|^{-p}) \leq C_{p,d} < \infty$$

(B.2)

where $C_{p,d}$ is a constant depending on $p, d$ only.

**Proof.** By Lemma 7-29, pg 92 in [6], for every $p \in (0, \infty)$ one has

$$\frac{1}{|\det Q|^p} \leq \frac{1}{\Gamma(p)} \int_{\mathbb{R}^d} |\xi|^{d(2p-1)} e^{-\langle Q_\xi, \xi \rangle} \, d\xi.$$

Let $\theta(\xi) := \int_0^1 \langle B_s, \xi_s \rangle \, ds$. Using the previous lemma

$$\int_{\mathbb{R}^d} |\xi|^{d(2p-1)} e^{-\langle Q_\xi, \xi \rangle} \, d\xi = \int_{\mathbb{R}^d} (\xi_d^2 + |\xi_s|^2)^{d(2p-1)/2} e^{-\langle Q_{\xi_s}, \xi_s \rangle} - \beta_B(\xi_s) \, d\xi$$

$$\leq C \int_{\mathbb{R}^{d-1}} (1 + \theta^2(\xi_s))^{d(2p-1)/2} + |\xi_s|^{d(2p-1)} e^{-\beta_B(\xi_s)} \, d\xi_s$$

$$\leq C \sup_{t \leq 1} \|B_t\|^{d(2p-1)} (1 + |\xi_s|^{d(2p-1)+1}) e^{-\beta_B(\xi_s)} \, d\xi_s.$$
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We integrate and we use Schwartz inequality in order to obtain
\[
\mathbb{E}\left(\frac{1}{|\det Q|}\right) \leq C + C \int_{|\xi| \geq 1} (\mathbb{E}((1 + |\xi|^d)^{2p-1})^2 e^{-2\beta_B(\xi)})^{1/2} d\xi.
\]
For each fixed $\xi$, the process $b_\xi(t) := |\xi|^{-1} \langle B_t, \xi \rangle$ is a standard Brownian motion and $\beta_B(\xi) = |\xi|^2 \int_0^1 (b_\xi(t) - \int_0^1 b_\xi(s)ds)^2 dt =: |\xi|^2 V_\xi$ where $V_\xi$ is the variance of $b_\xi$ with respect to the time. Then it is proved in [9] (see (1.1), p. 183) that
\[
\mathbb{E}(e^{-2\beta_B(\xi)}) = \mathbb{E}(e^{-2|\xi|^2 V_\xi}) = \frac{2 |\xi|^2}{\sinh 2|\xi|^2}.
\]
We insert this in the previous inequality and we obtain $\mathbb{E}(|\det Q|^{-p}) < \infty$. 

We are now able to give the main result in this section. We define
\[
q(B) = \sum_{i=1}^{d-1} |B_i^1| + \sum_{j \neq p} \int_0^1 B_j^1 dB_p^1
\]
and for $\varepsilon, \rho > 0$ we denote
\[
\Upsilon_{\rho, \varepsilon}(B) = \{\det Q \geq \varepsilon^p, \sup_{t \leq 1} |B_t| \leq \varepsilon^{-\rho}, q(B) \leq \varepsilon\}. \tag{B.4}
\]

**Proposition B.3.** There exist some universal constants $c_{\rho, d, \varepsilon, \rho, d} \in (0, 1)$ (depending on $\rho$ and $d$ only) such that for every $\varepsilon \in (0, \varepsilon, d)$ one has
\[
\mathbb{P}(\Upsilon_{\rho, \varepsilon}(B)) \geq c_{\rho, d} \times \varepsilon^{\frac{1}{2}(d+1)}. \tag{B.5}
\]

**Proof.** Using the previous proposition and Chebyshev’s inequality we get
\[
\mathbb{P}(\det Q < \varepsilon^p) \leq \mathbb{E}(\det Q)^{-p} \leq C_{p, d, \varepsilon, p} \text{ and } \mathbb{P}(\sup_{t \leq 1} |B_t| > \varepsilon^{-\rho}) \leq \exp\left(-\frac{1}{C\varepsilon^{2\rho}}\right).
\]
Let $q'(B) = \sum_{i=1}^{d-1} |B_i^1| + \sum_{j \neq p} \int_0^1 B_j^1 dB_p^1$. Since $\int_0^1 B_j^1 dB_p^1 \leq |B_j^1| |B_p^1| + \int_0^1 B_p^1 dB_j^1$ we have $q(B) \leq 2q'(B) + q'(B)^2$ so that $\{q'(B) \leq \frac{1}{4} \varepsilon\} \subset \{q(B) \leq \varepsilon\}$. We will now use the following fact: consider the diffusion process $X = (X^1, X^{j,p}, i = 1, \ldots, d, 1 \leq j < p \leq d)$ solution of the equation $dX^i_t = dB^i_t, dX^{j,p}_t = X^j_t dB^p_t$. The strong Hörmander condition holds for this process and the support of the law of $X_1$ is the whole space. So $X_1$ is absolutely continuous with respect to the Lebesgue measure and has a continuous and strictly positive density $p$. This result is well known (see for example [12] or [1]). We denote $c_d := \inf_{|x| \leq 1} p(x) > 0$ and this is a constant which depends on $d$ only. Then, by observing that $q'(B) \leq \sqrt{m} |X_1|$, where $m = \frac{1}{2}d(d+1)$ is the dimension of the diffusion $X$, we get
\[
\mathbb{P}(q(B) \leq \varepsilon) \geq \mathbb{P}\left(q'(B) \leq \frac{\varepsilon}{3} \right) \geq \mathbb{P}\left(|X_1| \leq \frac{\varepsilon}{3\sqrt{m}} \right) \geq \frac{\varepsilon^m}{(3\sqrt{m})^m} \times c_d,
\]
with $c_d > 0$. So finally we obtain
\[
\mathbb{P}(\Upsilon_{\rho, \varepsilon}(B)) \geq c_d \varepsilon^{\frac{1}{2}(d+1)} - C_{p, d, \varepsilon, p} \times \exp\left(-\frac{1}{C\varepsilon^{2\rho}}\right)
\]
Choosing $p > \frac{1}{2p} d(d+1)$ and $\varepsilon$ small we obtain our inequality. \qed
C Density estimates via local inversion

In this section we see how to use the inverse function theorem to transfer a known estimate for a Gaussian random variable to its image via a certain function \( \eta \). For a standard version of the inverse function theorem see [16].

We consider \( \Phi(\theta) = \theta + \eta(\theta) \), for a three times differentiable function \( \eta : \mathbb{R}^m \rightarrow \mathbb{R}^m \). Define

\[
c_2(\eta) = \max_{i,j=1,\ldots,m} \sup_{|x| \leq 1} |\partial^2_{ij}\eta(x)|, \quad c_3(\eta) = \max_{i,j,k=1,\ldots,m} \sup_{|x| \leq 1} |\partial^3_{ijk}\eta(x)|, \quad (C.1)
\]

and

\[
h_\eta = \frac{1}{16m^2(c_2(\eta) + \sqrt{c_3(\eta)})} \quad (C.2)
\]

Lemma C.1. Take \( h_\eta \) as above. If the function \( \eta \) is such that \( \eta \in C^3(\mathbb{R}^m, \mathbb{R}^m) \), \( \eta(0) = 0 \), \( \nabla \eta(0) \leq \frac{1}{2} \), then there exists a neighborhood of 0, that we denote with \( V_{h_\eta} \subset B(0, 2h_\eta) \), such that \( \Phi : V_{h_\eta} \rightarrow B(0, \frac{1}{2}h_\eta) \) is a diffeomorphism. In particular, if we denote with \( \Phi^{-1} \) the local inverse of \( \Phi \), we have

\[
\Phi^{-1} : B \left( 0, \frac{1}{2}h_\eta \right) \rightarrow B \left( 0, 2h_\eta \right),
\]

and we have this quantitative estimate:

\[
\forall y \in B \left( 0, \frac{1}{2}h_\eta \right), \quad \frac{1}{4} |\Phi^{-1}(y)| \leq |y| \leq 4|\Phi^{-1}(y)|. \quad (C.3)
\]

Remark C.2. Here we write \( \Phi^{-1} \) for the inverse of the restriction of \( \Phi \) to \( V_{h_\eta} \), what is called a local inverse.

Proof. We have

\[
\nabla \Phi(0) = \text{Id} + \nabla \eta(0).
\]

So

\[
|\nabla \Phi(0)x|^2 \geq \frac{1}{2}|x|^2 - |\nabla \eta(0)x|^2 \geq \frac{1}{2}|x|^2 - \frac{1}{4}|x|^2 = \frac{1}{4}|x|^2.
\]

and

\[
|\nabla \Phi(0)x|^2 \leq 2|x|^2 + 2|\nabla \eta(0)x|^2 \leq 2|x|^2 + \frac{1}{2}|x|^2 \leq \frac{5}{2}|x|^2.
\]

Therefore

\[
\frac{1}{2}|x| \leq |\nabla \Phi(0)x| \leq \sqrt{\frac{5}{2}}|x|.
\]

This implies \( \Phi(0) \) is invertible locally around 0, and the local inverse differentiable, using the classical inverse function theorem. We now look now at the image of the inverse, and at the estimates \( \text{[C.3]} \). We develop \( \eta \) around 0, writing \( \nabla^2 \eta(x)[u, v] \) to denote \( \nabla^2 \eta(x) \) computed in \( u \) and \( v \).

\[
\eta(\theta) = \nabla \eta(0)\theta + \int_0^1 (1 - t)\nabla^2 \eta(t\theta)[\theta, \theta]dt.
\]
Fix \( y \in \mathbb{R}^m \). Suppose \( \Phi(\theta) = y \). Then

\[
\theta = (\nabla \Phi(0))^{-1} \nabla \Phi(0) \theta \\
= (\nabla \Phi(0))^{-1} (\theta + \nabla \eta(0) \theta) \\
= (\nabla \Phi(0))^{-1} \left( \theta + \eta(\theta) - \int_0^1 (1 - t) \nabla^2 \eta(t\theta)[\theta, \theta] dt \right) \\
= (\nabla \Phi(0))^{-1} \left( y - \int_0^1 (1 - t) \nabla^2 \eta(t\theta)[\theta, \theta] dt \right).
\]

We define

\[
U_y(\theta) = \left( y - \int_0^1 (1 - t) \nabla^2 \eta(t\theta)[\theta, \theta] dt \right),
\]

so that \( \theta \) can be seen as a fixed point for \( U_y \). Recall that \( |x| \leq |\nabla \Phi(0)x| \).

\[
|U_y(\theta_1) - U_y(\theta_2)| = \left| (\nabla \Phi(0))^{-1} \left( \int_0^1 (1 - t)(\nabla^2 \eta(t\theta_1)[\theta_1, \theta_2] - \nabla^2 \eta(t\theta_2)[\theta_1, \theta_2]) dt \right) \right|
\leq 2 \left| \int_0^1 (1 - t)(\nabla^2 \eta(t\theta_2)[\theta_2, \theta_2] - \nabla^2 \eta(t\theta_1)[\theta_1, \theta_1]) dt \right|
\leq 2 \left| \int_0^1 (1 - t)(\nabla^2 \eta(t\theta_1)[\theta_1, \theta_1 - \theta_2] + |\nabla^2 \eta(t\theta_1)| |\theta_1 - \theta_2, \theta_2|)
+ |\nabla^2 \eta(t\theta_1)| |\theta_2, \theta_2| - \nabla^2 \eta(t\theta_2)[\theta_2, \theta_2]| dt \right.
\]

Now, form \((C.2)\), for \( \theta_1, \theta_2 \in B(0, h_\eta) \)

\[
|\nabla^2 \eta(t\theta_1)[\theta_1, \theta_1 - \theta_2]| \leq m^2 c_2(\eta) h_\eta |\theta_1 - \theta_2| \leq \frac{1}{16} |\theta_1 - \theta_2|,
\]

and

\[
|\nabla^2 \eta(t\theta_1)[\theta_2, \theta_2] - \nabla^2 \eta(t\theta_2)[\theta_2, \theta_2]| \leq m^3 c_3(\eta) |\theta_1 - \theta_2| h_\eta^2 \leq \frac{1}{256} |\theta_1 - \theta_2|,
\]

and therefore

\[
|U_y(\theta_1) - U_y(\theta_2)| \leq \frac{1}{4} |\theta_1 - \theta_2|.
\] (C.4)

For \( y \in B(0, \frac{1}{2} h_\eta) \) and \( \theta \in B(0, 2h_\eta) \) this implies

\[
|U_y(\theta)| \leq |U_y(\theta) - U_y(0)| + |U_y(0)| \leq \frac{1}{4} |\theta| + 2y \leq 2 h_\eta
\]

Define now the sequence

\[
\theta_0 = 0, \quad \theta_{k+1} = U_y(\theta_k).
\]

We know that \( \theta_k \in B(0, 2h_\eta) \) for any \( k \in \mathbb{N} \), and therefore inequality \((C.4)\) implies

\[
|U_y(\theta_k) - U_y(\theta_{k+1})| \leq \frac{1}{4} |\theta_k - \theta_{k+1}|.
\]
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The Banach fixed-point theorem tells us that \( \theta_k \) converges to the unique solution of \( \theta = U_y(\theta) \), which is \( \theta = \Phi^{-1}(y) \), and \( \theta \in B(0, 2h_\eta) \). So it is possible to define the local inverse \( \Phi^{-1} \) on \( B(0, \frac{1}{2}h_\eta) \), and

\[
V_{h_\eta} := \Phi^{-1}B\left(0, \frac{1}{2}h_\eta\right) \subset B(0, 2h_\eta).
\]

Now, for \( y \in B(0, \frac{1}{2}h_\eta) \), let \( \theta = \Phi^{-1}(y) \) and the following inequalities hold

\[
|\theta| = |U_y(\theta)| \leq \frac{1}{2} \theta + 2|y| \quad \Rightarrow |\theta| \leq 4|y|
\]

\[
|\theta| = U_y(\theta) \geq |U_y(0)| - |U_y(\theta) - U_y(0)| \geq \frac{1}{2}|y| - \frac{1}{2}|\theta| \quad \Rightarrow |\theta| \geq \frac{1}{4}|y|.
\]

Let now \( \Theta \) be a \( m \)-dimensional centered Gaussian variable with covariance matrix \( Q \). Denote by \( \lambda \) and \( \overline{\lambda} \) the lowest and the largest eigenvalues of \( Q \). Keeping in mind the setting of the last subsection, we also introduce the notation

\[
c_*(\eta, h) = \sup_{|x| \leq 2h} \max_i \left| \partial_i \eta^j(x) \right|
\]

for \( h > 0 \). Recall we are supposing \( \eta \in C^3(\mathbb{R}^m, \mathbb{R}^m) \) and \( \eta(0) = 0 \).

Take \( r > 0 \) such that

\[
c_* (\eta, 16r) \leq \frac{1}{2m} \sqrt{\frac{\lambda}{\overline{\lambda}}}, \quad r \leq h_\eta = \frac{1}{16m^2(c_2(\eta) + \sqrt{c_3(\eta)})}.
\]

We take a localizing function as in (D.3):

\[
U = \prod_{i=1}^m \psi_r(\Theta_i).
\]

**Lemma C.3.** Let \( Q \) be non degenerate. Let \( r \) such that (C.6) holds and set \( U \) as in (C.7). Then the density \( p_{G,U} \) of

\[
G := \Phi(\Theta) = \Theta + \eta(\Theta)
\]

under \( \mathbb{P}_U \) has the following bounds on \( B(0, r) \):

\[
\frac{1}{C \det Q^{1/2}} \exp\left(-\frac{C}{\overline{\lambda}} |z|^2\right) \leq p_{G,U}(z) \leq \frac{C}{\det Q^{1/2}} \exp\left(-\frac{1}{C\lambda} |z|^2\right)
\]

**Proof.** For a general nonnegative, measurable function \( f : \mathbb{R}^m \to \mathbb{R} \) with support included in \( B(0, 4r) \), we compute \( \mathbb{E}(f(G)1_{\Theta \in \Phi^{-1}B(0, 4r)}) \). Here \( \Phi^{-1} \) is the local diffeomorphism of the inverse function theorem. After the multiplication with the characteristic function, on the support of the random variable that we are averaging, \( \Phi \) is a diffeomorphism and the first equality holds. The second follows from the change of variable suggested by Lemma C.1 for \( G = \Phi(\Theta) \)

\[
\mathbb{E}\left(f(G)1_{\Theta \in \Phi^{-1}B(0, 4r)}\right) = \\
= \int_{\Phi^{-1}(B(0, 4r))} f(\Phi(\theta)) \frac{1}{(2\pi)^{m/2} \det Q^{1/2}} \exp\left(-\frac{1}{2} \langle Q^{-1}\theta, \theta \rangle\right) d\theta \\
= \int_{B(0, 4r)} f(z) \tilde{p}_{G}(z) dz,
\]
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where for $z \in B(0, 4r)$

$$
\bar{p}_G(z) = \frac{1}{(2\pi)^{m/2} \det Q^{1/2} \det \nabla \Phi(\Phi^{-1}(z))} \exp \left( -\frac{1}{2} \langle Q^{-1}\Phi^{-1}(z), \Phi^{-1}(z) \rangle \right).
$$

Again from Lemma \ref{lem:localization}, since $4r \leq \frac{h_\eta}{2}$, we have $z \in B(0, 4r) \Rightarrow \theta \in B(0, 16r)$. Using $c_\ast(\eta, 16r) \leq \frac{1}{2m} \sqrt{\lambda}$,

$$
\frac{1}{2} |x|^2 \leq (1 - m c_\ast(\eta, h_\eta))|x|^2 \leq |\langle \nabla \Phi(\theta)x, x \rangle| \leq (1 + m c_\ast(\eta, h_\eta))|x|^2 \leq 2|x|^2.
$$

Therefore if $z \in B(0, 4r)$

$$
2^{-m} \leq |\det \Phi(\Phi^{-1}(z))| \leq 2^m.
$$

Moreover, using Lemma \ref{lem:localization}

$$
\langle Q^{-1}\Phi^{-1}(z), \Phi^{-1}(z) \rangle \leq \frac{1}{\lambda} |\Phi^{-1}(z)|^2 \leq \frac{16}{\lambda} |z|^2,
$$

$$
\langle Q^{-1}\Phi^{-1}(z), \Phi^{-1}(z) \rangle \geq \frac{1}{\lambda} |\Phi^{-1}(z)|^2 \geq \frac{1}{16\lambda} |z|^2.
$$

Therefore

$$
\frac{1}{(8\pi)^{m/2} \det Q^{1/2}} \exp \left( -\frac{8}{\lambda} |z|^2 \right) \leq \bar{p}_G(z) \leq \frac{2^{m/2}}{\pi^{m/2} \det Q^{1/2}} \exp \left( -\frac{1}{32\lambda} |z|^2 \right).
$$

Now we define, as in \ref{eq:localization} the localization variables

$$
U_1 = \prod_{i=1}^{m} \psi_{16r}(\Theta_i), \quad U_2 = \prod_{i=1}^{m} \psi_{r}(\Theta_i).
$$

Notice that

$$
U_2 \leq 1_{\{\theta \in \Phi^{-1}B(0, 4r)\}} \leq U_1,
$$

so that we have

$$
\mathbb{E}(f(G)U_2) \leq \mathbb{E}(f(G)1_{\{\theta \in \Phi^{-1}B(0, 4r)\}}) \leq \mathbb{E}(f(G)U_1).
$$

The following bounds for the local densities follow:

$$
\begin{align*}
\bar{p}_{G,U_1}(z) &\geq \frac{1}{(8\pi)^{m/2} \det Q^{1/2}} \exp \left( -\frac{8}{\lambda} |z|^2 \right), \\
\bar{p}_{G,U_2}(z) &\leq \frac{2^{m/2}}{\pi^{m/2} \det Q^{1/2}} \exp \left( -\frac{1}{32\lambda} |z|^2 \right).
\end{align*}
$$

$U_1 \geq U = U_2$, so for the localization via $U$ both bounds hold. \hfill \Box
D Estimates of the distance between localized densities

D.1 Elements of Malliavin calculus

We recall some basic notions in Malliavin calculus. Our main reference is [14]. We consider a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and a Brownian motion \(W = (W_t^1, ..., W_t^d)_{t \geq 0}\) and the filtration \((\mathcal{F}_t)_{t \geq 0}\) generated by \(W\). For fixed \(T > 0\), we denote by \(\mathcal{H}\) the Hilbert space \(L^2([0,T], \mathbb{R}^d)\). For \(h \in \mathcal{H}\) we introduce this notation for the Itô integral of \(h\):

\[
W(h) = \sum_{j=1}^d \int_0^T h_j(s) dW_j^s.
\]

We denote by \(C^\infty_p(\mathbb{R}^n)\) the set of all infinitely continuously differentiable functions \(f : \mathbb{R}^n \to \mathbb{R}\) such that \(f\) and all of its partial derivatives have polynomial growth. We also denote by \(S\) the class of simple random variables of the form

\[
F = f(W(h_1), ..., W(h_n)),
\]

for some \(f \in C^\infty_p(\mathbb{R}^n), h_1, ..., h_n\) in \(\mathcal{H}\), \(n \geq 1\). The Malliavin derivative of \(F \in S\) is the \(\mathcal{H}\) valued random variable given by

\[
DF = (DF^1, ..., DF^d)^T = \sum_{i=1}^n \frac{\partial f}{\partial x_i}(W(h_1), ..., W(h_n)) h_i.
\] (D.1)

We introduce the Sobolev norm of \(F\):

\[
\|F\|_{1,p} = [\mathbb{E}|F|^p + \mathbb{E}|DF|^p]^\frac{1}{p}
\]

where

\[
|DF| = \left( \int_0^T |D_s F|^2 ds \right)^{\frac{1}{2}}.
\]

It is possible to prove that \(D\) is a closable operator and take the extension of \(D\) in the standard way. We can now define in the obvious way \(DF\) for any \(F\) in the closure of \(S\) with respect to this norm. Therefore, the domain of \(D\) will be the closure of \(S\). The higher order derivative of \(F\) is obtained by iteration. For any \(k \in \mathbb{N}\), for a multi-index \(\alpha = (\alpha_1, ..., \alpha_k) \in \{1, ..., d\}^k\) and \((s_1, ..., s_k) \in [0, T]^k\), we can define

\[
D_{s_1, ..., s_k}^\alpha F := D_{s_1}^{\alpha_1} ... D_{s_k}^{\alpha_k} F.
\]

We denote by \(|\alpha| = k\) the length of the multi-index. Remark that \(D_{s_1, ..., s_k}^\alpha F\), is a random variable with values in \(\mathcal{H}^\otimes k\), and so we define its Sobolev norm as

\[
\|F\|_{k,p} = [\mathbb{E}|F|^p + \sum_{j=1}^k \mathbb{E}|D^{(j)} F|^p]^\frac{1}{p}
\]

where

\[
|D^{(j)} F| = \left( \sum_{|\alpha| = j} \int_{[0,T]^j} |D_{s_1, ..., s_j}^\alpha F|^2 ds_1 ... ds_j \right)^{1/2}.
\]

The extension to the closure of \(S\) with respect to this norm is analogous to the first order derivative. Notice that with this notation \(|DF| = |D^{(1)} F|\). Also notice that \(D^{(j)}\) means "derivative of order \(j\)" and \(D^j\) means "derivative with respect to \(W_j\)."
We denote by $\mathbb{D}^{k,p}$ the space of the random variables which are $k$ times differentiable in the Malliavin sense in $L^p$, and $\mathbb{D}^{k,\infty} = \bigcap_{p=1}^{\infty} \mathbb{D}^{k,p}$. As usual, we also denote by $L$ the Ornstein-Uhlenbeck operator, i.e. $L = -\delta \circ D$, where $\delta$ is the adjoint operator of $D$.

We consider random vector $F = (F_1, \ldots, F_n)$ in the domain of $D$. We define its Malliavin covariance matrix as follows:

$$\gamma_{ij}^F = \langle DF_i, DF_j \rangle_H = \sum_{k=1}^{d} \int_0^T D_k^s F_i \times D_k^s F_j ds.$$ 

**D.2 Localization and density estimates**

The following notion of localization is introduced in [1]. Consider a random variable $U \in [0, 1]$ and denote

$$dP_U = UdP.$$ 

$P_U$ is a non-negative measure (not a probability measure, in general). We also set $E_U$ the expectation (integral) w.r.t. $P_U$, and denote

$$\|F\|_{1,p,U}^p = \mathbb{E}_U(|F|^p) = \mathbb{E}(|F|^p U)$$

$$\|F\|_{k,p,U}^p = \|F\|_{p,U}^p + \sum_{j=1}^{k} \mathbb{E}_U(|D^{(j)}F|^p).$$

We assume that $U \in \mathbb{D}^{1,\infty}$ and for every $p \geq 1$

$$m_U(p) := 1 + \mathbb{E}_U|D \ln U|^p < \infty. \quad \text{(D.2)}$$

The specific localizing function we will use is the following. Consider the function depending on a parameter $a > 0$:

$$\psi_a(x) = 1_{|x| \leq a} + \exp \left( 1 - \frac{a^2}{a^2 - (x-a)^2} \right) 1_{a < |x| < 2a}.$$ 

For $\Theta_i \in \mathbb{D}^{2,\infty}$ and $a_i > 0$, $i = 1, \ldots, n$ we define the localization variable:

$$U = \prod_{i=1}^{n} \psi_{a_i}(\Theta_i) \quad \text{(D.3)}$$

For this choice of $U$ we have that for any $p, k \in \mathbb{N}_0$

$$m_U(p) \leq C \frac{\|\Theta\|_{k,p,U}^p}{|a|^p} \quad \text{(D.4)}$$

The proof of (D.4) follows from standard computations and inequality

$$\sup_x |(\ln \psi_a(x))|^p \psi_a(x) \leq \frac{C}{a^p} \quad \text{(D.5)}$$

In the following proposition we state the general lower and upper bound that we use in our density estimate. These results come from [1] and [2].
Proposition D.1. Let $F \in (D^{2,\infty})^d$.

(1) Suppose that for every $p \in \mathbb{N}$: $\mathbb{E}U|\lambda_{*}(\gamma F)|^{-p} < \infty, U \in D^{1,\infty}$ and $m_{U}(p) < \infty$. Let $G \in (D^{2,\infty})^d$ such that for every $p \in \mathbb{N}$

\[ \mathbb{E}U|\lambda_{*}(\gamma G)|^{-p} < \infty. \]

Then for every $p > d$

\[ p_{F,U}(y) \geq p_{G,U}(y) - Cm_{U}(p)^b \max \{1, (\mathbb{E}U|\lambda_{*}(\gamma G)|^{-p})^b(\|F\|_{2,p,U} + \|G\|_{2,p,U})\} \|F - G\|_{2,p,U} \]

(D.6)

where $C,b$ are constants depending only on $d,p$ and $m_{U}(p)$ is given by (D.2).

(2) Assume $\mathbb{E}|\lambda_{*}(\gamma F)|^{-p} < \infty, \forall p$. Then $\exists C,p,b$ constants depending only on the dimension $d$ such that

\[ |p_{F}(y)| \leq C \max \{1, \mathbb{E}|\lambda_{*}(\gamma F)|^{-p}\} \|F\|_{2,p}^b P(|F - y| < 2) \]

(D.7)

Proof. (1) The lower bound (D.6) for $p_{F,U}$ is a version of Proposition 2.5. in [1] with the lowest eigenvalue instead of the determinant.

(2) The upper bound (D.7) for $p_{F}$ is a version of Theorem 2.14, point A., in [2]. We take therein $q = 0$, so there is no derivative, and $\Theta = 1$, that means that we are not localizing.
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