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#### Abstract

Robust multi-stage linear optimization is hard computationally and only small problems can be solved exactly. Hence, robust multi-stage linear problems are typically addressed heuristically through decision rules, which provide upper bounds for the optimal solution costs of the problems. We investigate in this paper lower bounds inspired by the perfect information relaxation used in stochastic programming. Specifically, we study the uncapacitated robust lot-sizing problem, showing that different versions of the problem become tractable whenever the non-anticipativity constraints are relaxed. Hence, we can solve the resulting problem efficiently, obtaining a lower bound for the optimal solution cost of the original problem. We compare numerically the solution time and the quality of the new lower bound with the dual affine decision rules that have been proposed by Kuhn et al. (2011).
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## 1 Introduction

Lot-sizing optimization problems appear in a wide range of applications where products have to be made to attend demands along a planning horizon. In these problems, the future demands are usually not known with precision before being reached. To be relevant in practice, optimization models must model the uncertainty explicitly so that the decisions are taken to optimize the benefit over the whole planning horizon. Different models of uncertainty exist in the literature, each of which having its advantages and drawbacks. In this paper, we focus on robust lot-sizing and we assume that the demand uncertainty is modeled by a convex set. Thus, the objective is to optimize the cost of the production plan in the worst-case scenario represented by the set. This model, used in Agra et al 2016); Bienstock and Özbay (2008); Bertsimas and Dunning (2014); Bertsimas and Thiele (2006); Kuhn et al (2011); Ben-Tal et al (2004); Gorissen and den Hertog (2013), among others, is relevant when historical data are not accurate enough to draw probabilistic distributions of the uncertain demands.

Robust optimization is often known as being an easy approach to handle uncertainty since, for instance, a robust linear program with polyhedral uncertainty sets can be reformulated as a linear program whose dimension does not grow much with respect to the dimensions of the deterministic problem (Ben-Tal and Nemirovski, 1998). While this is true for static problems, where decisions are taken before revealing the uncertain parameters, the situations with adjustable problems is far more complex.

[^0]Adjustable robust optimization problems suppose that the uncertainty is revealed as time goes and one can adjust the values of some of the decision variables according to the current knowledge of the uncertain parameters. Hence, the adjustable optimization variables become functions of the uncertain parameters. Robust lot-sizing problems can be modeled either as static or adjustable robust optimization problems. In the static version, it is assumed that the production plan is fixed before the planning horizon starts. In contrast, the adjustable version supposes that the production and other decisions can be adjusted according to the values taken by past demands, thus becoming functions of the past demands. In this paper, we consider the adjustable situation.

Adjustable robust optimization is known for being $\mathcal{N} \mathcal{P}$-hard, even in the case of a linear program with only two decision stages (Ben-Tal et al, 2004). In spite of its theoretical difficulty, the problem can be solved exactly by decomposition approaches whenever some assumptions hold (Ayoub and Poss, 2016 Billionnet et al, 2014, Zeng and Zhao, 2013). These approaches consider finite subsets of the uncertainty sets and dynamically increase the number of elements in the subsets by solving separation problems. The numerical tractability of the resulting algorithms highly depends on the complexity of the separation problem. For instance, the separation problem for the robust vehicle routing problem can be solved in polynomial time (Agra et al 2013), while those related to facility location or network design problems require solving MILP with big- $M$ coefficients (Ayoub and Poss, 2016, Billionnet et al, 2014, Zeng and Zhao, 2013). These decomposition approaches do not extend to multi-stage problems, because of the nonanticipativity constraints present in these problems. Stated simply, non-anticipativity constraints model the fact that optimization variables can only depend on past realizations of the uncertain parameters; they cannot adjust their decision to unknown realizations, see for instance Birge and Louveaux (2011).

Given the difficulty of adjustable multi-stage robust problems, many researchers have developed heuristic approaches that try to provide feasible solutions for these problems. The bottom line of all these approaches is to restrict the set of feasible functions for the adjustable variables. The seminal paper in this line of research is Ben-Tal et al (2004) which restricts adjustable variables to affine functions of the uncertainties, which they call affine decision rules. Subsequent authors have studied more complex decision rules that offer more flexibility than affine decision rules while providing more or less tractable optimization problems. Among others, Chen and Zhang (2009) propose to define affine decision rules built from extended descriptions of the uncertainty set and Goh and $\operatorname{Sim}$ (2010) introduce complex piece-wise linear decision rules defined through the lifting of the uncertainty set. More complex decision rules have also been considered, such as Bertsimas and Georghiou (2015) which proposes piece-wise decision rules modeled with the help of binary optimization variables, or Bertsimas and Dunning (2014); Postek and den Hertog (2016) which dynamically partition the uncertainty set and selects constant policies for each element of the partition.

The heuristic solutions yield upper bounds for minimization problems. Since the optimal solution of the underlying optimization problem is unknown, one needs lower bounds to evaluate the quality of the aforementioned upper bounds. Up to our knowledge, the literature is scarce when it comes to proposing lower bounds and we are aware of only two previous methods along that direction. In the first one, the authors have considered the simple lower bound that consists of selecting a finite subset of the uncertainty set and solving exactly the resulting finite linear program. This approach has been used by Bertsimas and Dunning (2014), among others, in the course of their partitioning algorithm. In the second one, Kuhn et al (2011) have introduced dual affine decision rules, which provide lower bounds for multistage problems. While the latter work targets more specifically multistage stochastic optimization, their approach is also applicable to robust optimization.

The contributions of this paper follow that line of research by providing another way to compute lower bounds for multistage robust optimization problems. Our approach relaxes the non-anticipativity constraints of the problem, thus yielding a relaxation of the original problem. This relaxation is wellknown in the stochastic programming literature as the perfect information relaxation. The first mention of the associated optimization problem in the stochastic programming literature, called the expected value of the perfect information, can be traced back to Avriel and Williams (1970). It has then been further studied in several papers (e.g. C. C. Huang (1977)) and has become a well-known concept in stochastic programming (Birge and Louveaux, 2011). However, up to our knowledge it has never been used in robust optimization. The interest of studying the perfect information relaxation in robust optimization is two-fold. First, it helps the decision maker in assessing how much gain could be obtained by reducing the uncertainty on the uncertain parameters (e.g. Oostenbrink et al (2008)). Second, it can be used as a lower bound for the optimal value of the true uncertain problem. We argue that this second aspect
is particularly relevant for robust optimization problems for which many papers have studied upper bounds while good lower bounds are rarely mentioned. As we show in the paper, the perfect information relaxation of the robust lot-sizing problems can be solved efficiently either through polynomial-time algorithms or MILP reformulations. Our experiments realized on lot-sizing instances inspired by the literature seem to indicate that the perfect information relaxation can be quite tight. Throughout the paper, we pay a particular attention to the budget uncertainty set introduced by Bertsimas and Sim (2004) and widely used in the mixed-integer linear robust optimization literature.

The remaining sections of this paper are organized as follows. In Section 2, we formally present the problems we tackle and the uncertainty model used. In Section 3, we recall the primal and dual affine decision rules from the literature, and introduce the problem obtained by relaxing the non-anticipativity constraints. In section 4 , which contains the main methodological contributions of our paper, we present combinatorial algorithms and (integer or continuous) linear programming formulations to solve the relaxations based on perfect information. In Section 5, we present numerical experiments to evaluate the quality of the bounds empirically. We conclude the paper in Section 6 and delay the technical derivations to Appendix.

## 2 Problem description

### 2.1 Deterministic model

We describe below the problem studied in this paper. Let $H=\{1, \ldots, n\}$ denote the planning horizon composed of $n$ periods. In each period of time $i$, there is a demand that needs to be attended, which we denote $d_{i}$. The demand of period $i$ can be attended in three different ways. First, the demand can be attended from the production at period $i$ itself, which incurs only the production cost from period $i$, denoted $c_{i}$. Second, the demand can be attended from the production at the earlier period $j<i$, which incurs the production cost $c_{j}$ plus the storage cost for each period $j \leq k<i$, denoted $h_{k}$. Last, the demand can be attended from the production at the later period $j>i$, which incurs the production $\operatorname{cost} c_{j}$ plus the backlogging cost for each period $i \leq k<j$, denoted $p_{k}$. The objective of the lot-sizing problem, denoted by $\mathcal{L S}$, is to provide a production plan (information about the amount produced, stored and backlogged in each period $i \in H$ ) that fulfills the client demand $d_{i}$ at each period $i$ by combining the three aforementioned ways to attend the demand. Also, we have to pay a fixed cost $g_{i}$ in each period $i$ where production takes place. To keep notations simple, we consider herein problems with a single item and a single producer; one can readily generalize our approach to problems with multiple items and producers. Let us denote the the setup, production, stock and backlog variables as, respectively, $y_{i}, x_{i}$, $s_{i}$ and $r_{i}$. The mathematical formulation of problem $\mathcal{L S}$ follows.

$$
\begin{array}{lll}
\min & \kappa & \\
s . t & \kappa \geq \sum_{i \in H}\left(c_{i} x_{i}+g_{i} y_{i}+h_{i} s_{i}+p_{i} r_{i}\right) & \\
& s_{i+1}=x_{i}-d_{i}+s_{i}-r_{i-1}+r_{i} & \forall i \in H, \\
& x_{i} \leq M y_{i} & \forall i \in H,  \tag{3}\\
& y \in\{0,1\}^{n}, x, s, r \geq 0, & \\
& s_{1}=r_{n}=0 . &
\end{array}
$$

Constraint (1) imposes that $\kappa$ be not smaller than the cost of the production plan represented by $x$, which is formulated in the right-hand side of the constraint. Constraints (2) are equilibrium constraints linking the production, stock and backlog variables. Constraints (3) state that if we produce in a period, then we must pay a fixed cost (setup cost $g_{i}$ ). The other constraints state that $y$ is a binary vector while the other variables are non-negative, and set initial and final conditions for $s$ and $r$, respectively. Notice that the objective function could be substituted with the right-hand side of constraint (1) in the above formulation. However, we prefer to keep the formulation as it is presented here because it can be translated more naturally to the robust context described in the next subsection.

### 2.2 Robust model

We assumed so far that demands are known with precision when solving problem $\mathcal{L S}$ described earlier. This is unrealistic in many applications where one has to face uncertainty about the exact values of the demands. To model this issue, we consider an uncertainty polytope $\Xi$ and we suppose that the demand at time period $i$ is defined by the affine function $d_{i}(\xi)$ defined over $\Xi$ :

$$
\begin{equation*}
d_{i}(\xi)=\bar{d}_{i}+\sum_{j \in H} \hat{D}_{i j} \xi_{j}, \tag{4}
\end{equation*}
$$

where $\bar{d}_{i}$ can be seen as the mean value of the clients demands for time period $i$ and $\hat{D}$ is the deviation matrix (which can be estimated from historical data) that represents all temporal relations among demands. We typically have that $\hat{D}_{i j}=0$ for $j>i$ since these relations link current demands to the previous ones. We also assume that the demand functions are non-negative, more precisely, $d_{i}(\xi) \geq 0$ for all $i \in H$ and $\xi \in \Xi$.

In the robust context, backlog and holding variables depend on the specific scenario $\xi$. Hence, they are represented by functions $s_{i}(\xi)$ and $r_{i}(\xi)$ for each time period $i$. The situation is more complex with production and setup variables. One could suppose that they are independent of $\xi$, which would model the fact that all decisions must be taken at the beginning of the planning horizon, see for instance Agra et al (2016); Bienstock and Özbay (2008); Bertsimas and Thiele (2006). In this paper, we consider a more subtle approach where the productions and setups can be adjusted according to past demand realizations. Hence, these decisions are modeled by functions $x_{i}(\xi)$ and $y_{i}(\xi)$ for each time period $i$. Notice that, for each time period $i$, these functions must depend only on the demand revealed up to time period $i$. This is modeled by the non-anticipativity constraints

$$
\begin{array}{ll}
x_{i}(\xi)=x_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
y_{i}(\xi)=y_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Pro}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
r_{i}(\xi)=r_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
s_{i}(\xi)=s_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 . . i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right) .
\end{array}
$$

where $\operatorname{Proj}_{[1 \ldots i]}(\xi)$ denotes the projection of $\xi$ on its first $i$ components. Said differently, the nonanticipativity constraints model the fact that the adjustable optimization variables do not depend on future knowledge of the uncertainty. The mathematical formulation for the robust model follows.

$$
\begin{array}{lrl}
\text { min } & \kappa & \\
\text { s.t } & \kappa \geq \sum_{i \in H}\left(c_{i} x_{i}(\xi)+g_{i} y_{i}(\xi)+h_{i} s_{i}(\xi)+p_{i} r_{i}(\xi)\right) & \forall \xi \in \Xi, \\
& & \\
s_{i+1}(\xi) & =x_{i}(\xi)-d_{i}(\xi)+s_{i}(\xi)-r_{i-1}(\xi)+r_{i}(\xi) & \forall i \in H, \forall \xi \in \Xi, \\
x_{i}(\xi) \leq M y_{i}(\xi) & & \forall i \in H, \forall \xi \in \Xi, \\
x_{i}(\xi) & =x_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
y_{i}(\xi) & =y_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
s_{i}(\xi) & =s_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right), \\
r_{i}(\xi) & =r_{i}\left(\xi^{\prime}\right) & \forall \xi, \xi^{\prime} \in \Xi, \operatorname{Proj}_{[1 \ldots i]}(\xi)=\operatorname{Proj}_{[1 \ldots i]}\left(\xi^{\prime}\right),  \tag{11}\\
y(\xi) & \in\{0,1\}^{n}, x(\xi), s(\xi), r(\xi) \geq 0 \\
s_{1}(\xi) & =r_{n}(\xi)=0 & \forall i \in H,
\end{array}
$$

Constraints (5)-(7) play the same role as constraints (1)-(3) for each element $\xi \in \Xi$. Constraints (8)(11) are the non-anticipativity constraints mentioned previously. Notice that the above problem contains an infinite number of constraints and variables.

In this paper, we study bounding procedures for problem $\mathcal{P}$ as well as for the following two simplifications of problem $\mathcal{P}$. The first one considers that the setup decisions must be taken before knowing anything about the demand; that is, $y$ becomes a vector of optimization variables that are independent of $\xi$. The second one looks at the problem without setup costs, which can be modeled by setting all components of $y$ and $g$ to 1 and 0 , respectively. We denote these simplifications as $\mathcal{P}_{1}$ and $\mathcal{P}_{0}$, respectively. Each of the three models is relevant for specific applications. For instance, $\mathcal{P}_{0}$ is close to the classical supply chain model addressed in most papers from the robust lot-sizing literature (e.g. Bertsimas and Thiele (2006); Ben-Tal et al (2004); Gorissen and den Hertog (2013). In contrast, models $\mathcal{P}_{1}$ and $\mathcal{P}$ are relevant for applications that involve fixed costs for the production due, for instance, to machine configurations.

In general, we assume that $\Xi$ can be any non-empty polytope, described by the matrix $W$ with $m$ rows and $|H|=n$ columns

$$
\begin{equation*}
\Xi=\{\xi \mid W \xi \leq q\} \tag{12}
\end{equation*}
$$

In addition to general polytopes, we will also take a closer look at the complexity of the optimization problems obtained when using the budgeted uncertainty polytope introduced in Bertsimas and Sim (2004). Given a positive real $\Gamma$, a compact description of the budgeted polytope is given by

$$
\begin{equation*}
\Xi_{\Gamma}=\left\{\xi\left|\sum_{i \in H}\right| \xi_{i} \mid \leq \Gamma, \quad-1 \leq \xi_{i} \leq 1, \forall i \in H\right\} \tag{13}
\end{equation*}
$$

Polytope (13) can of course be written as a special case of (12) by replacing each absolute value $\left|\xi_{i}\right|$ by $\xi_{i}$ and $-\xi_{i}$, thus rewriting the unique non-linear constraint $\sum_{i \in H}\left|\xi_{i}\right| \leq \Gamma$ as $2^{n}$ linear ones. Alternatively, the polytope can be described using an extended formulation where $\xi_{i}=\xi_{i}^{+}-\xi_{i}^{-}, \xi_{i}^{+}, \xi_{i}^{-} \geq 0$ for each $i \in H$, in which case the non-linear constraint becomes $\sum_{i \in H}\left(\xi_{i}^{+}+\xi_{i}^{-}\right) \leq \Gamma$. The main motivation behind $\Xi_{\Gamma}$, which explains its tremendous success in the robust optimization literature, is that it is unlikely that many parameters deviate simultaneously from their mean values (represented by $\xi=0$ ). We refer to Bertsimas and Sim (2004); Poss (2013) for more details on how this intuitive can be formalized to approximate probabilistic constraints.

## 3 Bounds

We present in Subsections 3.1 and 3.2 approaches from the literature that provide upper and lower bounds for the optimal solution of the adjustable robust problems. Notice that these approaches cannot be applied to robust multi-stage optimization problems that contain adjustable integer variables, such as $\mathcal{P}$. Hence, in the following two sections, we assume that $y$ does not depend on $\xi$, either because it is a nonadjustable vector of optimization variables (as in $\mathcal{P}_{0}$ ) or because each of its components has been fixed to 1 (as in $\mathcal{P}_{1}$ ).

### 3.1 Affine decision rules

The classical upper bound for multi-stage robust optimization problems is based on the so-called affine decision rules. The main idea of the approach is to impose that functions $s_{i}, r_{i}$ and $x_{i}$ depend affinely on $\xi$. Formally, these restrictions are modeled with constraints

$$
\begin{align*}
& x_{i}(\xi)=x_{i}^{0}+\sum_{j=1}^{i} x_{i}^{j} \xi_{j},  \tag{14}\\
& s_{i}(\xi)=s_{i}^{0}+\sum_{j=1}^{i} s_{i}^{j} \xi_{j},  \tag{15}\\
& r_{i}(\xi)=r_{i}^{0}+\sum_{j=1}^{i} r_{i}^{j} \xi_{j} . \tag{16}
\end{align*}
$$

where $x_{i}^{0}, s_{i}^{0}, r_{i}^{0}$ and $x_{i}^{j}, s_{i}^{j}, r_{i}^{j}$ for $i, j \in H$ are optimization variables. The right-hand side of (14)-16) involves only the components of $\operatorname{Proj}_{[1 \ldots i]}(\xi)$. Hence, the equation models implicitly the non-anticipativity constraints introduced in the previous section. Substituting $x_{i}(\xi), s_{i}(\xi)$, and $r_{i}(\xi)$ with the rhs of (14)(16) for each $i \in H$, we obtain an upper bound for $\mathcal{P}_{0}$ and $\mathcal{P}_{1}$, see Appendix A. Then, one can apply classical tools from robust optimization to the formulation from Appendix A to reformulate the upper bound as a compact linear program.

### 3.2 Dual affine decision rules

Recently, Kuhn et al (2011) have proposed lower bounds for problems $\mathcal{P}_{0}$ and $\mathcal{P}_{1}$, which they call dual affine decision rules. To be more precise, their approach is developed to provide lower bounds for multistage stochastic linear programs. To apply the technique to robust multi-stage programs, one needs to introduce artificial probability weights for the scenarios in $\Xi$. These probability weights are then used to formulate a lower bounding problem where the robust constraints are relaxed to expectation constraints. Then, a subtle reformulation allows them to provide a compact linear mixed integer formulation for the lower bounding problem. The reformulation is based on the use of convex duality and probability theory. One of the main difficulties of the method relies in the computation of the expectation matrix $\mathcal{M}=\mathbb{E}\left(\xi \xi^{T}\right)$. The approach is sketched in Appendix B , we redirect the interested reader to Kuhn et al (2011) for full details.

### 3.3 Perfect information relaxation

The major impediment to the efficient solutions of problems $\mathcal{P}, \mathcal{P}_{0}$ and $\mathcal{P}_{1}$ lies in the presence of the nonanticipativity constraints. Expressing non-anticipativity constraints is not easy in general and strongly depends on the particular structure of the considered set $\Xi$. In what follows, we propose a lower bounding problem for $\mathcal{P}$ that relaxes the non-anticipativity constraints from $\mathcal{P}$, which we call the problem with perfect information. Unlike the affine decision rules and the dual version presented in the previous sections, the perfect information relaxation can be applied to $\mathcal{P}$ regardless to the dependency of $y$ on $\xi$. The associated optimization problems are denoted by $\mathcal{P} \mathcal{I}, \mathcal{P} \mathcal{I}_{1}$, and $\mathcal{P} \mathcal{I}_{0}$, for $\mathcal{P}, \mathcal{P}_{1}$ and $\mathcal{P}_{0}$ respectively.

$$
\begin{array}{rlrl}
(\mathcal{P I}) \min & \kappa & & \\
\text { s.t } & \kappa & \geq \sum_{i \in H}\left(c_{i} x_{i}(\xi)+g_{i} y_{i}(\xi)+h_{i} s_{i}(\xi)+p_{i} r_{i}(\xi)\right) & \forall \xi \in \Xi \\
s_{i+1}(\xi) & =x_{i}(\xi)-d_{i}(\xi)+s_{i}(\xi)-r_{i-1}(\xi)+r_{i}(\xi) & \forall i \in H, \forall \xi \in \Xi, \\
x_{i}(\xi) & \leq M y_{i}(\xi) & \forall i \in H, \forall \xi \in \Xi, \\
y(\xi) & \in\{0,1\}^{n}, x(\xi), s(\xi), r(\xi) \geq 0 & \forall \xi \in \Xi, \\
s_{1}(\xi) & =r_{n}(\xi)=0 & \forall \xi \in \Xi
\end{array}
$$

Hence, a formulation for problem $\mathcal{P} \mathcal{I}_{1}$ can be obtained from the above formulation by removing the dependency of $\xi$ from $y$, while a formulation for $\mathcal{P} \mathcal{I}_{0}$ is obtained by removing the variables $y$ and constraints associated with it. This approach is well-known in stochastic optimization to examine the quality of proposed solutions. In particular, it is used to compute the so-called expected value of perfect information which defines the maximum price that one would be ready to pay to obtain perfect information about the actual scenario, see Birge and Louveaux (2011).

We discuss in the next section how to solve problems $\mathcal{P} \mathcal{I}_{0}, \mathcal{P} \mathcal{I}_{1}$ and $\mathcal{P} \mathcal{I}$.

## 4 Solving the problem with perfect information

Let us first introduce some useful definitions.

- The cumulative cost $w_{i j}$ represents the unitary cost of producing at time period $i$ to satisfy the demand of time period $j$ :

$$
w_{i j}=c_{i}+\sum_{l=i}^{j-1} h_{l}+\sum_{l=j}^{i-1} p_{l} .
$$

Notice that the above is well-defined, since for a fixed period $i, i \neq j$, only one of the two summations is not empty.

- We denote by $\omega_{j}$ the minimum cumulative cost for period $j$, the smallest among values $\left\{w_{i j}, i \in H\right\}$.
- We denote by $\operatorname{opt}(X)$ the optimal solution cost of any optimization problem $X$.

In the following, we discuss how to solve the optimization problems obtained by relaxing the nonanticipativity constraints. We first focus on problem $\mathcal{P} \mathcal{I}_{0}$, then we address problem $\mathcal{P} \mathcal{I}_{1}$, and we finish with problem $\mathcal{P I}$. For each problem, we present a generic solution algorithm that can handle general uncertainty poltyopes and more efficient algorithms that are tailored for the budgeted uncertainty polytope.

### 4.1 No setup

We first deal with the robust problem without setup costs $\mathcal{P} \mathcal{I}_{0}$, which can be formulated as follows

$$
\begin{array}{ccc}
\left(\mathcal{P} \mathcal{I}_{0}\right) \min & \kappa & \\
\text { s.t } & \kappa \geq \sum_{i \in H}\left(c_{i} x_{i}(\xi)+h_{i} s_{i}(\xi)+p_{i} r_{i}(\xi)\right) & \forall \xi \in \Xi \\
& s_{i+1}(\xi)=x_{i}(\xi)-d_{i}(\xi)+s_{i}(\xi)-r_{i-1}(\xi)+r_{i}(\xi) & \forall i \in H, \forall \xi \in \Xi, \\
x(\xi), s(\xi), r(\xi) \geq 0 & \forall i \in H, \forall \xi \in \Xi, \\
& s_{1}(\xi)=r_{n}(\xi)=0 & \forall \xi \in \Xi .
\end{array}
$$

We show that $\mathcal{P} \mathcal{I}_{0}$ is equivalent to problem

$$
\max _{\xi \in \Xi} \sum_{i \in H} \omega_{i} d_{i}(\xi),
$$

where $\omega_{i}$ is the minimum cumulative cost of period $i$ as defined previously. Hence, the result shows that the complexity of $\mathcal{P} \mathcal{I}_{0}$ is related to the complexity of optimizing an affine function over $\Xi$.

Theorem 1 Let $\Xi$ be any uncertainty set. Then,

$$
\operatorname{opt}\left(\mathcal{P} \mathcal{I}_{0}\right)=\max _{\xi \in \Xi} \sum_{i \in H} \omega_{i} d_{i}(\xi)
$$

Proof Let us introduce the optimization variable $v_{i j}(\xi)$ that denotes the fraction of demand $d_{j}(\xi)$ that is produced at period $i$. Using these variables and the vector $w$ defined above, $\mathcal{P} \mathcal{I}_{0}$ can be reformulated as follows:

$$
\begin{array}{lll}
\min & \kappa & \\
\text { s.t } & \kappa \geq \sum_{j \in H} d_{j}(\xi) \sum_{i \in H} w_{i j} v_{i j}(\xi) & \forall \xi \in \Xi \\
& \sum_{i \in H} v_{i j}(\xi)=1 & \forall j \in H, \forall \xi \in \Xi \\
& v(\xi) \geq 0 & \forall \xi \in \Xi
\end{array}
$$

For each $j \in H$, let $i^{*}(j)=\arg \min _{i \in H} w_{i j}$. We claim that the optimal solution of the above problem satisfies, for each $\xi \in \Xi, v_{i j}(\xi)=1$ if $i=i^{*}(j)$ and $v_{i j}(\xi)=0$ if $i \in H \backslash\left\{i^{*}(j)\right\}$. Hence, the above problem boils down to

$$
\min \left\{\kappa: \kappa \geq \sum_{j \in H} d_{j}(\xi) \omega_{j}, \forall \xi \in \Xi\right\}
$$

obtaining the result.
We prove the claim by considering a solution $v$ that satisfies $v_{i^{\prime} j^{\prime}}\left(\xi^{\prime}\right)=\epsilon>0$ for some $i^{\prime} \in H \backslash\left\{i^{*}\left(j^{\prime}\right)\right\}$ and $\xi^{\prime} \in \Xi$. Then, we define the solution $\bar{v}_{i j}(\xi)$ equal to $v_{i j}(\xi)$ if $\xi \neq \xi^{\prime}$ or $j \neq j^{\prime}$, and satisfying $\bar{v}_{i^{\prime} j^{\prime}}\left(\xi^{\prime}\right)=0$ and $\bar{v}_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(\xi^{\prime}\right)=v_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(\xi^{\prime}\right)+\epsilon$. By definition,

$$
\begin{equation*}
\sum_{i \in H} w_{i j} v_{i j}(\xi)=\sum_{i \in H} w_{i j} \bar{v}_{i j}(\xi) \tag{17}
\end{equation*}
$$

if $\xi \neq \xi^{\prime}$ or $j \neq j^{\prime}$. Furthermore,

$$
\begin{align*}
\sum_{i \in H} w_{i j} \bar{v}_{i j^{\prime}}\left(\xi^{\prime}\right) & =w_{i^{*}\left(j^{\prime}\right) j^{\prime}} \bar{v}_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(\xi^{\prime}\right)+\sum_{i \in H \backslash\left\{i^{\prime}, i^{*}\left(j^{\prime}\right)\right\}} w_{i j^{\prime}} \bar{v}_{i j^{\prime}}\left(\xi^{\prime}\right) \\
& =w_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(v_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(\xi^{\prime}\right)+v_{i^{\prime} j^{\prime}}\left(\xi^{\prime}\right)\right)+\sum_{i \in H \backslash\left\{i^{\prime}, i^{*}\left(j^{\prime}\right)\right\}} w_{i j^{\prime}} v_{i j^{\prime}}\left(\xi^{\prime}\right) \\
& \leq w_{i^{*}\left(j^{\prime}\right) j^{\prime}} v_{i^{*}\left(j^{\prime}\right) j^{\prime}}\left(\xi^{\prime}\right)+w_{i^{\prime} j^{\prime}} v_{i^{\prime} j^{\prime}}\left(\xi^{\prime}\right)+\sum_{i \in H \backslash\left\{i^{\prime}, i^{*}\left(j^{\prime}\right)\right\}} w_{i j^{\prime}} v_{i j^{\prime}}\left(\xi^{\prime}\right)  \tag{18}\\
& =\sum_{i \in H} w_{i j} v_{i j^{\prime}}\left(\xi^{\prime}\right), \tag{19}
\end{align*}
$$

where (18) follows from the definition of $i^{*}\left(j^{\prime}\right)$. Relations (17) and 19p lead to

$$
\max _{\xi \in \Xi} \sum_{j \in H} d_{j}(\xi) \sum_{i \in H} w_{i j} \bar{v}_{i j}(\xi) \leq \max _{\xi \in \Xi} \sum_{j \in H} d_{j}(\xi) \sum_{i \in H} w_{i j} v_{i j}(\xi)
$$

so that solution $\bar{v}$ is not more expensive than solution $v$.
Theorem 1 implies that $\mathcal{P} \mathcal{I}_{0}$ is polynomially solvable in the input since linear programming is polynomially solvable. We show in the next result that we can get faster algorithms for $\Xi_{\Gamma}$.
Corollary 1 Let $\Xi=\Xi_{\Gamma}$ and define the subset $\boldsymbol{\Gamma}\left(\omega^{T} \hat{D}\right) \subseteq H$ that contains the indices of the $\Gamma$ largest elements of the vector $\omega^{T} \hat{D}$, and $\boldsymbol{\Gamma}^{\prime}\left(\omega^{T} \hat{D}\right)$ that denotes the $(\Gamma+1)$-largest element of that vector. The following holds:

$$
\operatorname{opt}\left(\mathcal{P} \mathcal{I}_{0}\right)=\sum_{i \in H} \omega_{i} \bar{d}_{i}+\sum_{i \in \boldsymbol{\Gamma}\left(\omega^{T} \hat{D}\right)}\left(\omega^{T} \hat{D}\right)_{i}+(\Gamma-\lfloor\Gamma\rfloor) \omega^{T} \hat{D}_{\boldsymbol{\Gamma}^{\prime}\left(\omega^{T} \hat{D}\right)}
$$

Moreover, opt $\left(\mathcal{P} \mathcal{I}_{0}\right)$ can be computed in $O\left(n^{2}\right)$.
Proof We obtain immediately from Theorem 1 that

$$
\begin{aligned}
\operatorname{opt}\left(\mathcal{P} \mathcal{I}_{0}\right) & =\max _{\xi \in \Xi_{\Gamma}} \sum_{i \in H} \omega_{i} d_{i}(\xi) \\
& =\max _{\xi \in \Xi_{\Gamma}} \sum_{i \in H}\left(\omega_{i} \bar{d}_{i}+\sum_{j \in H} \omega_{i} \hat{D}_{i j} \xi_{j}\right) \\
& =\sum_{i \in H} \omega_{i} \bar{d}_{i}+\max _{\xi \in \Xi_{\Gamma}} \sum_{i, j \in H} \omega_{i} \hat{D}_{i j} \xi_{j} \\
& =\sum_{i \in H} \omega_{i} \bar{d}_{i}+\max _{\substack{\sum_{i \in H} \leq \xi_{i} \leq \Gamma \\
-1 \leq \xi_{i} \leq 1}} \sum_{i, j \in H} \omega_{i} \hat{D}_{i j} \xi_{j} \\
& =\sum_{i \in H} \omega_{i} \bar{d}_{i}+\sum_{i \in \boldsymbol{\Gamma}\left(\omega^{T} \hat{D}\right)}\left(\omega^{T} \hat{D}\right)_{i}+(\Gamma-\lfloor\Gamma\rfloor) \omega^{T} \hat{D}_{\boldsymbol{\Gamma}^{\prime}\left(\omega^{T} \hat{D}\right)}
\end{aligned}
$$



Fig. 1: Reduction of the partition problem to $\mathcal{P} \mathcal{I}_{1}$.

Regarding the complexity, we must first compute all cumulative costs, which takes $O\left(n^{2}\right)$. Then, we must compute the minimum cumulative cost for every period, which takes $O\left(n^{2}\right)$. Finally, we must compute the product $\omega^{T} \hat{D}$, which takes $O\left(n^{2}\right)$ and choose the $\Gamma$ larger values of it, which takes $O(\Gamma \log n)$. Hence, the complexity of this strategy is $O\left(3 n^{2}+\Gamma \log n\right)=O\left(n^{2}\right)$.

### 4.2 Non-adjustable setup

In this section, we address problem $\mathcal{P} \mathcal{I}_{1}$, which can be formulated as

$$
\begin{array}{rlrl}
\left(\mathcal{P} \mathcal{I}_{1}\right) & \kappa & & \\
\text { min } & \kappa & \kappa \geq \sum_{i \in H}\left(c_{i} x_{i}(\xi)+g_{i} y_{i}+h_{i} s_{i}(\xi)+p_{i} r_{i}(\xi)\right) & \forall \xi \in \Xi \\
& s_{i+1}(\xi) & =x_{i}(\xi)-d_{i}(\xi)+s_{i}(\xi)-r_{i-1}(\xi)+r_{i}(\xi) & \forall i \in H, \forall \xi \in \Xi, \\
x_{i}(\xi) & \leq M y_{i} & \forall i \in H, \forall \xi \in \Xi, \\
x(\xi), s(\xi), r(\xi) \geq 0 & \forall \xi \in \Xi, \\
y & \in\{0,1\}^{n}, & \forall \xi \in \Xi .
\end{array}
$$

As in the previous section, we first address $\mathcal{P} \mathcal{I}_{1}$ for general polytopes and show that the problem is $\mathcal{N} \mathcal{P}$-hard and can be reformulated as mixed-integer linear program. We present then a polynomial approach that is applicable to $\Xi$ assuming that $\hat{D}$ is a diagonal matrix. We address first the complexity of $\mathcal{P} \mathcal{I}_{1}$, using a reduction from the partition problem.

Theorem 2 The problem $\mathcal{P}_{1}$ is $\mathcal{N} \mathcal{P}$-hard.
Proof Let $R=\{1, \ldots, r\}$ and consider a set of positive integers $\left\{a_{i}, i \in R\right\}$. The partition problem looks for a subset $S \subset R$ such that

$$
\begin{equation*}
\sum_{i \in S} a_{i}=\sum_{i \in R \backslash S} a_{i} . \tag{20}
\end{equation*}
$$

Finding out whether such a subset $S$ exists is $\mathcal{N} \mathcal{P}$-complete, see for instance Garey and Johnson (2002). We define the corresponding instance of $\mathcal{P} \mathcal{I}_{1}$ by considering $H=\left\{1^{\prime}, 1^{\prime \prime}, \ldots, r^{\prime}, r^{\prime \prime}\right\}$, setting the production costs $c$ to 0 , the fixed costs $g$ to $K$ (to be defined later), the holding and backlogging costs between $i^{\prime}$ and $i^{\prime \prime}$ to 1 for each $i \in R$, while those between periods $i^{\prime \prime}$ and $(i+1)^{\prime}$ are set to a large number $M$ (to be defined later), for each $i=1, \ldots, r-1$. Finally, $\bar{d}=0, \hat{D}$ is the identity matrix, and $\Xi \subset \mathcal{R}_{+}^{2 r}$ is defined as the convex hull of the two vectors $\xi^{\prime}=\left(a_{1}, 0, a_{2}, 0, \ldots, a_{r}, 0\right)$ and $\xi^{\prime \prime}=\left(0, a_{1}, 0, a_{2}, \ldots, 0, a_{r}\right)$, see Figure 11. One readily verifies that the above polytope $\Xi$ can be obtained through $4 r+2$ linear inequalities: the first $4 r$ inequalities characterize the line joining $\xi^{\prime}$ and $\xi^{\prime \prime}$ while the last two inequalities bound the line to obtain the required segment. It is well-known (e.g. Ayoub and Poss (2016)) that we can restrict ourselves to the two extreme points of $\Xi$ when analyzing the optimal solution of the problem and its cost.

Let $A=\sum_{i=1}^{r} a_{i}$. Choosing $M$ large enough and $K=\max _{i=1 \ldots, r} a_{i}+1$, we prove below that there exists a subset $S$ of $R$ that satisfies 20 if and only if the optimal solution cost of the above instance of $\mathcal{P} \mathcal{I}_{1}$ is equal to $r K+\frac{A}{2}$. Let us first show that, in any optimal solution to $\mathcal{P} \mathcal{I}_{1}$, either $y_{i^{\prime}}=1$ and $y_{i^{\prime \prime}}=0$, or $y_{i^{\prime}}=0$ and $y_{i^{\prime \prime}}=1$, for each $i \in R$. Specifically, setting $y_{i^{\prime}}=1$ and $y_{i^{\prime \prime}}=0$ yields a cost of $a_{i}$ for scenario $\xi^{\prime}$ and 0 for scenario $\xi^{\prime \prime}$, in addition to the fixed cost $K$. Similarly, setting $y_{i^{\prime \prime}}=1$ and $y_{i^{\prime}}=0$ yields a cost of 0 for scenario $\xi^{\prime}$ and $a_{i}$ for scenario $\xi^{\prime \prime}$, in addition to the fixed cost $K$. Hence, both approaches cost $K+a_{i}$ in the worst-case. This is always less costly than setting $y_{i^{\prime}}=y_{i^{\prime \prime}}=0$, which costs at least $M a_{i}$ in both scenarios, or setting $y_{i^{\prime}}=y_{i^{\prime \prime}}=1$, which costs $2 K$ in both scenarios.

Let $S \subseteq R$ denote the elements for which $y_{i^{\prime}}=1$, so that $R \backslash S$ contains the elements of $R$ for which $y_{i^{\prime \prime}}=1$. We see that the cost of the solution described by $S$ is equal to

$$
r K+\max \left(\sum_{i \in S} a_{i}, \sum_{i \in R \backslash S} a_{i}\right) .
$$

Hence, the cost of $S$ in minimized if and only if 20 holds, proving the result
The above result is in line with classical results on robust combinatorial optimization problems (e.g. Kouvelis and Yu (2013)) which show that the robust counterparts of polynomially solvable optimization problems turn $\mathcal{N} \mathcal{\mathcal { P }}$-hard for arbitrary uncertainty sets. This being said, it is possible to solve $\mathcal{P} \mathcal{I}_{1}$ for general uncertainty polytopes through a mixed-integer linear programming reformulation. The first step to obtain the reformulations relies on reformulating $\mathcal{P} \mathcal{I}_{1}$ as static robust optimization problem, hence, removing the adjustable variables from the problem.
Lemma 1 Problem $\mathcal{P} \mathcal{I}_{1}$ can be reformulated as

$$
\begin{array}{ll}
\min \left(\max _{\xi \in \Xi} \sum_{i, j \in H} w_{i j} v_{i j} d_{j}(\xi)+\sum_{i \in H} g_{i} y_{i}\right) \\
\text { s.t. } & \sum_{i \in H} v_{i j}=1 \\
& v_{i j} \leq y_{i} \\
\quad y \in\{0,1\}^{n}, v \geq 0 \tag{23}
\end{array}
$$

Proof Let us define the binary variable $v_{i j}(\xi)$ that is equal to 1 iff the demand of period $j$ is produced at period $i$. Using a reasoning similar to the one used in the proof of Theorem 1 we can reformulate $\mathcal{P} \mathcal{I}_{1}$ as

$$
\begin{array}{cl}
\min _{y \in\{0,1\}^{n}} \max _{\xi \in \Xi} \min _{v(\xi)} \sum_{i, j \in H} w_{i j} v_{i j}(\xi) d_{j}(\xi)+\sum_{i \in H} g_{i} y_{i} & \\
\text { s.t. } \sum_{i \in H} v_{i j}(\xi)=1 & \forall j \in H, \forall \xi \in \Xi, \\
& v_{i j}(\xi) \leq y_{i}  \tag{25}\\
& v_{i j}(\xi) \in\{0,1\}
\end{array} \quad \forall i, j \in H, \forall \xi \in \Xi, \text {, } \begin{array}{ll} 
& \forall i, j \in H, \forall \xi \in \Xi .
\end{array}
$$

where the first term of the objective function represents the cost of attending the demand of all periods while the second term represents the fixed costs. Notice then that, for any $y \in\{0,1\}^{n}$, we always have that $v_{i j}(\xi)=1$ iff

$$
w_{i j}=\min _{i^{\prime} \in H}\left\{w_{i^{\prime} j}: y_{i^{\prime}}=1\right\}
$$

which does not depend on $\xi$. Hence, $v_{i j}(\xi)=v_{i j}\left(\xi^{\prime}\right)$ for each pair $\xi, \xi^{\prime} \in \Xi$ and we can remove the dependency on $\xi$ from $v_{i j}(\xi)$. Moreover, we can remove the binary restrictions on $v$ because constraints (24) and 25) are formed by a totally unimodular matrix. Applying von Neumann's minmax theorem, we can exchange the maximization over $\xi$ and the minimization over $v$ obtaining the desired result.

Let $\theta \in \mathbb{R}^{m}$ denote the dual variables associated to the constraints that characterize $\Xi$. Dualizing the inner maximization problem obtained in Lemma 1, we obtain immediately a MILP reformulation for $\mathcal{P} \mathcal{I}_{1}$.

Corollary 2 Let $\Xi$ be the uncertainty polytope defined in 12 . The problem $\mathcal{P} \mathcal{I}_{1}$ can be solved by the following mixed integer linear program

$$
\begin{array}{rlr}
\operatorname{opt}\left(\mathcal{P} \mathcal{I}_{1}\right)=\min & \sum_{l=1}^{m} q_{l} \theta_{l}+\sum_{i, j \in H} v_{i j} w_{i j} \bar{d}_{j}+\sum_{i \in H} g_{i} y_{i} & \\
\text { s.t } \sum_{l=1}^{m} W_{l k} \theta_{l} \geq \sum_{i, j \in H} v_{i j} w_{i j} \hat{D}_{j k} & \forall k \in H, \\
& \sum_{i \in H} v_{i j}=1 & \forall j \in H, \\
& v_{i j} \leq y_{i} & \forall i, j \in H, \\
& y \in\{0,1\}^{n}, v \geq 0 . &
\end{array}
$$

We devote the rest of the section to the study of uncertainty set $\Xi_{\Gamma}$, further assuming that $\hat{D}$ is a diagonal matrix. We show that, under these assumptions, problem $\mathcal{P} \mathcal{I}_{1}$ can be solved in polynomial time. Our approach requires the following extension of a classical result from Bertsimas and Sim (2003) that shows how some robust combinatorial optimization problems can be solved by solving a polynomial number of times the deterministic counterpart. The result considers generic optimization problems defined by the optimization variables $z \in\{0,1\}^{|L|}$ and the uncertainty polytope $\Xi_{\Gamma} \subset \mathbb{R}^{|K|}$, where $K$ and $L$ are arbitrary index sets. Its proof is similar to the proof of Proposition 1 from Bougeret et al (2016) and is therefore deferred to Appendix C .

Lemma 2 Consider the index sets $K$ and $L$, and consider the subset $K(l) \subseteq K$ for each $l \in L$. Let $\mathcal{Z} \subseteq\{0,1\}^{|L|}$ be the feasibility set and $\alpha \in \mathcal{R}_{+}^{|L|}$ and $\beta \in \mathcal{R}_{+}^{|K| \times|L|}$ be the cost vectors that characterize the robust optimization problem

$$
\begin{equation*}
\min _{z \in \mathcal{Z}} \max _{\xi \in \Xi_{\Gamma}} \sum_{l \in L}\left(\alpha_{l}+\sum_{k \in K(l)} \beta_{k l} \xi_{k}\right) z_{l} \tag{26}
\end{equation*}
$$

Define the subset $L(k)=\{l \in L: k \in K(l)\}$ for each $k \in K$. If any element $z \in \mathcal{Z}$ satisfies the constraints

$$
\sum_{l \in L(k)} z_{l}=1, k \in K
$$

then the optimal solution cost to problem (26) is given by

$$
\min _{\left\{\left(k^{\prime}, l^{\prime}\right): k^{\prime} \in K, l^{\prime} \in L(k)\right\} \cup\{(0,0)\}} G_{k^{\prime} l^{\prime}}
$$

where

$$
G_{k^{\prime} l^{\prime}}=\Gamma \beta_{k^{\prime} l^{\prime}}+\min _{z \in \mathcal{Z}} \sum_{l \in L}\left(\alpha_{l}+\sum_{k \in K(l)} \max \left(0, \beta_{k l}-\beta_{k^{\prime} l^{\prime}}\right)\right) z_{l}
$$

for each $\left\{\left(k^{\prime}, l^{\prime}\right): k^{\prime} \in K, l^{\prime} \in L(k)\right\}$ and where $\beta_{00}=0$.
To use Lemma 2, we should reformulate problem $\mathcal{P} \mathcal{I}_{1}$ as a special case of problem 26 . In this aim, we use the shortest path formulation for the deterministic problem $\mathcal{L S}$, presented in Pochet and Wolsey (2013), and modify that formulation to handle the robust aspect as required. This is presented in the following theorem.

Theorem 3 Let $\Xi=\Xi_{\Gamma}$ and assume that $\hat{D}$ is a diagonal matrix. Then, problem $\mathcal{P} \mathcal{I}_{1}$ can be solved by solving $O\left(n^{2}\right)$ shortest path problems in an acyclic digraph that contains $n$ nodes.

Proof Let us first consider the case without backlog. Consider the digraph $G=(V, A)$, where $V=$ $\{1, \ldots, n+1\}$ and $A=\{(i, j) \mid i<j ; i, j \in V\}$. When the demand is known with precision $(d(\xi)=\bar{d})$, it is known (see Section 7.4 from Pochet and Wolsey (2013)) that the optimization problem stated in Lemma 1 can be reformulated as a shortest path problem between vertices 1 and $n+1$ in $G$ where the cost of taking arc $(i, j)$ is equal to $g_{i}+\sum_{k=i}^{j} w_{i k} \bar{d}_{k}$, which means that all demands $i \leq k \leq j$ are attended by producing at time period $i \in H$. Letting $\mathcal{Z} \subset\{0,1\}^{|A|}$ be the set of incidence vectors of all paths from 1 to $n+1$ in $G$, the deterministic problem can thus be reformulated as

$$
\begin{equation*}
\min _{z \in \mathcal{Z}} \sum_{(i, j) \in A}\left(g_{i}+\sum_{k=i}^{j} w_{i k} \bar{d}_{k}\right) z_{i j} . \tag{27}
\end{equation*}
$$

Since any demand $k \in H$ is attended by producing at a unique period $i \in H$, we see that any $z \in \mathcal{Z}$ must satisfy the constraints

$$
\sum_{\substack{(i, j) \in A \\ i \leq k \leq j}} z_{i j}=1, \forall k \in H
$$

Thanks to Lemma 1, one readily verifies that the robust counterpart of the problem can be similarly reformulated as the min max robust counterpart of problem 27), namely

$$
\begin{equation*}
\min _{z \in \mathcal{Z}} \max _{\xi \in \Xi} \sum_{(i, j) \in A}\left(g_{i}+\sum_{k=i}^{j} w_{i k} d_{k}(\xi)\right) z_{i j}=\min _{z \in \mathcal{Z}} \max _{\xi \in \Xi} \sum_{(i, j) \in A}\left(g_{i}+\sum_{k=i}^{j} w_{i k} \bar{d}_{k}+\sum_{k=i}^{j} w_{i k} \hat{D}_{k k} \xi_{k}\right) z_{i j} \tag{28}
\end{equation*}
$$

where the equality follows from the diagonal assumption on $\hat{D}$. The result follows directly from applying Lemma 2 to 28.

To extend this reasoning to $\mathcal{P} \mathcal{I}_{1}$ with backlog, we replace the simple digraph $G$ defined above by the multi digraph $H=\left(V, A^{\prime}\right)$ where $A^{\prime}=\{(i, \ell, j) \mid i<j ; i, j \in V ; i \leq \ell \leq j\}$. Then, the deterministic cost of each $\operatorname{arc}(i, \ell, j)$ is given by $g_{\ell}+\sum_{k=i}^{j} w_{\ell k} d_{k}(\xi)$, which represents the fact that we fulfill the demands from period $i$ to $j$ by producing at period $\ell$. The rest of the proof is similar, yielding the result.

### 4.3 Adjustable setup

In this section we present a linear program that computes the value of $\operatorname{opt}(\mathcal{P I})$ for general polytopes $\Xi$. Similarly to Theorem 11 we show that the complexity of problem $\mathcal{P I}$ is related to the complexity of optimizing a linear function over $\Xi$. This time however, the linear program to be solved contains $O\left(n^{3}\right)$ constraints in addition to those describing $\Xi$. Let us first recall a well-known dynamic programming algorithm to solve the deterministic problem $\mathcal{L S}$, taken from Pochet and Wolsey (2013).

Lemma 3 Problem $\mathcal{L S}$ can be solved by the following recursive function

$$
\operatorname{opt}(\mathcal{L S})=G(n)
$$

where

$$
\begin{equation*}
G(j)=\min _{\{i, k \mid i<k \leq j\}}\left(G(i)+g_{k}+\sum_{l=i+1}^{j} w_{k l} d_{l}\right) \tag{29}
\end{equation*}
$$

where $G_{0}=0$.
To compute $\mathcal{P} \mathcal{I}$, it will be useful to reformulate the above dynamic program as the linear program provided in the next lemma.

Lemma 4 The optimal solution cost of $\mathcal{L S}$ is equal to the optimal solution cost of the following linear program, with optimization variables $u_{i}$ for each $i \in H$

$$
\begin{array}{ll}
\max & u_{n} \\
\text { s.t } & u_{j} \leq u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l} \quad \forall i<k \leq j, i \in H \cup\{0\}, j \in H . \\
& u_{0}=0
\end{array} \quad \forall \begin{aligned}
&
\end{aligned}
$$

Proof We introduce optimization variable $u_{i}$ to represent the value of $G(i)$. The counterpart of equation (29) for $u$ is

$$
\begin{equation*}
u_{j}=\min _{\{i, k \mid i \leq k \leq j\}}\left(u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l}\right) . \tag{30}
\end{equation*}
$$

Then, we relax the equality in 30 to

$$
\begin{equation*}
u_{j} \leq \min _{\{i, k \mid i \leq k \leq j\}}\left(u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l}\right) \tag{31}
\end{equation*}
$$

and ensure that the objective function of the linear program maximizes the value of $u_{j}$. Constraint (31) can be linearized to

$$
\begin{equation*}
u_{j} \leq u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l} \quad \forall i \leq k \leq j, i \in H \tag{32}
\end{equation*}
$$

Combining linear constraints (32) with the objective function that maximizes $u_{n}$ and adding the initial condition $u_{0}$ yields the result.

Using the above results, we propose a linear programming reformulation for $\mathcal{P I}$.
Theorem 4 For any uncertainty set $\Xi$, problem $\mathcal{P} \mathcal{I}$ can be solved by the following linear program in optimization vectors $u$ and $\xi$

$$
\begin{array}{ll}
\mathcal{P I}=\max & u_{n} \\
\text { s.t } & u_{j} \leq u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l}(\xi) \quad \forall i \leq k \leq j, i \in H, j \in H, \\
& u_{0}=0 \\
& \xi \in \Xi
\end{array}
$$

Proof We define $\mathcal{P} \mathcal{I}(\xi)$, as the problem $\mathcal{P I}$ restricted to a fixed element $\xi \in \Xi$. One readily sees that

$$
\operatorname{opt}(\mathcal{P I})=\max _{\xi \in \Xi} \operatorname{opt}(\mathcal{P I}(\xi))
$$

and moreover, $\mathcal{P} \mathcal{I}(\xi)$ is a deterministic lot-sizing problem. Hence, we can apply Lemma 4 to solve $\mathcal{P I}(\xi)$ as the linear program

$$
\begin{align*}
\operatorname{opt}(\mathcal{P I}(\xi))=\max & u_{n} \\
\text { s.t } & u_{j} \leq u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l}(\xi) \quad \forall i \leq k \leq j, i \in H, j \in H,  \tag{33}\\
& u_{0}=0
\end{align*}
$$

Now, as $\operatorname{opt}(\mathcal{P I})=\max _{\xi \in \Xi} \operatorname{opt}(\mathcal{P} \mathcal{I}(\xi))$ we have that

$$
\begin{aligned}
\operatorname{opt}(\mathcal{P I})=\max & u_{n} \\
& \text { s.t }
\end{aligned} u_{j} \leq u_{i}+g_{k}+\sum_{l=i}^{j} w_{k l} d_{l}(\xi) \quad \forall i \leq k \leq j, i \in H, j \in H,
$$

Recalling that $d(\xi)$ is an affine function of $\xi$ ends the proof.

## 5 Numerical experiments

In this section, we present the experimental results obtained with the relaxation presented in the last sections for problems $\mathcal{P}_{1}$ and $\mathcal{P}_{0}$. We use the budgeted polytope $\Xi_{\Gamma}$ as uncertainty set due to its importance in the literature and the identity as the deviation matrix, so that the demand can be expressed as $d_{i}(\xi)=\bar{d}_{i}+\hat{d}_{i} \xi_{i}$.

We compare the quality of our lower bound with the one provided by dual affine decision rules from Kuhn et al (2011), recalled in Section 3.2 . We also compare these lower bounds with the upper bound provided by the affine decisions rules (called primal affine decision rules in Kuhn et al (2011)), recalled in 3.1. We do not carry out experiments for problem $\mathcal{P}$ because the primal and dual affine decision rules methods cannot be applied to this problem so that we have no comparison possible for our method.

Concerning the probabilistic distribution used in dual affine decision rules, we use a uniform distribution over the extremes points of the uncertainty polytope. The reasons for that are two-fold: first we need a distribution that allows us to easily compute matrix $\mathcal{M}$ (the expectation matrix); second, we do not have a dominating element among the extreme points of the considered polytope, contrasting with the problem studied in Kuhn et al (2011).

The tests were carried out on an Intel(R) Core(TM) i7 CPU M60, 2.6 Hz 4 GB Ram machine and all formulations and algorithms were coded in $\mathrm{C}++$, compiled with a GNU G ++4.5 compiler and IBM CPLEX 12.3. In the next subsection, we explain how the instances are built and which experiments are carried out.

### 5.1 Instances

We start with the description of the instances. We consider two sets of instances: DYN and DOWN. The instances in the set DYN represent lot-sizing problems in which the costs associated are seasonal. The instances of that set are inspired by Ben-Tal et al (2004) and they fulfill a criteria known as WagnerWithin, which has been introduced in Pochet and Wolsey (1994). Roughly speaking, this criteria implies that it is always cheaper to produce the client demands of each period at the period itself. More precisely, we have for each period $i$ that $c_{i}=20+5 \sin \left(\frac{i \pi}{12}\right), h_{i}=5+2 \sin \left(\frac{i \pi}{12}\right), p_{i}=7+2 \sin \left(\frac{i \pi}{12}\right)$, and $g_{i}=$ $30+10 \sin \left(\frac{i \pi}{12}\right)$. Notice that these instances are similar to the instances used in several papers on robust lot-sizing, e.g. Kuhn et al (2011); de Ruiter et al (2017). In particular, they model a product whose demand varies seasonally.

To contrast with that set of instances, we use a second set of instances that do not fulfill the WagnerWithin criteria. In the set of instances named DOWN, for each each period $i$ is cheaper to produce the client demand at period $3\left\lfloor\frac{i}{3}\right\rfloor$. More precisely, we have that $c_{i}=10+5(i \bmod 3), h_{i}=3, p_{i}=4$, and $g_{i}=50$.

We consider the deviations fixed as $20 \%$ of the nominal demand, and the nominal deviations are given by the formula $100+50 \sin \left(\frac{i \pi}{12}\right)$ for each period $i$. We consider horizons of planning that have 20, 30, 40, $50,60,70,80,90$ and 100 periods. We tested two different values of the parameter $\Gamma$ for each number of periods in the horizon of planning, each of them inspired by the probabilistic bounds computed in Bertsimas and Sim 2004), see also Poss (2013). Table 1 presents the values used for the experiments.

| $H$ | $\Gamma^{0.01}$ | $\Gamma^{0.1}$ |
| :---: | :---: | :---: |
| 10 | 5 | 8 |
| 20 | 7 | 11 |
| 30 | 8 | 14 |
| 40 | 9 | 16 |
| 50 | 10 | 17 |
| 60 | 11 | 19 |
| 70 | 12 | 20 |
| 90 | 12 | 22 |
| 90 | 13 | 23 |
| 100 | 14 | 24 |

Table 1: Values of parameter $\Gamma$ inspired by the probabilistic bounds from Bertsimas and Sim 2004.

### 5.2 Lot-Sizing problem without setup costs

We report below a comparison of the two lower bounds and as well as their solution times. Let AFFINE stand for the affine decision rules presented in the Section 3.1, $P I$ for the perfect information proposed and $D U A L$ for the dual affine decision rules presented in Section 3.2. We compare the optimality gaps of $P I$ and $D U A L$ using the solution of the approach $A F F I N E$ as upper bound. Specifically, we define the approximative optimality gap for $P I$ for the instance $I$ as

$$
\frac{o p t(A F F I N E(I))-o p t(P I(I))}{\operatorname{opt}(\operatorname{AFFINE}(I))}
$$

We define similarly the approximative approximation gap for the problem $D U A L$ concerning the instance $I$ as

$$
\frac{\operatorname{opt}(A F F I N E(I))-\operatorname{opt}(D U A L(I))}{\operatorname{opt}(A F F I N E(I))} .
$$

In the following, we report the approximative optimality gap and the solution times, computed for each number of periods and each set of instances.

### 5.2.1 Instances DOWN



Fig. 2: The optimality gaps for $\mathcal{P} \mathcal{I}_{0}$ for the instances in DOWN.


Fig. 3: Elapsed time of $\mathcal{P} \mathcal{I}_{0}$ for the instances in DOWN.

The approximation obtained by $P I$ is nearly constant at $8 \%$ while the one of $D U A L$ is slightly decreasing with the number of periods, see Figure 2, In any case, approach PI still provides a reliable
approximation with a computation time much smaller than the one required by $D U A L$ as presented in Figure 3

### 5.2.2 Instances DYN



Fig. 4: The optimality gaps for $\mathcal{P} \mathcal{I}_{0}$ for the instances in DYN.


Fig. 5: Elapsed time of $\mathcal{P} \mathcal{I}_{0}$ for the instances in DYN

The bound provided by PI can prove the optimality of the affine decisions rules while the dual affine decision rules decrease to reach a gap of $5 \%$, see in Figure 4. It seems that the Wagner-Within criteria, where it is also always cheaper to produce the demand of some period $i$ at the period itself, strongly reduces the impact of the non-anticipativity constraints. As for the computation time, our approach is much faster than the other two, as reported in Figure 5. One can also notice that the dual affine decision rules are more time consuming for the instance set DYN than they are for the instance set DOWN.

### 5.3 Lot-Sizing problem with setup costs

As before, AFFINE stands for the affine decision rules presented in the Section 3.1, PI for the perfect information proposed in this paper and $D U A L$ for the dual affine decision rules presented in Section 3.2 We compare the optimality gaps of PI and DUAL using the solution cost of AFFINE as upper bound.

In the following, we report the approximative optimality gap and the solution times, computed for each number of periods and each set of instances. Two remarks must be done at this point. First, we solve the problem PI with the MILP proposed in Corollary 2 instead of the polynomial algorithm described in

Theorem 3. We do that because unreported results show the MILP to be much faster than the dynamic programming algorithm proposed in Theorem 3 for our instances. Specifically, the dynamic programming algorithm roughly has the same running time as the dual affine decision rules, while the MILP is much faster, as reported below. Second, we impose a time limit of 20 minutes for all problems. The affine decision rules formulations are only able to solve problems with 50 periods or less in that amount of time, so that we only report the results for the instances having up to 50 periods.

### 5.3.1 Instances DOWN



Fig. 6: The optimality gaps for $\mathcal{P} \mathcal{I}_{0}$ for the instances in DOWN.


Fig. 7: Elapsed time of $\mathcal{P} \mathcal{I}_{0}$ for the instances in DOWN.

The approximation obtained by $P I$ is nearly constant at $11 \%$ while the one of $D U A L$ is decreasing with the number of periods, see Figure 6. Figure 7 then shows that $P I$ can be solved much faster than $D U A L$.

### 5.3.2 Instances DYN

Although we are not able to prove the optimality of the affine decision rules, the lower bound provided by $P I$ is really close to the solution cost provided by AFFINE (roughly $1 \%$ ). And again, concerning the elapsed time, the proposed method is 2 or 3 magnitude orders faster than the dual affine decision rules, see Figure 9.


Fig. 8: The optimality gaps for $\mathcal{P} \mathcal{I}_{0}$ for the instances in DYN.


Fig. 9: Elapsed time of $\mathcal{P} \mathcal{I}_{0}$ for the instances in DYN.

## 6 Concluding remarks

We have adapted in this paper the perfect information relaxation, well-known in the stochastic programming literature, to the robust lot-sizing problem, yielding a lower bound for the robust problem. We could prove that computing the bound can be done in polynomial time for several variants of the problem, using dedicated combinatorial algorithms or linear programs. Our numerical results, realized on instances inspired by the literature, suggest that the new lower bound can be tight and can be solved much faster than the bounds based on decision rules. In addition, our approach can handle binary adjustable variables, which is not the case of primal and dual affine decision rules.

The tractability of our lower bound is highly problem-dependent. Hence, it would be interesting to investigate its tractability for other class of multi-stage robust optimization problems and other uncertainty sets. Concerning the extensions of the problems under study, we think it may be interesting to consider problems with capacities on the production and the storage. An alternative extension would consider problems with multiple items. Concerning the uncertainty set, it could be interesting to look for dedicated algorithms for ellipsoidal uncertainty sets, which have recently been the topic of several papers in the combinatorial robust optimization literature (e.g. Baumann et al (2014)).

Another interesting aspect of the perfect information relaxation is that it turns multi-stage problems into two-stages problems, for which several papers have recently proposed exact solution algorithms based on variants of the Benders decomposition (e.g. Ayoub and Poss (2016); Billionnet et al (2014); Zeng and Zhao (2013)). Hence, one could use these algorithms to solve the relaxation for much more general problems than the variants of the lot-sizing considered herein, and assess the quality of the obtained lower bound.
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## A Reformulation of affine decision rules

Plugging $\sqrt{14}-16$ into $\mathcal{P}$ and enforcing that $y$ does not depend on $\xi$, we obtain the formulation below.

$$
\begin{array}{ll}
\min _{\kappa} \quad \kappa & \\
s . t \quad \kappa \geq \sum_{i \in H}\left(g_{i} y_{i}+c_{i}\left(x_{i}^{0}+\sum_{j=1}^{i} x_{i}^{j} \xi_{j}\right)+h_{i}\left(s_{i}^{0}+\sum_{j=1}^{i} s_{i}^{j} \xi_{j}\right)+p_{i}\left(r_{i}^{0}+\sum_{j=1}^{i} r_{i}^{j} \xi_{j}\right)\right) & \forall \xi \in \Xi \\
s_{i}^{0}+\sum_{j=1}^{i} s_{i}^{j} \xi_{j} \geq \sum_{k=1}^{i}\left(x_{k}^{0}-\bar{d}_{k}+\sum_{j=1}^{l_{k}^{x}} x_{k}^{j} \xi_{j}-\sum_{l=1}^{n} \hat{D}_{k l} \xi_{l}\right) & \forall i \in H, \forall \xi \in \Xi \\
r_{i}^{0}+\sum_{j=1}^{i} r_{i}^{j} \xi_{j} \geq \sum_{k=1}^{i}\left(\bar{d}_{k}-x_{k}^{0}-\sum_{j=1}^{l_{k}^{x}} x_{k}^{j} \xi_{j}+\sum_{l=1}^{n} \hat{D}_{k l} \xi_{l}\right) & \forall i \in H, \forall \xi \in \Xi \\
x_{i}^{0}+\sum_{j=1}^{i} x_{i}^{j} \xi_{j} \leq y_{i} M & \forall i \in H, \forall \xi \in \Xi \\
x_{i}^{0}+\sum_{j=1}^{i} x_{i}^{j} \xi_{j} \geq 0 & \forall i \in H, \forall \xi \in \Xi \\
s_{i}^{0}+\sum_{j=1}^{i} s_{i}^{j} \xi_{j} \geq 0 & \forall i \in H, \forall \xi \in \Xi \\
r_{i}^{0}+\sum_{j=1}^{i} r_{i}^{j} \xi_{j} \geq 0 & \forall i \in H, \forall \xi \in \Xi \\
y_{i} \in\{0,1\} & \forall i \in H,
\end{array}
$$

Although the number of variables in the problem described above is polynomial, we still have to deal with an infinite number of constraints. As said already, one easily sees that we can restrict ourselves to the extreme points of $\Xi$; yet, this typically leads to an exponential number of constraints. An alternative and more compact approach applies classical tools from robust optimization to reformulate each robust constraint as a polynomial number of deterministic constraints plus a polynomial number of additional real variables, see Ben-Tal and Nemirovski (2000). We skip the details of that approach and provide below the resulting MILP.

$$
\begin{aligned}
& \min _{\kappa} \kappa \\
& \text { s.t } \quad \kappa-\sum_{i \in H}\left(g_{i} y_{i}+c_{i} x_{i}^{0}+h_{i} s_{i}^{0}+p_{i} r_{i}^{0}\right) \geq \sum_{i=1}^{m} q_{i} \theta_{i} \\
& \theta^{T} W_{i} \geq \sum_{j=i}^{n}\left(c_{j} x_{j}+h_{j} s_{j}+p_{j} r_{j}\right) \quad \forall i, 0 \leq i \leq m \\
& s_{i}^{0}-\sum_{k=1}^{i}\left(x_{k}^{0}-\bar{d}_{k}\right) \geq \sum_{j=1}^{m} q_{j} \alpha_{j}^{i} \quad \forall i \in H \\
& \alpha^{T} W_{j} \geq s_{i}^{j}+\sum_{k=i}^{i} x_{k} \quad \forall i, j, 0 \leq j \leq i, i \in H \\
& r_{i}^{0}-\sum_{k=1}^{i}\left(\bar{d}_{k}-x_{k}^{0}\right) \geq \sum_{j=1}^{m} q_{j} \beta_{j}^{i} \quad \forall i \in H \\
& \beta^{T} W_{j} \geq r_{i}^{j}-\sum_{k=i}^{i} x_{k} \quad \forall i, j, 0 \leq j \leq i, i \in H \\
& x_{i}^{0}+y_{i} M \geq \sum_{j=1}^{m} q_{j} \pi_{j}^{i} \quad \forall i \in H \\
& \pi^{T} W_{j} \geq x_{i}^{j} \quad \forall i, j, 0 \leq j \leq i, i \in H \\
& x_{i}^{0} \geq \sum_{j=1}^{m} q_{j} \theta_{j}^{x, i} \quad \forall i \in H \\
& \left(\theta^{x}\right)^{T} W_{j} \geq x_{i}^{j} \quad \forall i, j, 0 \leq j \leq i, i \in H \\
& s_{i}^{0} \geq \sum_{j=1}^{m} q_{j} \theta_{j}^{s, i} \\
& \left(\theta^{r}\right)^{T} W_{j} \geq x_{i}^{j} \\
& r_{i}^{0} \geq \sum_{j=1}^{m} q_{j} \theta_{j}^{r, i} \\
& \left(\theta^{s}\right)^{T} W_{j} \geq x_{i}^{j} \\
& y_{i} \in\{0,1\} \\
& \forall i \in H \\
& \forall i, j, 0 \leq j \leq i, i \in H \\
& \forall i \in H \\
& \forall i, j, 0 \leq j \leq i, i \in H \\
& \forall i \in H,
\end{aligned}
$$

We can obtain similarly the formulation for the problem without setup by removing the variable $y$ from the above formulation.

## B Reformulation of dual affine decision rules

In this appendix, we sketch how to obtain a MILP reformulation for the lower bound of the robust lot-sizing following the method presented in Kuhn et al (2011). The method requires to introduce an artificial probability measure with our uncertainty set $\Xi$. To keep the presentation simple, we will exemplify the framework from Kuhn et al (2011) with the discrete probability measure $\mathbb{P}(\xi)$ defined over the set of extreme points of $\Xi$. Hence, $\mathbb{P}$ is any vector in $\mathbb{R}_{+}^{\mid \text {ext }(\Xi) \mid}$ that satisfies

$$
\sum_{\xi \in \operatorname{ext}(\Xi)} \mathbb{P}(\xi)=1
$$

The first step of the approach of Kuhn et al (2011) relaxes the robust constraints to expectation constraints as follows.

$$
y_{i} \in\{0,1\}
$$

$\forall i \in H$,
where $\psi$ and $\theta$ are additional slack variables. One readily verifies that, for any probability distribution $\mathbb{P}(\xi)$, the above problem provides a lower bound for the optimal solution of problem $\mathcal{P} \mathcal{I}_{1}$.

Then, using advanced dualization techniques inspired by the dualization used in classical robust optimization, the authors of Kuhn et al (2011) are able to reformulate the above lower bound as the following mixed-integer linear program, where matrix $\mathcal{M}$ is defined as $\mathcal{M}=\mathbb{E}\left(\xi \xi^{T}\right), \mathcal{W}$ is the matrix defined as $\mathcal{W}=\left(W-q e_{1}^{T}\right) \mathcal{M}$, and $e_{1}$ is the vector with all entries equals to one. Specifically, the following mixed-integer linear program is obtained by applying reformulation (4.6) from Kuhn et al 2011) to $\mathcal{P} \mathcal{I}_{1}$.

We can obtain similarly the formulation for the problem without setup by removing the variable $y$ from the above formulation.

$$
\begin{aligned}
& \min _{\kappa} \kappa \\
& \text { s.t } \quad \kappa-\sum_{i \in H}\left(g_{i} y_{i}+c_{i} x_{i}^{0}+h_{i} s_{i}^{0}+p_{i} r_{i}^{0}\right)+\pi_{0}=0 \\
& -\pi_{j}=\sum_{i \in H}\left(c_{i} x_{i}^{j}+h_{i} s_{i}^{j}+p_{i} r_{i}^{j}\right) \quad \forall j \in H \\
& s_{i}^{0}=\sum_{k=1}^{i}\left(x_{k}^{0}-\bar{d}_{k}\right)+\alpha_{i}^{0} \\
& s_{i}^{j}=\sum_{k=1}^{i} x_{k}^{j}-\sum_{l=1}^{n} \hat{D}_{j l}+\alpha_{i}^{j} \quad \forall i, j \in H \\
& r_{i}^{0}=\sum_{k=1}^{i}\left(\bar{d}_{k}-x_{k}^{0}\right)+\beta_{i}^{0} \\
& r_{i}^{j}=\sum_{k=1}^{i}\left(-x_{k}^{0}\right)+\sum_{l=1}^{n} \hat{D}_{j l}+\beta_{i}^{j} \quad \forall i, j \in H \\
& M y-x_{i}^{0}+\pi_{i}^{0}=0 \quad \forall i \in H \\
& -x_{i}^{j}+\pi_{i}^{j}=0 \quad \forall i, j \in H \\
& x_{i}^{0}+\theta_{i}^{x, 0}=0 \\
& s_{i}^{j}+\theta_{i}^{s, j}=0 \quad \forall i \in H, \forall j \in H \cup\{0\} \\
& r_{i}^{j}+\theta_{i}^{r, j}=0 \quad \forall i \in H, \forall j \in H \cup\{0\} \\
& \mathcal{W} \alpha^{T}=0 \\
& \mathcal{W} \beta^{T}=0 \\
& \mathcal{W} \pi^{T}=0 \\
& \mathcal{W}\left(\theta^{x}\right)^{T}=0 \\
& \mathcal{W}\left(\theta^{s}\right)^{T}=0 \\
& \mathcal{W}\left(\theta^{r}\right)^{T}=0 \\
& y_{i} \in\{0,1\} \\
& \forall i \in H .
\end{aligned}
$$

$$
\begin{aligned}
& \min _{\kappa} \kappa \\
& \text { s.t } \mathbb{E}\left(\left[\kappa-\sum_{i \in H}\left(g_{i} y_{i}+c_{i} x_{i}(\xi)+h_{i} s_{i}(\xi)+p_{i} r_{i}(\xi)+\pi(\xi)\right)\right] \xi\right) \\
& \mathbb{E}\left(\left[s_{i}(\xi)-\sum_{k=1}^{i}\left(x_{k}(\xi)-d_{i}(\xi)\right)+\alpha_{i}(\xi)\right] \xi\right) \\
& \mathbb{E}\left(\left[r_{i}(\xi)+\sum_{k=1}^{i}\left(x_{k}(\xi)-d_{i}(\xi)\right)+\beta_{i}(\xi)\right] \xi\right) \\
& \mathbb{E}\left(\left[x_{i}(\xi)-y_{i} M+\psi_{i}(\xi)\right] \xi\right) \\
& \mathbb{E}\left(\left[x_{i}(\xi)+\theta_{i}^{x}(\xi)\right] \xi\right) \\
& \mathbb{E}\left(\left[s_{i}(\xi)+\theta_{i}^{s}(\xi)\right] \xi\right) \\
& \mathbb{E}\left(\left[r_{i}(\xi)+\theta_{i}^{r}(\xi)\right] \xi\right) \\
& =0 \\
& =0 \quad \forall i \in H, \\
& =0 \quad \forall i \in H, \\
& =0 \quad \forall i \in H \text {, } \\
& =0 \quad \forall i \in H \text {, } \\
& =0 \quad \forall i \in H \text {, } \\
& =0 \quad \forall i \in H,
\end{aligned}
$$

## C Proof of Lemma 2

Let us detail the inner maximization of 26 as

$$
\begin{align*}
\sum_{l \in L} \alpha_{l} z_{l}+\max & \sum_{k \in K} \xi_{k} \sum_{l \in L(k)} \beta_{k l} z_{l} \\
\text { s.t. } & \sum_{k \in K} \xi_{k} \leq \Gamma \\
& \xi_{k} \leq 1, \quad k \in K \\
& \xi_{k} \geq-1, \quad k \in K \tag{34}
\end{align*}
$$

By definition, $\beta_{k l} \geq 0$ for each $k \in K, l \in L(k)$, so that we can relax constraints 34 to $\xi \geq 0$ without affecting the optimal solution. Thanks to the strong duality in linear programming, the optimal solution cost of the above problem is equal to the optimal solution cost of its dual, given by

$$
\begin{array}{ll}
\min & \Gamma \theta+\sum_{k \in K} \varphi_{k} \\
\text { s.t. } & \theta+\varphi_{k} \geq \sum_{l \in L(k)} \beta_{k l} z_{l}, \quad k \in K \\
& \theta, y \geq 0 .
\end{array}
$$

Substituting $\varphi_{k}$ by $\max \left(0, \sum_{l \in L(k)} \beta_{k l} z_{l}-\theta\right)$ for each $k \in K$, we can further reformulate 26 as

$$
\begin{equation*}
\min _{x \in \mathcal{Z}, \theta \geq 0} \Gamma \theta+\sum_{l \in L} \alpha_{l} z_{l}+\sum_{k \in K} \max \left(0, \sum_{l \in L(k)} \beta_{k l} z_{l}-\theta\right) \tag{35}
\end{equation*}
$$

The crucial step of our proof (which differs from Theorem 3 from Bertsimas and Sim (2003) is that, because the constraint $\sum_{l \in L(k)} z_{l}=1$ holds for each $k \in K$, we can further reformulate 35 as

$$
\min _{x \in \mathcal{Z}, \theta \geq 0} \Gamma \theta+\sum_{l \in L} \alpha_{l} z_{l}+\sum_{k \in K} \sum_{l \in L(k)} z_{l} \max \left(0, \beta_{k l}-\theta\right) .
$$

The rest of the proof is identical to the proof of Theorem 3 from Bertsimas and Sim (2003).
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