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Robust power modulation for channel state information
exchange

Chao ZHANG1, Vineeth VARMA2 and Samson LASAULCE3

Abstract

This contribution is on the framework of a wireless network with multiple interfering transmitter-receiver

pairs. We study the case where there is no direct communication channel between the multiple transmitters

and the system is completely distributed (in terms of information available and decision making). Exchang-

ing local channel state information (CSI) among the transmitters is one solution to the problem of improv-

ing the efficiency of the network. We introduce a novel power modulation scheme that facilitates reliable

exchange of local CSI through the signal power strength assuming feedback of received signal strength

indicator from each receiver to its transmitter. Numerical results demonstrate the value of our approach.

1 Introduction

This contribution is in the framework of an interference network, i.e., a wireless network with multiple

transmitter-receiver pair that cause interference with each other. Typically, these transmitting and receiving

devices are distributed in decision making and possibly also in terms of the information available. One of

the major challenges in such networks is designing algorithms or procedures for controlling the transmit

power levels of the wireless signals in order to improve the data rate (or other relevant performance metrics).

The iterative water-filling algorithm (IWFA) [1][2][3] is a state-of-the art technique which relies only on

locally availble information, the individual signal-to-interference plus noise ratio (SINR), and has a low

computational complexity. On the other hand, one drawback of IWFA and many other similar distributed

and learning algorithms (see e.g., [4][5][6]) is that convergence is not always ensured [3] and the result is

typically globally inefficient.

To exploit the available feedback signal efficiently, a novel technique is given by [7]. In [7], instead

of using local observations (namely, the SINR feedback realizations or received signal strength indicator

(RSSI) realizations) to allow the transmitters to converge to a Nash point, one can use them to acquire global

channel state information (CSI). To obtain global CSI, the key idea in [7] is to exploit the transmit power

levels as information symbols and the interference as a communication mean or channel for the transmitters.
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However, the power modulation scheme proposed in [7] results in non-negligible decoding errors. A novel

technique is proposed in this paper which allows to improve the decoding efficiency, i.e., to estimate the

symbol coded in the transmitted power of interfering users more precisely. Furthermore, it is interesting to

note that the mapping method in [7] is only a special case of the novel technique in this paper.

The chief contributions and novelty of this work are as follows:

◮ We introduce the novel idea of power modulation by considering the property of the RSSI measurements

and the decoding rule. This allows the transmitter to estimate the transmitted power of interfering transmitters

more easily.

◮ If local CSI is perfectly known by each user, the conditions to completely reconstruct the transmitted

power of the interfering transmitters are given.

◮ The proposed technique accounts for noise in the RSSI measurements (the corresponding modeling is

provided in Sec. II), while IWFA-like algorithms typically assume noiseless measurements (with a few

exceptions [8][3][9]), .

◮ We also provide numerical simulations that justify the proposed scheme.

2 System model

We consider a wireless network with K ≥ 2 pairs of interfering transmitters and receivers (each pair will be

referred to as a user). The technique is described for the case of two users and for a single band for ease of

exposition, but an extension of this to a larger number of users or bands is possible as explained in [7].

We denote the channel gain of the link between Transmitter i ∈ {1, ...,K} and Receiver j ∈ {1, ...,K}
by gi j ∈ R≥0 (this is the fading in signal power domain and not in the amplitude domain). We use a K ×K

channel matrix G whose entries are given by the channel gains gi j. Each channel gain, and therefore the

channel matrix itself, is assumed to obey a classical block-fading variation law, i.e., the channels are assumed

to be constant over a certain frame, where a frame comprises TI + TII + TIII consecutive time-slots where

Tm ∈ N, m ∈ {I, II, III}, corresponds to the number of time-slots of Phase m of the proposed procedure

described in [7]. The first phase (with duration of TI) is reserved for estimating the local channels, i.e. each

user i will estimate g ji for all j. A technique to estimate this with RSSI feedback is described in [7], but the

focus of this contribution is to improve the second phase, which corresponds to the time in which each user

broadcasts information of his local channel gains to all the other users via his transmit power level 1.

Transmitter i, i ∈ {1, ...,K}, can control its power from time-slot to time-slot and the corresponding

power level at time slot t is denoted by pi(t) ∈ [0,Pmax], with Pmax being the maximum transmit power.

p(t) = (p1(t), ..., pK(t))
T represents the K−dimensional column vector formed by the transmit power lev-

els, T standing for the transpose operator.

We assume the existence of a feedback mechanism which provides each transmitter, a noisy version of the

signal power received at its intended receiver for each time-slot. The signal strength observed by Receiver i

at time-slot t is expressed as

ωi(t) = gii pi(t)+σ2 +∑
j 6=i

g ji p j(t) (1)

1 Note that ”normal” or standard communication between the transmitter and receiver of every user occurs at every phase

independent of what is done in Phase I and II.
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where σ2 is the noise variance. Receiver i measures the received signal (RS) power ωi(t) (for each time slot)

and quantizes it using N bits (the RS power quantizer is denoted by QRS). The Receiver i then sends the

quantized RS power ω̂i(t) as feedback to Transmitter i via a noisy feedback channel. Quantization yields

ω̂i(t) ∈ W , for all i ∈ {1, ...,K}, where W = {w1,w2, . . . ,wM} such that 0 ≤ w1 < w2 < · · · < wM and

M = 2N .

The feedback channel is represented by a discrete memoryless channel (DMC) whose conditional prob-

ability is represented by Γ . The distorted and noisy version2 of ωi(t), which is available at Transmitter i, is

denoted by ω̃i(t) ∈W ; the quantity ω̃i(t) will be referred to as the received signal strength indicator (RSSI).

Thus, the probability that Transmitter i decodes the symbol wℓ if Receiver i sent the quantized RS power wk

equals Γ (wℓ|wk).
Each user i has its own individual utility ui which is a function of the global channel matrix and all

the transmit powers. Therefore, main objective of each user is to maximize its individual utility u(p;G)
(for example, the data rate) by controlling its signal power pi. However due to the distributed nature of the

system, user i does not have access to G and therefore can not necessarily make the optimal decision. In [7],

the authors propose a novel method of exchanging local CSI resulting in each user acquiring G. We detail

our contribution to this method in the following section.

3 Exchanging local CSI via power modulation

In this contribution, we focus on improvements to Phase II of the scheme proposed in [7], specifically with

regards to power modulation. The technique in [7] is to exploit the transmit power levels as information

symbols and exploit the observed interference (which is observed through the RSSI or SINR feedback) for

inter-transmitter communication. The corresponding implicit communication channel is exploited to acquire

global CSI knowledge namely, the matrix G and therefore to perform operations such as the maximization

of u(p;G).
The process of achieving the desired power control vector is divided into three phases . In Phase I, a

sequence of power levels which is known to all the transmitters is transmitted (similar to a training sequence

in classical channel estimation but in the power domain), and Transmitter i estimates its own channel gains

(i.e., g1i,g2i, ...,gKi) by exploiting the noisy RSSI feedback; we refer to the corresponding channel gains as

local CSI. In Phase II, each transmitter informs the other transmitters about its local CSI by using power

modulation. By decoding the modulated power, each transmitter can estimate the channel gains of the other

users and thus, at the end of Phase II each transmitter has its own estimate of the global CSI G; the sit-

uation where transmitters have a non-homogeneous or different knowledge of global CSI is referred to as

a distributed CSI scenario in [10]. In Phase III, each transmitter can then exploit global CSI to maximize

(possibly in a sub-optimal manner) the network utility of interest.

The key idea of this paper is to modify the basic power modulation method to enhance the estimation

quality. Firstly, we introduce the power level decoding rule and the basic power modulation method proposed

in [7].

2 Note that, for the sake of clarity and ease of exposition,we assume the RS power quantizer and DMC to be independent of the

user index, but the proposed approach also holds in the general case.
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3.1 Basic power modulation scheme

As described before, only 2 users are active at any given time-slot in Phase II for our study. To inform the

other transmitters about its knowledge of local CSI, Transmitter i maps the K labels of NII bits produced

by the quantizer QII
i to a sequence of power levels (pi(TI + 1), pi(TI + 2), . . . , pi(TI +TII)). As described in

[7], Phase II comprises TII = 2 time-slots, K = 2 users, and that the users only exploit L = 2 power levels

during Phase II say P = {Pmin,Pmax}. Further assume 1−bit quantizers, which means that the quantizers

Q
II
ji produce binary labels. For simplicity, we assume the same quantizer Q is used for all the four channel

gains g11, g12, g21, and g22: if gi j ∈ [0,µ ] then the quantizer output is denoted by gmin; if gi j ∈ (µ ,+∞)
then the quantizer output is denoted by gmax. Therefore a simple mapping scheme for Transmitter 1 (whose

objective is to inform Transmitter 2 about (g11,g21)) is to choose p1(TI + 1) = Pmin if Q(g11) = gmin and

p1(TI + 1) = Pmax otherwise; and p1(TI + 2) = Pmin if Q(g21) = gmin and p1(TI + 2) = Pmax otherwise.

Therefore, depending on the p.d.f. of gi j, the value of µ , the performance criterion under consideration,

a proper mapping can chosen. For example, to minimize the energy consumed at the transmitter, using

the minimum transmit power level Pmin as much as possible is preferable; thus if Pr(Q(g11) = gmin) ≥
Pr(Q(g11) = gmax), the power level Pmin will be associated with the minimum quantized channel gain that

is Q(g11) = gmin.

At every time-slot t ∈ {TI+1, ...,TI +TII}, the power levels of the interfering transmitter are estimated by

Transmitter i as follows

p̃
−i
(t) ∈ arg min

p
−i
∈PK−1

∣∣∣∣∣∑
j 6=i

p jg̃ ji − (ω̃i(t)− pi(t)g̃ii −σ2)

∣∣∣∣∣ (2)

where p
−i

= (p1, .., pi−1, pi+1, .., pK). As for every j, g̃ ji is known at Transmitter i, the above minimization

operation can be performed. When the number of users is higher, each transmitter needs to estimate K − 1

power levels with only one observation equation, which typically induces a non-negligible degradation in

terms of symbol error rate. In this situation, Phase II can be performed by scheduling the activity of all

the users, such that only 2 users are active at any given time-slot in Phase II. Once all pairs of users have

exchanged information on their channel states, Phase II is concluded.

3.2 An adaptive modulation scheme with local CSI perfectly known

Without loss of generality, we consider the case with K=2. For consistency, we assume 1-bit quantizer

of g ji, which means that the quantizer QII
ji produces binary labels. For transmitter i, the objective is to

estimate the power emitted by another transmitter i′ with i′ 6= i. With the proposed decoding method in the

previous section, it can be seen that the decoding error is mainly brought by the consequence that with

different power levels emitted, the same quantized symbols (RSSI feedback) will be achieved under some

extreme conditions, such as g ji is very close to 0. To avoid the occurrence that the RSSI feedbacks lie in the

same quantization intervals with different transmitted power, we propose a novel power modulation scheme

here. For simplicity, we analyze the received signal of receiver 1 to introduce our novel technique. Assume

Phase II comprises TII = 2 time-slots, where p1(TI + 1) depends on g11 and p1(TI + 2) depends on g21. The

basic idea here, by denoting j ∈ {1,2}, is to transmit with power p1(TI + j) which is larger than Pmax/2 if

Q(g j1) = gmax, otherwise the power emitted by transmitter 1 p1(TI + j) should be less than Pmax/2, . The

most important point is to choose the power p1(TI + j) such that ω1(TI + j) = g11 p1(TI + j)+ g21 p2(TI +
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j)+σ2 lie in different quantization intervals with p2(TI + j)≥ Pmax/2 and p2(TI + j)< Pmax/2. Intuitively,

it can be easily found that if g11 p1(TI + j) + 1
2
× g21Pmax + σ2 exactly equals to a quantization interval

bound, the point mentioned above can be perfectly fulfilled. Denoting the quantization interval bounds of

RSSI quantizer by {t1, t2, ..., t2M+1} (where ω ∈ [tm, tm+1) is quantized as wm), the power p1(TI + j) can be

selected as follows:

p1(TI + j) =





min
(

1
2
Pmax +

1
g11

(
ta −

1
2
g21Pmax −

1
2
g11Pmax −σ2

)
, Pmax

)
if Q(g j1) = gmax

min
(

1
g11

(tb −
1
2
g21Pmax −σ2), 1

2
Pmax

)
else

(3)

where the index a fulfills ta−1 ≤
1
2
g21Pmax +

1
2
g11Pmax +σ2 < ta and the index b fulfills tb−1 ≤

1
2
g21Pmax +

σ2 < tb.

Proposition 1. Assume the local CSI is perfectly known by each user and the effect of the largest quantization

interval is ignored, if the two conditions below are always satisfied:

(i) 1
2
Pmax +

1
g11

(
ta −

1
2
g21Pmax −

1
2
g11Pmax −σ2

)
≤ Pmax (4)

(ii) 1
g11

(tb −
1
2
g21Pmax −σ2)< 1

2
Pmax (5)

then transmitter 1 can always reconstruct the power emitted by transmitter 2 without error, i.e. p2 can be

decoded perfectly by transmitter 1.

Proof. If g11 p1(TI + j) + g21
Pmax

2
+ σ2 can always achieve the boundary of the quantization interval, the

p2 can be perfectly decoded since 2 possible values of p2 are belongs to (0, Pmax
2

) and (Pmax
2

,Pmax) respec-

tively. The first condition above indicates that there exists p1(TI + j) ∈ (Pmax
2

,Pmax) such that g11 p1(TI+ j)+

g21
Pmax

2
+σ2 equals to a boundary of the quantization interval, and the second condition above indicates

that there exists p1(TI + j) ∈ (0, Pmax
2

) such that g11 p1(TI + j)+ g21
Pmax

2
+σ2 equals to a boundary of the

quantization interval.

Considering the 2 conditions above, it can be observed that the conditions are difficult to be fulfilled if the

channel gain g11 is too small. Even it is known that g11 follows the exponential distribution in our scenario,

it is reasonable to set a minimum value gmin for the channel gain since it is usually met in practical scenario.

Proposition 2. Assume the local CSI is perfectly known by each user and the effect of the largest quantization

interval is ignored, if each realization of the channel gain g11 is larger than gmin =
2∆

Pmax
where the longest

length of the quantization interval(except the interval (t2N , t2N+1)) is denoted as ∆ = max
i∈{1,...,2N−1}

(ti+1 − ti),

then transmitter 1 can always reconstruct the power emitted by transmitter 2 without error. Specially, if the

RSSI is uniform quantized with step d, then the minimum value can be expressed as gmin =
2d

Pmax
.

Proof. Omitted.
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3.3 An adapted modulation scheme with noisy local CSI

However, the scheme detailed in the previous section is not robust to noisy local CSI. Since the local CSI

can not be perfectly acquired (gi j is not perfectly known to the transmitters), it would be difficult to calculate

the p1(TI + j) such that

g11 p1(TI + j)+
1

2
g21Pmax +σ2 = ta′ (6)

where a′ ∈ {2, ...,2N}. Using the same rule in Sec 3.2, with noisy (estimated) g̃11 and g̃21, the p1(TI + j) can

be only obtained by:

g̃11 p1(TI + j)+
1

2
g̃21Pmax +σ2 = ta′ (7)

Therefore, it can not be guaranteed that the real RSSI when the other transmiiter uses Pmax/2 exactly equals

to the interval bound due to the noise in the local CSI. To compromise for this, we propose a heuristic

technique to improve the decoding rate by combining the schemes used in Sections 3.1 (which is robust

to the noise in local CSI estimation but has lower decoding success rate even with perfect local CSI) and

Section 3.2 (which has a very high decoding success rate with perfect local CSI, but is not robust to noise).

We are able to achieve this by introducing an ”offset” x, which we will describe in this section.

Define g̃11 = g11 + z11 and g̃21 = g21 + z21 (the noisy estimate of local CSI available at the transmitter),

(7) can be rewritten as:

g11 p1(TI + j)+
1

2
g21Pmax +σ2 +

(
z11 p1(TI + j)+

1

2
z12Pmax

)
= ta′ (8)

Nevertheless, no matter what is the distribution of the noise, it can be found that with a probability q that

Pr

(
|z11 p1(TI + j)+

1

2
z12Pmax| ≥ c

)
≤ q (9)

where c is a constant related to the probability q and the noisy local CSI. Combine (8)(9), it can be concluded

Pr(A)≥ q where the event A is defined as

ta′ − c ≤ g11 p1(TI + j)+
1

2
g21Pmax +σ2 ≤ ta′ + c (10)

Equivalently, the (10) can be rewritten as:

g11 p1((TI + j)+ g21(
1

2
Pmax +

c

g21
)+σ2 ≥ t ′a (11)

g11 p1((TI + j)+ g21(
1

2
Pmax−

c

g21

)+σ2 ≤ t ′a (12)

(11) and (12) imply that even though the noisy local CSI reduce the accuracy of the emitted power,

the received signal ω1(TI + j) = g11 p1(TI + j) + g21 p2(TI + j) +σ2 lie in different quantization intervals

with probability q′ ≥ q for p2(TI + j) ≥ ( 1
2
Pmax+ c

g21
) and p2(TI + j) ≤ ( 1

2
Pmax− c

g21
). To improve the

robustness of the transmission, the offset x (x ≤ 0.5) will be implemented such that transmitting with power

p1(TI + j) which is larger than ( 1
2
+ x)Pmax if Q(g j1) = gmax, transmitting with power p1(TI + j) which is

less than ( 1
2
−x)Pmax if Q(g j1) = gmin. Induced by noisy local CSI, the power p1(TI+ j) can be redetermined
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as follows:

p1(TI + j) =





min
(
( 1

2
+ x)Pmax +

1
g̃11

(
t∗a −

1
2
g̃21Pmax − ( 1

2
+ x)g11Pmax −σ2

)
, Pmax

)
if Q(g̃ j1) = gmax

min
(

1
g̃11

(t∗b −
1
2
g̃21Pmax −σ2), ( 1

2
− x)Pmax

)
else

(13)

where the index a∗ fulfills ta∗−1 <
1
2
g̃21Pmax +( 1

2
+ x)g̃11Pmax+σ2 ≤ t∗a and the index b∗ fulfills tb∗−1 <

1
2
g̃21Pmax +σ2 ≤ t∗b . Transmitting with 0 and Pmax is a special case of the new scheme corresponding to

x = 0.5. The optimal x can be calculated by performing numerical simulations.

Remark 1. In the Section 3.2 and 3.3, it is assumed that the error of DMC is negligible, i.e. ω̂i = ω̃i. The

approach to reduce the influence of the error induced by DMC will be studied in future works.

Remark 2. (extension to the multi-band scenario). As explained in the beginning of this paper, each band

performs in parallel like the single-band case. Since there are power constraints for each transmitter, the

modulated power should satisfy ∑S
s=1 ps

i (t)≤ Pmax.

4 Numerical analysis

In this section, as a first step, we start with providing simulations which result from the adapted power

modulation when local CSI is perfectly known. To make a coherent comparison with the simple power

modulation in [7], the quality of decoding will be evaluated by considering the distortion and sum-rate

utility. As a second step, we study the scenario with imperfect local CSI and analyze the influence of the

offset, which is introduced to assure the robustness of the system.
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Fig. 1 K=2, S=1, SNR=30dB,ε = 0, perfect local CSI, 1 quantization bit for channel gain, we observe that the adapted modu-

lation scheme brings higher DSR in low and high resolution case.
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Fig. 2 K=2, S=1, SNR=30dB,ε = 0, noisy local CSI, 8 quantization bits for RSSI, 1 quantization bit for channel gain, different

noise level have different optimum offset values.

Firstly, we focus on the scenario with perfect CSI. The novel modulation scheme is designed to reduce the

error probability of decode. To estimate the decoding quality, the decoding success rate (DSR) is introduced,

which represent the probability that the transmitter i correctly reconstruct the transmitted power by all the

other transmitters in all time-slots. For the sake of simplicity, we consider the K=2, S=1 scenario. The

channel gain of direct channel gii follows the exponential distribution with expectation 1, where the channel

gain of cross channel g ji ( j 6= i) follows the exponential distribution with expectation 0.1, i.e. f (gii) =
exp(−gii) and f (g ji) = 10exp(−10g ji). Furthermore, each channel is assumed to be independent. We use

the uniform quantizer for the RSSI feedback and Maximum entropy quantizer (see [7]) for the channel gain

in this part. In Fig. 1, it can be seen that the adapted power modulation achieves a much better performance

in terms of DSR with both low and high quantization bits. Moreover, with the adapted modulation scheme,

Fig. 1 shows that the DSR increases when we have more quantization bits, and it tends to 1 when the number

of quantization bit is large.

Secondly, we take into account the noisy local CSI scenario. As described in [7], the local CSI can be

estimated by RSSI feedback with training matrix. To distinguish the noise level here, we define the high

noise level when we use 4 quantization bits of RSSI estimating the local CSI and the low noise level when

we use 8 quantization bits of RSSI estimating the local CSI. Fig. 2 illustrate the offset is useful to reduce the

estimation distortion, which is defined by

Distortion = E[‖G− G̃i‖
2]

Also, it can be observed that different noise level has different optimum offset value. When noise level is

low, the optimum offset value is between 0.2 and 0.3, where 0 and Pmax becomes a good solution when noise

level is high since less choices can avoid the decoding error. Meanwhile, as the objective of the adapted

modulation scheme in perfect local CSI scenario, the red curve illustrates our scheme (offset 0) beats the

simple modulation scheme (offset 0.5).
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5 Conclusion

In this contribution, we have proposed a novel power modulation scheme that improves the inter-transmitter

communication efficiency of the technique introduced in [7]. Under the assumption of noiseless feedback of

the quantized received signal strength, our simulations show that a significant improvement in the distortion

or decoding success rate can be achieved both for the case where perfect local CSI and noisy local CSI is

available. A relevant extension to this scheme would be to account for the noise in feedback (in the DMC).
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