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#### Abstract

The aim of this paper is to present an asymptotic expansion of the influence of a small inclusion of different stiffness in an elastic media. The applicative interest of this study is to provide tools to take into account this influence from the deformation without inclusion thanks to additive terms that can be precalculated and which depend only on the shape of the inclusion. We treat two problems: an anti-plane linearized elasticity problem and a plane strain one. On every expansion order we provide corrective terms modeling the influence of the inclusion using techniques of scaling and multi-scale asymptotic expansions. The built expansion is validated by comparing it to a test case obtained by solving the Poisson transmission problem in the case of a circular shape of the inclusion using variable separation method. Proofs of existence and uniqueness on unbounded domains of our fields are also adapted to the bidimensional Poisson problem and the linear elasticity one.


Keywords: Transmission problem, Asymptotic expansion, Multi-scale analysis, Infinite domains, linear elasticity, existence and unicity on unbounded domains.

## 1 Introduction

The interface problems investigated in this paper originate from a mechanical model for small inclusions coated with elastic bodies. Such arrangements are widely used for instance in tire's design in order to provide the desired structure stiffnesses. In this work, we consider a pair of two-dimensional approximations of the transmission problem between an elastic matrix and an

[^0]elastic small inclusion of different stiffnesses. The inclusions can be very small relatively to the characteristic size of the body and take them into account numerically with a good accuracy, for instance in a finite element calculation, can quickly become prohibitive for at least two reasons: a very fine mesh is required if the inclusion is small and the deformation induced by the inclusion being of non-regular nature, the approximation will be of poor quality. On the other side, homogenization techniques as in [1] can be very effective but restricted to a periodic or a quasi-perodic distribution of inclusions and thus to a relatively high density of inclusions. The objective is then to determine this influence by asymptotic analysis using techniques issued from $[2-7]$. The presented additive terms with respect to the deformation that does not account for inclusion can be used, for example, to be integrated in a numerical approximation after being pre-computed.

Some works have treated the case of perturbations whether for inclusions, for transmission problems essentially for conductivity [4] and Helmholtz equation [5,6] or even for perforated domains and cavities. The case of perforated domains has been studied in [3,8-12] using techniques relying on the notion of profile, a normalized solution of the Laplace equation in the exterior domain obtained by blow-up of the perturbation. In fact, the influence of a boundary perforation of a smooth domain is studied in [3] and an asymptotic expansion of the shape function in terms of a size parameter is derived. The case of inclusions was treated for the first time by [13] giving a method to find the stresses set up in an elastic solid when the inclusion undergoes a change of form (for an ellipsoidal region whose elastic constants differ from those of the remaining material). The most important result is that the field inside the inclusion can be determined without having to find the field outside it. The resulting elastic field is found with the help of a sequence of imaginary cutting, straining and welding operators and using a biharmonic potential. The determination of the field outside the inclusion was briefly treated in this paper but studied deeply in [14] where the elastic field outside an ellipsoidal inclusion is expressed entirely in terms of the harmonic potential of a solid ellipsoid by replacing the biharmonic potential introduced in [13] by the harmonic potential of a certain surface distribution. Note that Eshelby's inclusion solution is one of the most significant contributions to micro-mechanics in the twentieth century and is based on the assumption that an inclusion is embedded in an unbounded ambient space. Schiavone alose tackled in [15] the case of an elliptic inhomogeneity embedded within an infinite isotropic elastic medium subjected to antiplane shear deformations under the assumption of non uniform loading matrix then extended the study with Antipov in [16] to the case of an inhomogeneity with the same assumptions but of an arbitrary shape and with an imperfect interface this time. A method is presented leading to the solution of the problem concerned with identifying the shape of the inhomogeneity and the form of the corresponding interface function which leads to an uniform stress field inside it. The analysis is based on complex variable methods. Li, Sauer and Wang deepened in [17] the precise characterization of the elastic fields due to inclusions in finite elastic media. It is important to say that, before the work done in [17], Kroner [18, 19] and Mazilu [20] tried to study the inclusion problem in a finite domain by searching a Green's function of Navier's equation in a finite domain. The attempt ended in failure because of the mathematical difficulty involved in obtaining a closed-form solution of Green's function in a finite domain.

On another side, Ammari and Kang described in [21] techniques for the reconstruction of small inclusions using only boundary measurements. These techniques rely on asymptotic expansions of the boundary perturbations due to the presence of the inclusions. The approach used to derive the asymptotic expansions is based on layer potential techniques allowing to deal with rough boundaries. By the mean of Muskhelishvili's complex variable method and the SchwartzChristoffel conformal mapping technique and motivated by the high stresses that occur at the
junction between the fibers and the matrix in multi-fiber composite sheets which can cause failure, [22] presented a solution for determining the stresses in an infinite elastic plate containing a rigid rectangular inclusion subject to a uniform stress field. Using also the complex variable function method, the case of an arbitrary shape inclusion embedded in a half space is studied in [23]. Solutions are obtained by the mean of techniques of analytic extension, analytic continuation and conformal mapping. In [24] an asymptotic expansion of the difference between the displacement at the boundary with and without inclusion is presented (both the body and the inclusions are allowed to be anisotropic). To derive the asymptotic expansion, the authors follow the approach introduced by Capdeboscq and Vogelius in [25] (see also [26]) for the conductivity problem. Note that the formula obtained generalizes those already available in the case of homogeneous isotropic bodies with thin inhomogeneities of small diameters.

The outline of this paper is as follows: Two transmission problems of interest, a Poisson problem and a linear elasticity one, are formulated in Section 2. Asymptotic analyses for these two problems are presented in Sections 3 and 4, respectively. For each problem, existence, uniqueness and error estimates are established. Since we are led to deal with functions defined on infinite domains we reconsidered proof of existence and uniqueness using the generalized Hardy's inequalities and adequate weighted Sobolev spaces. Finally, some conclusions and perspectives are presented in Section 5.

## 2 Formulation of the two transmission problems

Before describing the approach we will develop, let us first present the two considered transmission problems: a scalar antiplane approximation and a linear plane strain approximation. Let us first define the domain of interest. Let $\Omega_{f}^{\varepsilon} \subset \mathbb{R}^{2}$ be a bounded connected domain of characteristic length $\varepsilon$ representing the inclusion (also called fiber) and being small enough compared to the characteristic size of the matrix represented by $\Omega_{m}^{\varepsilon} \subset \mathbb{R}^{2}$ of radius $R$ with smooth exterior boundary $\Gamma$. The asymptotic expansion being considered with respect to the parameter $\varepsilon$, we denote $\varepsilon \Omega_{f}^{1}$ the domain such that $\Omega_{f}^{\varepsilon}=\varepsilon \Omega_{f}^{1}$ and we will consider $\Omega_{f}^{\varepsilon}$ as a parametrized set of domains. The interface $\Gamma^{\varepsilon}=\partial \Omega_{f}^{\varepsilon}$ is also considered to be smooth. Fig. 1 makes explicit the geometrical setting.


Figure 1: Initial domain $\Omega=\Omega_{f}^{\varepsilon} \cup \Gamma^{\varepsilon} \cup \Omega_{m}^{\varepsilon}$ with $\Omega_{f}^{\varepsilon}=\varepsilon \Omega_{f}^{1}$. Note that $\Gamma=\partial \Omega$ do not have necessarily to be circular.

The antiplane problem reduces the mechanical problem to a Poisson one and is characterized by a displacement reduced to the normal component to the plane ( $O, \boldsymbol{x}_{1}, \boldsymbol{x}_{2}$ ) under the form $u_{3}=u\left(x_{1}, x_{2}\right)$. Transmission conditions consisting of the continuity conditions are set on the interface $\Gamma^{\varepsilon}$ and a non-homogeneous Dirichlet condition is set on the fixed boundary $\Gamma$. The strong formulation of the antiplane transmission problem reads:

$$
\begin{align*}
\alpha_{f} \Delta u_{f}^{\varepsilon}=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{2.1a}\\
\alpha_{m} \Delta u_{m}^{\varepsilon}=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{2.1b}\\
u_{f}^{\varepsilon}=u_{m}^{\varepsilon} & \text { on } \Gamma^{\varepsilon},  \tag{2.1c}\\
\alpha_{f} \partial_{\boldsymbol{n}} u_{f}^{\varepsilon}=\alpha_{m} \partial_{\boldsymbol{n}} u_{m}^{\varepsilon} & \text { on } \Gamma^{\varepsilon},  \tag{2.1d}\\
u_{m}^{\varepsilon}=F & \text { on } \Gamma, \tag{2.1e}
\end{align*}
$$

where $\alpha_{f}$ and $\alpha_{m}$ are the shear moduli of the material in the inclusion and in the matrix, $u_{f}^{\varepsilon}$ is the solution of the problem in the inclusion area $\Omega_{f}^{\varepsilon}, u_{m}^{\varepsilon}$ is the solution of the problem in the matrix area $\Omega_{m}^{\varepsilon}, F$ is a prescribed displacement on $\Gamma$ and $\partial_{\boldsymbol{n}}$ denotes the normal derivative (outer for $\Omega_{f}^{\varepsilon}$, inner for $\Omega_{m}^{\varepsilon}$ ). For $F \in H^{\frac{1}{2}}(\Gamma)$, the existence and uniqueness of the solution of Problem (2.1) in a weak form are guaranteed by Lax-Milgram theorem.

The second transmission problem treated is a plane strain linear elasticity problem with two different fourth-order stiffness tensors $\boldsymbol{E}_{f}$ and $\boldsymbol{E}_{m}$ in the inclusion and in the matrix, respectively. The constitutive law relating the stress tensor $\boldsymbol{\sigma}_{k}$ to the strain tensor $\boldsymbol{\epsilon}_{k}$ is given by $\boldsymbol{\sigma}_{k}=\boldsymbol{E}_{k}: \boldsymbol{\epsilon}_{k}$, for $k \in\{f, m\}$. Transmission conditions consisting on the continuity conditions are still set on the interface $\Gamma^{\varepsilon}$ and a non-homogeneous Dirichlet one on the fixed boundary $\Gamma$. The strong formulation of the linear elasticity problem reads:

$$
\begin{align*}
\operatorname{div} \boldsymbol{\sigma}_{f}\left(\boldsymbol{u}_{f}^{\varepsilon}\right)=\mathbf{0} & \text { in } \Omega_{f}^{\varepsilon},  \tag{2.2a}\\
\operatorname{div} \boldsymbol{\sigma}_{m}\left(\boldsymbol{u}_{m}^{\varepsilon}\right)=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{2.2b}\\
\boldsymbol{u}_{f}^{\varepsilon}=\boldsymbol{u}_{m}^{\varepsilon} & \text { on } \Gamma^{\varepsilon},  \tag{2.2c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{u}_{f}^{\varepsilon}\right) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{u}_{m}^{\varepsilon}\right) \cdot \boldsymbol{n}_{m} & \text { on } \Gamma^{\varepsilon},  \tag{2.2d}\\
\boldsymbol{u}_{m}^{\varepsilon}=\boldsymbol{F} & \text { on } \Gamma . \tag{2.2e}
\end{align*}
$$

where $\boldsymbol{u}_{f}^{\varepsilon}: \Omega_{f}^{\varepsilon} \longrightarrow \mathbb{R}^{2}$ is the solution of the problem in the inclusion domain $\Omega_{f}^{\varepsilon}, \boldsymbol{u}_{m}^{\varepsilon}: \Omega_{m}^{\varepsilon} \longrightarrow \mathbb{R}^{2}$ is the solution of the problem in the matrix domain $\Omega_{m}^{\varepsilon}$ and $\boldsymbol{F}$ is a prescribed displacement. The vectors $\boldsymbol{n}_{f}$ and $\boldsymbol{n}_{m}$ denote the outgoing unit normals to $\Omega_{f}^{\varepsilon}$ and $\Omega_{m}^{\varepsilon}$, respectively. The existence and uniqueness of the solution of a weak form of Problem (2.2) are also guaranteed by LaxMilgram theorem for a given $\boldsymbol{F}$ in $H^{\frac{1}{2}}\left(\Gamma ; \mathbb{R}^{2}\right)$.

## 3 Asymptotic expansion for the antiplane problem

The aim of this section is to build an asymptotic expansion $u_{\varepsilon, k}^{[K]}$ of a given order $K$ for the solution to the antiplane problem (2.1) having the following form for $k \in\{f, m\}$ :

$$
\begin{equation*}
u_{\varepsilon, k}^{[K]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\sum_{i=2}^{K} \varepsilon^{i} v^{(i)}(\boldsymbol{x})+\sum_{i=1}^{K} \varepsilon^{i} V_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \tag{3.1}
\end{equation*}
$$

where $u^{(0)}$ is the solution to Problem (2.1) when $\varepsilon=0$ (i.e. without any inclusion), the functions $v^{(i)}$ are defined on $\Omega$ and the functions $V^{(i)}$ on the whole $\mathbb{R}^{2}$.

Remark 3.1. An important aspect for the applications is that the functions $v^{(i)}$ and $V^{(i)}$, solutions to some problems which will be detailled further on, do not depend on $\varepsilon$ and depend linearly on $u^{(0)}$ only by the expansion of its gradient at $x=0$. For a given shape of the inclusion, this make it possible to pre-compute once for all a basis for each $v^{(i)}$ and $V^{(i)}$. This pre-computation can be done either analitically in the circular case (see Section 3.5.2), by an integral formulation using a Green kernel (as for instance in [27]) or by a numerical approximation with a boundary element method or a Galerkin method.

The rest of this section is subdivised into the following sub-sections: The asymptotic expansion construction is detailed in Section 3.1. Then, existence and uniqueness of the $V^{(i)}$ is stated in Section 3.2 and their behavior at infinity is specified in Section 3.3. This allows, in Section 3.4 , to deduce an optimal error estimate for asymptotic expansion 3.1. Finally in Section 3.5 an explicit computation is performed using the separation of variable method in the case of a circular body and a circular inclusion. In addition to giving the explicit form of the expansion in this case, it allows us to compare the solution to its expansion and conclude that it is in accordance with the theoretical results.

### 3.1 Building the asymptotic expansion

We build the asymptotic expansion step by step. We need first to introduce the difference $d_{0, k}^{\varepsilon}=u_{k}^{\varepsilon}-u^{(0)}$ for $k \in\{f, m\}$ which is solution to:

$$
\begin{align*}
\alpha_{f} \Delta d_{0, f}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.2a}\\
\alpha_{m} \Delta d_{0, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.2b}\\
d_{0, f}^{\varepsilon}(\boldsymbol{x})=d_{0, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.2c}\\
\alpha_{f} \partial_{\boldsymbol{n}} d_{0, f}^{\varepsilon}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} d_{0, m}^{\varepsilon}(\boldsymbol{x})+\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.2d}\\
d_{0, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { on } \Gamma . \tag{3.2e}
\end{align*}
$$

Note the emergence of the term $\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}$ in the transmission equation (3.2d).
The original problem is posed on domains depending on $\varepsilon$. In order to work with a fixed domain and a fixed interface, we introduce as in $[2,3]$ the scaling $\boldsymbol{y}=\frac{\boldsymbol{x}}{\varepsilon}$. Let $\Omega^{m, \varepsilon}=\frac{\Omega_{m}^{\varepsilon}}{\varepsilon}$. Then, for $k \in\{f, m\}, D_{0, k}^{\varepsilon}(\boldsymbol{y})=d_{0, k}^{\in}(\boldsymbol{x})$ is the solution to the following scaled problem:

$$
\begin{align*}
\alpha_{f} \Delta D_{0, f}^{\varepsilon}(\boldsymbol{y})=0 & \text { in } \Omega_{f}^{1},  \tag{3.3a}\\
\alpha_{m} \Delta D_{0, m}^{\varepsilon}(\boldsymbol{y})=0 & \text { in } \Omega^{m, \varepsilon},  \tag{3.3b}\\
D_{0, f}^{\varepsilon}(\boldsymbol{y})=D_{0, m}^{\varepsilon}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.3c}\\
\alpha_{f} \partial_{\boldsymbol{n}} D_{0, f}^{\varepsilon}(\boldsymbol{y})=\alpha_{m} \partial_{\boldsymbol{n}} D_{0, m}^{\varepsilon}(\boldsymbol{y})+\varepsilon\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.3d}\\
D_{0, m}^{\varepsilon}(\boldsymbol{y})=0 & \text { on } \frac{\Gamma}{\varepsilon} . \tag{3.3e}
\end{align*}
$$

Now, as $\varepsilon$ is considered to be small compared to the size of the domain and to eliminate completely the dependence on $\varepsilon$, we approximate Problem (3.3) by the following problem posed on the dilated domain $\Omega^{\infty}=\lim _{\varepsilon \rightarrow 0} \Omega^{m, \varepsilon}$ as shown in Fig. 2:

$$
\begin{align*}
\alpha_{f} \Delta D_{0, f}^{\varepsilon}(\boldsymbol{y})=0 & \text { in } \Omega_{f}^{1},  \tag{3.4a}\\
\alpha_{m} \Delta D_{0, m}^{\varepsilon}(\boldsymbol{y})=0 & \text { in } \Omega^{\infty},  \tag{3.4b}\\
D_{0, f}^{\varepsilon}(\boldsymbol{y})=D_{0, m}^{\varepsilon}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.4c}\\
\alpha_{f} \partial_{\boldsymbol{n}} D_{0, f}^{\varepsilon}(\boldsymbol{y})=\alpha_{m} \partial_{\boldsymbol{n}} D_{0, m}^{\varepsilon}(\boldsymbol{y})+\varepsilon\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.4d}\\
D_{0, m}^{\varepsilon}(\boldsymbol{y}) \rightarrow 0 & \text { when }|\boldsymbol{y}| \rightarrow \infty . \tag{3.4e}
\end{align*}
$$


$\Omega^{\infty}$

Figure 2: Dilated geometry.
This allows us now to introduce the problem on the dilated geometry whose solutions will be the functions $V^{(p)}$ of the expansion (3.1):

$$
\begin{align*}
\alpha_{f} \Delta V_{f}^{(p)}(\boldsymbol{y})=0 & \text { in } \Omega_{f}^{1},  \tag{3.5a}\\
\alpha_{m} \Delta V_{m}^{(p)}(\boldsymbol{y})=0 & \text { in } \Omega^{\infty},  \tag{3.5b}\\
V_{f}^{(p)}(\boldsymbol{y})=V_{m}^{(p)}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.5c}\\
\alpha_{f} \partial_{\boldsymbol{n}} V_{f}^{(p)}(\boldsymbol{y})=\alpha_{m} \partial_{\boldsymbol{n}} V_{m}^{(p)}(\boldsymbol{y})+\varphi^{(p)}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{3.5d}\\
V_{m}^{(p)}(\boldsymbol{y}) \rightarrow 0 & \text { when }|\boldsymbol{y}| \rightarrow \infty . \tag{3.5e}
\end{align*}
$$

The functions $V^{(p)}$ are introduced to offset terms appearing on the boundary of $\Gamma^{\varepsilon}$ where the data $\varphi^{(p)}(\boldsymbol{y})$ will be adapted for each order $p$. In fact, the smaller these terms, the smaller the residual and the expansion is driven to a higher order. The existence and uniqueness of the functions $V^{(p)}$ will be established later in Section 3.2. From the regularity assumptions on the domain, we can write a Taylor expansion of $\boldsymbol{\nabla} u^{(0)}(\varepsilon \boldsymbol{y})$ for $\boldsymbol{y} \in \Gamma^{1}$ :

$$
\begin{equation*}
\boldsymbol{\nabla} u^{(0)}(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\omega}_{0}^{(i)}(\boldsymbol{y})+O\left(\varepsilon^{K+1}\right) \tag{3.6}
\end{equation*}
$$

### 3.1.1 First-order approximation

The first-order approximation is constructed by compensating the first term in the expansion of $\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})$. With $V^{(0)}$ solving Problem (3.5) for $\varphi^{(0)}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right) \boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y}) \cdot \boldsymbol{n}$, where $\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})=\boldsymbol{\nabla} u^{(0)}(\mathbf{0})$, we update the residual:

$$
\begin{equation*}
d_{1, k}^{\varepsilon}(\boldsymbol{x})=u_{k}^{\varepsilon}(\boldsymbol{x})-u^{(0)}(\boldsymbol{x})-\varepsilon V_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{3.7}
\end{equation*}
$$

The update of the difference allows us to obtain the first-order approximation:

$$
\begin{equation*}
u_{\varepsilon, k}^{[1]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\varepsilon V_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{3.8}
\end{equation*}
$$

Then, for $k \in\{f, m\}, d_{1, k}^{\varepsilon}$ is solution to:

$$
\begin{align*}
\alpha_{f} \Delta d_{1, f}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.9a}\\
\alpha_{m} \Delta d_{1, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.9b}\\
d_{1, f}^{\varepsilon}(\boldsymbol{x})=d_{1, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.9c}\\
\alpha_{f} \partial_{\boldsymbol{n}} d_{1, f}^{\varepsilon}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} d_{1, m}^{\varepsilon}(\boldsymbol{x})+\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} u^{(0)}(\boldsymbol{x})-\omega_{0}^{(0)}(\boldsymbol{y})\right) & \text { on } \Gamma^{\varepsilon},  \tag{3.9d}\\
d_{1, m}^{\varepsilon}(\boldsymbol{x})=-\varepsilon V_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & \text { on } \Gamma . \tag{3.9e}
\end{align*}
$$

### 3.1.2 Second-order approximation

We have built a first-order approximation of the solution with $u^{(0)}$ and $V^{(0)}$ independent of $\varepsilon$. The next step is to build the second-order approximation. At this stage, we must do the same thing we did for the term that appeared on the interface $\Gamma^{\varepsilon}$ with the term that appears this time on $\Gamma$. In other words, we have two terms to compensate: $\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} u^{(0)}-\omega_{0}^{(0)}\right)$ which has already been compensated in the first-order and that has yet to be, and the new term $-\varepsilon V_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)$ on $\Gamma$. In fact, by analyzing things a little deeper, we can see that the term on $\Gamma^{\varepsilon}$ is of order $\varepsilon$ then it is in $O\left(\varepsilon^{2}\right)$ according to the $H^{-\frac{1}{2}}$ norm ( see (3.29)). The term on $\Gamma$ is of order $\varepsilon^{2}$ (expansion of $V$ at infinity see Section 3.3) and there is no scaling here so it is in $O\left(\varepsilon^{2}\right)$ according to the $H^{\frac{1}{2}}$ norm. By doing so we got the optimal error estimate in the previous first order approximation. So, to continue having this optimality the two terms have to be compensated in the same time from now on.
The functions introduced by Problem (3.5) are used to correct the term on $\Gamma^{\varepsilon}$ and we will introduce equivalent functions to play the same role but in this case on the boundary $\Gamma$. To this aim, we consider the following problem:

$$
\begin{array}{cl}
\alpha_{m} \Delta_{\boldsymbol{x}} v^{(q)}(\boldsymbol{x})=0 & \text { in } \Omega, \\
v^{(q)}(\boldsymbol{x})=\psi^{(q)}(\boldsymbol{x}) & \text { on } \Gamma . \tag{3.10b}
\end{array}
$$

First, let us expand $V_{m}^{(0)}$ at infinity as follows:

$$
\begin{equation*}
V_{m}^{(0)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{a_{0}^{(i)}(\theta)}{|\boldsymbol{y}|^{i}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{a_{0}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma \tag{3.11}
\end{equation*}
$$

where $\theta$ is the angular polar coordinate. This expansion at infinity is justified in Section 3.3. Now, with $V^{(1)}$ solution of Problem (3.5) for $\varphi^{(1)}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right) \boldsymbol{\omega}_{0}^{(1)}(\boldsymbol{y}) \cdot \boldsymbol{n}=\left(\alpha_{m}-\alpha_{f}\right) \omega_{0}^{(1)}(\boldsymbol{y})$ and $v^{(2)}$ solution of Problem (3.10) for $\psi^{(2)}(\boldsymbol{x})=-\frac{a_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}$ we write the second-order term:

$$
\begin{equation*}
d_{2, k}^{\varepsilon}(\boldsymbol{x})=d_{1, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{2} v^{(2)}(\boldsymbol{x})-\varepsilon^{2} V_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{3.12}
\end{equation*}
$$

The update of the difference allows us to obtain the second-order approximation:

$$
\begin{equation*}
u_{\varepsilon, k}^{[2]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\varepsilon V_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} v^{(2)}(\boldsymbol{x})+\varepsilon^{2} V_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{3.13}
\end{equation*}
$$

Then, for $k \in\{f, m\}, d_{2, k}^{\varepsilon}$ solves the following problem:

$$
\begin{align*}
\alpha_{f} \Delta d_{2, f}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.14a}\\
\alpha_{m} \Delta d_{2, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.14b}\\
d_{2, f}^{\varepsilon}(\boldsymbol{x})=d_{2, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.14c}\\
\alpha_{f} \partial_{\boldsymbol{n}} d_{2, f}^{\varepsilon}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} d_{2, m}^{\varepsilon}(\boldsymbol{x})+\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})-\omega_{0}^{(0)}(\boldsymbol{y})-\varepsilon \omega_{0}^{(1)}(\boldsymbol{y})\right) & \\
+\varepsilon^{2}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(2)}(\varepsilon \boldsymbol{y})\right) & \text { on } \Gamma^{\varepsilon},  \tag{3.14d}\\
d_{2, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon \frac{a_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{2} V_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & \text { on } \Gamma . \tag{3.14e}
\end{align*}
$$

### 3.1.3 Third-order approximation

We expand as done before $\boldsymbol{\nabla} v^{(2)}(\varepsilon \boldsymbol{y})$ as follows:

$$
\begin{equation*}
\boldsymbol{\nabla} v^{(2)}(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\omega}_{2}^{(i)}(\boldsymbol{y})+O\left(\varepsilon^{K+1}\right) \tag{3.15}
\end{equation*}
$$

We expand too $V_{m}^{(1)}$ (see Section 3.3):

$$
V_{m}^{(1)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{a_{1}^{(i)}(\theta)}{|\boldsymbol{y}|^{i}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{a_{1}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma
$$

With $V^{(2)}$ solution of Problem (3.5) for $\varphi^{(2)}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right)\left(\boldsymbol{\omega}_{0}^{(2)}(\boldsymbol{y})+\boldsymbol{\omega}_{2}^{(0)}(\boldsymbol{y})\right) \cdot \boldsymbol{n}=\left(\alpha_{m}-\right.$ $\left.\alpha_{f}\right)\left(\omega_{0}^{(2)}(\boldsymbol{y})+\omega_{2}^{(0)}(\boldsymbol{y})\right)$ and $v^{(3)}$ solution of Problem (3.10) for $\psi^{(3)}(\boldsymbol{x})=-\frac{a_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-\frac{a_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}$ we deduce the third-order residual:

$$
\begin{equation*}
d_{3, k}^{\varepsilon}(\boldsymbol{x})=d_{2, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{3} v^{(3)}(\boldsymbol{x})-\varepsilon^{3} V_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{3.16}
\end{equation*}
$$

The update of the difference allows us to obtain the third-order approximation:

$$
\begin{equation*}
u_{\varepsilon, k}^{[3]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\varepsilon V_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} V_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} v^{(2)}(\boldsymbol{x})+\varepsilon^{3} v^{(3)}(\boldsymbol{x})+\varepsilon^{3} V_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{3.17}
\end{equation*}
$$

Then, for $k \in\{f, m\}, d_{3, k}^{\varepsilon}$ solves the following problem:

$$
\begin{align*}
& \alpha_{f} \Delta d_{3, f}^{\varepsilon}(\boldsymbol{x})=0 \text { in } \Omega_{f}^{\varepsilon},  \tag{3.18a}\\
& \alpha_{m} \Delta d_{3, m}^{\varepsilon}(\boldsymbol{x})=0 \text { in } \Omega_{m}^{\varepsilon},  \tag{3.18b}\\
& d_{3, f}^{\varepsilon}(\boldsymbol{x})=d_{3, m}^{\varepsilon}(\boldsymbol{x}) \text { on } \Gamma^{\varepsilon},  \tag{3.18c}\\
&+\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})-\omega_{0}^{(0)}(\boldsymbol{y})-\varepsilon \omega_{0}^{(1)}(\boldsymbol{y})-\varepsilon^{2} \omega_{0}^{(2)}(\boldsymbol{y})\right) \\
&+\varepsilon^{2}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(2)}(\varepsilon \boldsymbol{y})-\omega_{2}^{(0)}(\boldsymbol{y})\right) \\
&+\varepsilon^{3}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(3)}(\varepsilon \boldsymbol{y})\right) \text { on } \Gamma^{\varepsilon}, \\
& d_{3, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon^{2} \frac{a_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}-\varepsilon \frac{a_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)  \tag{3.18d}\\
&+\varepsilon^{2}\left(\varepsilon \frac{a_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{3} V_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) \text { on } \Gamma .
\end{align*}
$$

### 3.1.4 Fourth-order approximation

In order to conclude about the general form of functions $\varphi^{(n)}$ involved in problems solved by $V^{(n)}$ and functions $\psi^{(n)}$ involved in problems solved by $v^{(n)}$ we push the expansion to the fourth order. We expand as done before $\boldsymbol{\nabla} v^{(3)}(\varepsilon \boldsymbol{y})$ as follows:

$$
\begin{equation*}
\boldsymbol{\nabla} v^{(3)}(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\omega}_{3}^{(i)}(\boldsymbol{y})+O\left(\varepsilon^{K+1}\right) \tag{3.19}
\end{equation*}
$$

and $V_{m}^{(2)}$ as follows (see Section 3.3):

$$
V_{m}^{(2)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{a_{2}^{(i)}(\theta)}{|\boldsymbol{y}|^{i}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{a_{2}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma
$$

With $V^{(3)}$ solution of Problem (3.5) for $\varphi^{(3)}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right)\left(\boldsymbol{\omega}_{0}^{(3)}(\boldsymbol{y})+\boldsymbol{\omega}_{2}^{(1)}(\boldsymbol{y})+\boldsymbol{\omega}_{3}^{(0)}(\boldsymbol{y})\right)$. $\boldsymbol{n}=\left(\alpha_{m}-\alpha_{f}\right)\left(\omega_{0}^{(3)}(\boldsymbol{y})+\omega_{2}^{(1)}(\boldsymbol{y})+\omega_{3}^{(0)}(\boldsymbol{y})\right)$ and $v^{(4)}$ solution of Problem (3.10) for $\psi^{(4)}(\boldsymbol{x})=$ $-\frac{a_{2}^{(1)}(\theta)}{|\boldsymbol{x}|}-\frac{a_{1}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}-\frac{a_{0}^{(3)}(\theta)}{|\boldsymbol{x}|^{3}}$ we deduce the fourth-order residual:

$$
\begin{equation*}
d_{4, k}^{\varepsilon}(\boldsymbol{x})=d_{3, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{4} v^{(4)}(\boldsymbol{x})-\varepsilon^{4} V_{k}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{3.20}
\end{equation*}
$$

The update of the difference allows us to obtain the fourth-order approximation:

$$
\begin{align*}
u_{\varepsilon, k}^{[4]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\varepsilon V_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} V_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & +\varepsilon^{2} v^{(2)}(\boldsymbol{x})+\varepsilon^{3} V_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{3} v^{(3)}(\boldsymbol{x}) \\
& +\varepsilon^{4} v^{(4)}(\boldsymbol{x})+\varepsilon^{4} V_{k}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), k \in\{f, m\} . \tag{3.21}
\end{align*}
$$

Then, for $k \in\{f, m\}, d_{4, k}^{\varepsilon}$ solves the following problem:

$$
\begin{array}{rr}
\alpha_{f} \Delta d_{4, f}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon}, \\
\alpha_{m} \Delta d_{4, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon}, \\
d_{4, f}^{\varepsilon}(\boldsymbol{x})=d_{4, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon}, \\
\alpha_{f} \partial_{\boldsymbol{n}} d_{4, f}^{\varepsilon}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} d_{4, m}^{\varepsilon}(\boldsymbol{x}) & \\
+\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})-\omega_{0}^{(0)}(\boldsymbol{y})-\varepsilon \omega_{0}^{(1)}(\boldsymbol{y})-\varepsilon^{2} \omega_{0}^{(2)}-\varepsilon^{3} \omega_{0}^{(3)}(\boldsymbol{y})\right) & \\
+\varepsilon^{2}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(2)}(\varepsilon \boldsymbol{y})-\omega_{2}^{(0)}(\boldsymbol{y})-\varepsilon \omega_{2}^{(1)}(\boldsymbol{y})\right) & \\
+\varepsilon^{3}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(3)}(\varepsilon \boldsymbol{y})-\omega_{3}^{(0)}(\boldsymbol{y})\right)+\varepsilon^{4}\left(\alpha_{m}-\alpha_{f}\right)\left(\partial_{\boldsymbol{n}} v^{(4)}(\varepsilon \boldsymbol{y})\right) & \text { on } \Gamma^{\varepsilon}, \\
d_{4, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon^{3} \frac{a_{0}^{(3)}(\theta)}{|\boldsymbol{x}|^{3}}+\varepsilon^{2} \frac{a_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}+\varepsilon \frac{a_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) & \\
+\varepsilon^{2}\left(\varepsilon^{2} \frac{a_{1}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}+\varepsilon \frac{a_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) & \\
+\varepsilon^{3}\left(\varepsilon \frac{a_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-V_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{4}\left(V_{m}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) & \text { on } \Gamma . \tag{3.22e}
\end{array}
$$

### 3.1.5 The $K$-th order approximation

From the previous section we are able to deduce the general forms of $\varphi^{(n)}$ and $\psi^{(n)}$ so we can update our residual to the order $n \geq 2$ as follows:

$$
\begin{equation*}
d_{n, k}^{\varepsilon}(\boldsymbol{x})=d_{n-1, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{n} v^{(n)}(\boldsymbol{x})-\varepsilon^{n} V_{k}^{(n-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{3.23}
\end{equation*}
$$

where $V^{(n-1)}$ solves Problem (3.5) for $\varphi^{(n-1)}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right) \sum_{\substack{p+q=n-1 \\ p \geq 0, q \neq 1}} \boldsymbol{\omega}_{q}^{(p)}(\boldsymbol{y}) \cdot \boldsymbol{n}$ and $v^{(n)}$ solves Problem (3.10) for $\psi^{(n)}(\boldsymbol{x})=-\sum_{\substack{p+q=n-1 \\ p \geq 1, q \geq 0}} \frac{a_{q}^{(p)}(\theta)}{|\boldsymbol{x}|^{p}}$.
We are now able to build an approximation $u_{\varepsilon}^{[K]}(\boldsymbol{x})$ to the order $K \geq 2$ :

$$
\begin{equation*}
u_{\varepsilon, k}^{[K]}(\boldsymbol{x})=u^{(0)}(\boldsymbol{x})+\sum_{i=2}^{K} \varepsilon^{i} v^{(i)}(\boldsymbol{x})+\sum_{i=1}^{K} \varepsilon^{i} V_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{3.24}
\end{equation*}
$$

Remark 3.2. According to the power of $\varepsilon$ this is not the expansion to the order $K$ in the true sense. Indeed, it is the expansion to the order $K+1$ truncated of a term. To clearly see this, let us take the example where $K$ is equal to 1 . By analyzing the expression of $u_{\varepsilon}^{[1]}(\boldsymbol{x})$, we notice that initially the expansion has a term in $\varepsilon^{2}\left(\varepsilon V^{(0)}\left(\frac{x}{\varepsilon}\right)\right)$. However, an $\varepsilon^{2}$ order term will appear at the second order $\left(\varepsilon^{2} v^{(2)}\right)$. So, in order to obtain all the terms in $\varepsilon^{K}$, we have to push the expansion at the order $K$ and truncate the term $\varepsilon^{K} V^{K}$.

Now, replacing $u_{\varepsilon}^{[K]}(\boldsymbol{x})$ in Problem (2.1) we obtain the following problem:

$$
\begin{align*}
\alpha_{f} \Delta u_{\varepsilon}^{[K]}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.25a}\\
\alpha_{m} \Delta u_{\varepsilon}^{[K]}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.25b}\\
\llbracket u_{\varepsilon}^{[K]}(\boldsymbol{x}) \rrbracket=0 & \text { on } \Gamma^{\varepsilon},  \tag{3.25c}\\
\llbracket \alpha \partial_{\boldsymbol{n}} u_{\varepsilon}^{[K]}(\boldsymbol{x}) \rrbracket=g_{\varepsilon}(\boldsymbol{y}) & \text { on } \Gamma^{\varepsilon},  \tag{3.25d}\\
u_{\varepsilon}^{[K]}(\boldsymbol{x})=h_{\varepsilon}(\boldsymbol{x})+F & \text { on } \Gamma, \tag{3.25e}
\end{align*}
$$

where

$$
\begin{equation*}
g_{\varepsilon}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})+\sum_{i=2}^{K} \varepsilon^{i}\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} v^{(i)}(\varepsilon \boldsymbol{y})+\sum_{i=1}^{K} \varepsilon^{i-1} \llbracket \alpha \partial_{\boldsymbol{n}} V^{(i-1)}(\boldsymbol{y}) \rrbracket_{\Gamma_{1}} . \tag{3.26}
\end{equation*}
$$

Using the expressions of $\varphi^{(i-1)}(\boldsymbol{y})$ we obtain the expression of the jump $\llbracket \alpha \partial_{\boldsymbol{n}} V^{(i-1)}(\boldsymbol{y}) \rrbracket_{\Gamma_{1}}=$ $\left(\alpha_{f}-\alpha_{m}\right) \sum_{\substack{p+q=i-1 \\ p \geq 0, q \neq 1}} \boldsymbol{\omega}_{q}^{(p)}(\boldsymbol{y}) \cdot \boldsymbol{n}:$

$$
\begin{align*}
& g_{\varepsilon}(\boldsymbol{y})=\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\varepsilon \boldsymbol{y})+\sum_{i=2}^{K} \varepsilon^{i}\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} v^{(i)}(\varepsilon \boldsymbol{y}) \\
&  \tag{3.27}\\
& +\sum_{i=1}^{K} \varepsilon^{i-1}\left[\left(\alpha_{f}-\alpha_{m}\right) \sum_{\substack{p+q=i-1 \\
p \geq 0, q \neq 1}} \boldsymbol{\omega}_{q}^{(p)}(\boldsymbol{y}) \cdot \boldsymbol{n}\right]+O\left(\varepsilon^{K+1}\right)=\varepsilon^{K} f(\boldsymbol{y}) .
\end{align*}
$$

The last step is to evaluate the $H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)$-norm of $\varepsilon^{K} f(\boldsymbol{y})$ on $\Gamma^{\varepsilon}$ :

$$
\left\|\varepsilon^{K} f\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}^{2}=\int_{\Gamma^{\varepsilon}} \int_{\Gamma^{\varepsilon}} \varepsilon^{2 K}\left|f\left(\frac{x_{1}}{\varepsilon}\right)-f\left(\frac{x_{2}}{\varepsilon}\right)\right| \mathrm{d} \Gamma^{\varepsilon} \mathrm{d} \Gamma^{\varepsilon}=\int_{\Gamma^{1}} \int_{\Gamma^{1}} \varepsilon^{2 K+2}\left|f\left(y_{1}\right)-f\left(y_{2}\right)\right| \mathrm{d} \Gamma^{1} \mathrm{~d} \Gamma^{1}=C \varepsilon^{2 K+2} .
$$

Finally, we obtain:

$$
\begin{equation*}
\left\|g_{\varepsilon}(\boldsymbol{y})\right\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}=\left\|\varepsilon^{K} f\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}=O\left(\varepsilon^{K+1}\right) \tag{3.29}
\end{equation*}
$$

By applying exactly the same approach we get:

$$
\begin{equation*}
\left\|h_{\varepsilon}(\boldsymbol{x})\right\|_{H^{s}(\Gamma)}=O\left(\varepsilon^{K+1}\right) \tag{3.30}
\end{equation*}
$$

Consequently, $d_{K, k}^{\varepsilon}=u_{k}^{\varepsilon}-u_{\varepsilon, k}^{[K]}(\boldsymbol{x}), k \in\{f, m\}$ satisfy:

$$
\begin{align*}
\alpha_{f} \Delta d_{K, f}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.31a}\\
\alpha_{m} \Delta d_{K, m}^{\varepsilon}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.31b}\\
d_{K, f}^{\varepsilon}(\boldsymbol{x})=d_{K, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.31c}\\
\alpha_{f} \partial_{\boldsymbol{n}} d_{K, f}^{\varepsilon}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} d_{K, m}^{\varepsilon}(\boldsymbol{x})+O_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}\left(\varepsilon^{K+1}\right) & \text { on } \Gamma^{\varepsilon},  \tag{3.31d}\\
d_{K, m}^{\varepsilon}(\boldsymbol{x})=O_{H^{\frac{1}{2}}(\Gamma)}\left(\varepsilon^{K+1}\right) & \text { on } \Gamma . \tag{3.31e}
\end{align*}
$$

### 3.2 Existence and uniqueness in unbounded domains for the Poisson problem

A weak formulation of Problem (3.5) writes:

$$
\begin{equation*}
\alpha_{f} \int_{\Omega_{f}^{1}} \nabla V_{f}^{(p)} \cdot \nabla w \mathrm{~d} \boldsymbol{x}+\alpha_{m} \int_{\Omega^{\infty}} \nabla V_{m}^{(p)} \cdot \nabla w \mathrm{~d} \boldsymbol{x}=\int_{\Gamma^{1}} \varphi w \mathrm{~d} \sigma, \quad \forall w \in \mathcal{V} \tag{3.32}
\end{equation*}
$$

where $\mathcal{V}=\left\{v \in \mathcal{W}_{0,0}^{1,2} ; \quad \int_{\Gamma_{R_{0}}} v=0\right\}$ with $0<R_{0}<R$ an arbitrary real number and $\mathcal{W}_{0,0}^{1,2}$ is introduced in the appendix. In fact, the space $\mathcal{W}_{0,0}^{1,2}$ contains constant functions and the Poincarétype inequality is established on $\mathcal{W}_{0,0}^{1,2} / P^{0}$, the quotient space of the adequate weighted Sobolev space with constant functions. We can see that the bilinear form $a(z, w)=\alpha_{f} \int_{\Omega_{f}^{1}} \boldsymbol{\nabla} z \cdot \boldsymbol{\nabla} w \mathrm{~d} \boldsymbol{x}+$ $\alpha_{m} \int_{\Omega^{\infty}} \boldsymbol{\nabla} z \cdot \boldsymbol{\nabla} w \mathrm{~d} \boldsymbol{x}$ is coercive on $\mathcal{V}$. In addition, the bilinear form $a(\cdot, \cdot)$ and the linear one $l(w)=\int_{\Gamma^{1}} \varphi w \mathrm{~d} \sigma$ are continuous on $\mathcal{V}$. Then, the existence and uniqueness of the functions $V^{(p)}$ in $\mathcal{V}$ are guaranteed by the Lax-Milgram theorem.

### 3.3 Expansion of the functions $V_{m}^{(p)}$ at infinity

Recall that the functions $V_{m}^{(p)}$ solve Problem (3.5). Let $B(O, R)$ be the ball of center $O$ and radius $R>0$ such that $\Omega_{f}^{1} \subset B(O, R)$. Then, the trace of $V_{m}^{(p)}$ on the curve $\partial B(O, R) \cap \Omega^{\infty}$ is smooth and can be written as the sum of its Fourier series:

$$
\begin{equation*}
V_{m}^{(p)}(R, \theta)=\alpha_{0}^{(p)}+\sum_{n \geq 1} \alpha_{n}^{(p)} \cos (n \theta)+\beta_{n}^{(p)} \sin (n \theta) \tag{3.33}
\end{equation*}
$$

Using Poisson's Kernel, we then get that:

$$
\begin{equation*}
V_{m}^{(p)}(r, \theta)=\alpha_{0}^{(p)}+\sum_{n \geq 1} \frac{R^{n}}{r^{n}}\left(\alpha_{n}^{(p)} \cos (n \theta)+\beta_{n}^{(p)} \sin (n \theta)\right) \tag{3.34}
\end{equation*}
$$

The behavior of the function $V_{m}^{(p)}$ at infinity prescribes $\alpha_{0}^{(p)}=0$.

### 3.4 Error estimate for the antiplane problem

In this section we establish an error estimate for the studied problem by increasing the $H^{1}$ norm by powers of $\varepsilon$ (characteristic length of the inclusion). First, we begin by considering the following problem for a given $g \in H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)$ and $h \in H^{\frac{1}{2}}(\Gamma)$ :

$$
\begin{align*}
\alpha_{f} \Delta_{\boldsymbol{x}} z_{f}(\boldsymbol{x})=0 & \text { in } \Omega_{f}^{\varepsilon},  \tag{3.35a}\\
\alpha_{m} \Delta_{\boldsymbol{x}} z_{m}(\boldsymbol{x})=0 & \text { in } \Omega_{m}^{\varepsilon},  \tag{3.35b}\\
z_{f}(\boldsymbol{x})=z_{m}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.35c}\\
\alpha_{f} \partial_{\boldsymbol{n}} z_{f}(\boldsymbol{x})=\alpha_{m} \partial_{\boldsymbol{n}} z_{m}(\boldsymbol{x})+g(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{3.35d}\\
z_{m}(\boldsymbol{x})=h(\boldsymbol{x}) & \text { on } \Gamma . \tag{3.35e}
\end{align*}
$$

By passing to a weak form we obtain the following equivalent problem: Find $z \in H^{1}(\Omega)$ with $z=h$ on $\Gamma$ such that

$$
\begin{equation*}
\int_{\Omega_{f}^{\varepsilon}} \nabla z \cdot \nabla w \mathrm{~d} \boldsymbol{x}+\int_{\Omega_{m}^{\varepsilon}} \nabla z \cdot \nabla w \mathrm{~d} \boldsymbol{x}+\int_{\Gamma^{\varepsilon}} g w \mathrm{~d} \sigma=0, \quad \forall \omega \in H_{0}^{1}(\Omega) . \tag{3.36}
\end{equation*}
$$

Lemma 3.3. There exists a unique solution $z$ of the weak form (3.36) of Problem (3.35) satisfying

$$
\|z\|_{H^{1}(\Omega)} \leq C\left(\|h\|_{H^{\frac{1}{2}}(\Gamma)}+\|g\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}\right),
$$

where $C>0$ is a constant independent of $\varepsilon$.
Proof. The surjectivity of the trace operator guarantees the existence of a continuous lifting operator $H \in H^{1}(\Omega)$ of $h \in H^{\frac{1}{2}}(\Gamma)$ (see e.g. [28, 29]): Then $\bar{z}=z-H \in H_{0}^{1}(\Omega)$ solves the following variational equation:

$$
\begin{equation*}
\int_{\Omega_{f}^{\varepsilon}} \nabla \bar{z} \cdot \nabla w \mathrm{~d} \boldsymbol{x}+\int_{\Omega_{m}^{\varepsilon}} \nabla \bar{z} \cdot \nabla w \mathrm{~d} \boldsymbol{x}+\int_{\Gamma^{\varepsilon}} g w \mathrm{~d} \sigma+\int_{\Omega} \nabla H \cdot \nabla w \mathrm{~d} \boldsymbol{x}=0, \quad \forall w \in H_{0}^{1}(\Omega) . \tag{3.37}
\end{equation*}
$$

The bilinear form associated to this weak formulation $a(u, v)=\int_{\Omega_{f}^{\varepsilon}} \nabla u \cdot \nabla v \mathrm{~d} \boldsymbol{x}+\int_{\Omega_{m}^{\varepsilon}} \nabla u \cdot \nabla v \mathrm{~d} \boldsymbol{x}$ is coercive, i.e. $\alpha\|v\|_{H^{1}(\Omega)}^{2} \leq a(v, v)$, see [28,29]. Then, from the Lax-Milgram theorem we deduce the existence and uniqueness of $\bar{z}$ solution of (3.37). The coercivity of this bilinear form yields:

$$
\begin{equation*}
\alpha\|\bar{z}\|_{H^{1}(\Omega)}^{2} \leq-\int_{\Gamma^{\varepsilon}} g \bar{z} \mathrm{~d} \sigma-\int_{\Omega} \nabla H \cdot \nabla \bar{z} \mathrm{~d} \boldsymbol{x} \tag{3.38}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\alpha\|\bar{z}\|_{H^{1}(\Omega)}^{2} \leq\|g\|_{H^{-\frac{1}{2}\left(\Gamma^{\varepsilon}\right)}}\|\bar{z}\|_{H^{\frac{1}{2}\left(\Gamma^{\varepsilon}\right)}}+\|\nabla H\|_{L^{2}(\Omega)}\|\nabla \bar{z}\|_{L^{2}(\Omega)} . \tag{3.39}
\end{equation*}
$$

Using the facts that $\|\bar{z}\|_{H^{\frac{1}{2}\left(\Gamma^{\varepsilon}\right)}} \leq C\|\bar{z}\|_{H^{1}(\Omega)},\|\nabla \bar{z}\|_{L^{2}(\Omega)} \leq C\|\bar{z}\|_{H^{1}(\Omega)}$ and $\|\nabla H\|_{L^{2}(\Omega)} \leq$ $C\|H\|_{H^{1}(\Omega)}$ we obtain:

$$
\begin{equation*}
\alpha\|\bar{z}\|_{H^{1}(\Omega)}^{2} \leq C\left(\|g\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}+\|H\|_{H^{1}(\Omega)}\right)\|\bar{z}\|_{H^{1}(\Omega)} . \tag{3.40}
\end{equation*}
$$

The continuity of the lifting operator gives us that $\|H\|_{H^{1}(\Omega)} \leq C\|h\|_{H^{\frac{1}{2}}(\Gamma)}$, so we can write:

$$
\begin{equation*}
\|\bar{z}\|_{H^{1}(\Omega)} \leq C\left(\|g\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}+\|h\|_{H^{\frac{1}{2}}(\Gamma)}\right) . \tag{3.41}
\end{equation*}
$$

We are now ready to state the following result:
Theorem 3.4. There exists a constant $C>0$ independent of $\varepsilon$ such that:

$$
\left\|d_{K}^{\varepsilon}\right\|_{H^{1}(\Omega)} \leq C \varepsilon^{K+1}, \quad \text { for all } K \in \mathbb{N}
$$

where $d_{K}^{\varepsilon}$ is the residual introduced in Section 3.
Proof. With $z=d_{K}^{\varepsilon}$ we have $g \in O_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}\right)}\left(\varepsilon^{K+1}\right)$ and $h \in O_{H^{\frac{1}{2}(\Gamma)}}\left(\varepsilon^{K+1}\right)$ (see Section 3.1.5).

### 3.5 Solution for a circular inclusion using the separation of variable method

In this section, we solve Problem (2.1) by the separation of variable method then we solve Problem (3.5) by the same method and compare the two results for the first-order of the asymptotic expansion. We will use the same geometrical configuration but with a circular shape for the interface $\Gamma^{\varepsilon}$ and the boundary $\Gamma^{1}$ (see Fig. 3).


Figure 3: Circular inclusion and domain.

### 3.5.1 Antiplane problem solve using the separation of variable method

Considering the polar coordinates $(r, \theta)$ and the following particular form for the $u_{k}^{\varepsilon}, k \in\{f, m\}$ :

$$
\begin{equation*}
u_{k}^{\varepsilon}(r, \theta)=f_{k}(r) g_{k}(\theta) \tag{3.42}
\end{equation*}
$$

we obtain from equations (2.1a) and (2.1b) the following equations:

$$
\begin{equation*}
r^{2} \frac{f_{k}^{\prime \prime}(r)}{f_{k}(r)}+r \frac{f_{k}^{\prime}(r)}{f_{k}(r)}=-\frac{g_{k}^{\prime \prime}(\theta)}{g(\theta)}, \quad k \in\{f, m\} \tag{3.43}
\end{equation*}
$$

The left hand sides of these equations are independent of $\theta$ and the right ones are independent of $r$. Then they are both equal to the same constant, called separation constant, that can be proven to be equal to $n_{k}^{2}$ with $n_{k} \in \mathbb{N}$. This leads to the system of two decoupled equations:

$$
\begin{align*}
r^{2} f_{k}^{\prime \prime}(r)+r f_{k}^{\prime}(r)-n_{k}^{2} f_{k}(r) & =0  \tag{3.44a}\\
g_{k}^{\prime \prime}(\theta)+n_{k}^{2} g_{k}(\theta) & =0 \tag{3.44b}
\end{align*}
$$

Using the equation (2.1c) we can see that $g_{1}(\theta)=g_{2}(\theta)$ and then $n_{k}=n$. We observe now that we can search solutions of the forms of $r^{\alpha}$ and thus we obtain:

$$
\begin{align*}
f_{f}(r) & =C_{1} r^{n}+c r^{-n},  \tag{3.45a}\\
f_{m}(r) & =C_{2} r^{n}+C_{3} r^{-n} \tag{3.45b}
\end{align*}
$$

The solution must be bounded at the origin, hence $c=0$. The next step is to use the continuity of the fields and their normal derivatives throughout the interface $\Gamma^{\varepsilon}$ to determine the constants $C_{1}, C_{2}$ and $C_{3}$. In fact, from equations (2.1c) and (2.1d) we obtain with $\beta=\frac{\alpha_{m}-\alpha_{f}}{\alpha_{m}+\alpha_{f}}$ and $h=\frac{\varepsilon}{R}$ the following expressions:

$$
\begin{align*}
& C_{1}(n)=\frac{R^{-n}(1+\beta)}{1+\beta h^{2 n}},  \tag{3.46a}\\
& C_{2}(n)=\frac{R^{-n}}{1+\beta h^{2 n}},  \tag{3.46b}\\
& C_{3}(n)=\frac{R^{n} \beta h^{2 n}}{1+\beta h^{2 n}} . \tag{3.46c}
\end{align*}
$$

By expanding $C_{1}, C_{2}$ and $C_{3}$ with respect to the small parameter $h$ and taking $n=1$ we can bring up the first contribution of the inclusion in the expression of matrix field:

$$
\begin{equation*}
u_{m}^{\varepsilon}=u_{m}^{(0)}+h u_{m}^{(1)}+h^{2} u_{m}^{(2)} . \tag{3.47}
\end{equation*}
$$

Since $u_{m}^{(1)}$ is zero and $u_{m}^{(0)}, u_{m}^{(2)}$ are independent of $\varepsilon$ so we can conclude that the first contribution of the inclusion is of order $\varepsilon^{2}$.

### 3.5.2 Solving $V^{(0)}$ by the separation of variable method

Thanks to the separation of variable method and using polar coordinates $\left(r_{s}, \theta\right)\left(r_{s}=\frac{r}{\varepsilon}\right)$ we decompose the functions $V_{k}^{(0)}$ as follows:

$$
\begin{equation*}
V_{k}^{(0)}\left(r_{s}, \theta\right)=\sum_{n \geq 1} f_{n}^{(k)}\left(r_{s}\right) \cos (n \theta)+g_{n}^{(k)}\left(r_{s}\right) \sin (n \theta), \quad k \in\{f, m\} \tag{3.48}
\end{equation*}
$$

Injecting (3.48) in (3.5a) and (3.5b) and solving the differential equations we obtain:

$$
\begin{align*}
f_{n}^{k} & =A_{k} r_{s}^{n}+a_{k} r_{s}^{-n}  \tag{3.49a}\\
g_{n}^{k} & =B_{k} r_{s}^{n}+b_{k} r_{s}^{-n} \tag{3.49b}
\end{align*}
$$

Using the interface conditions prescribed by (3.5c) and (3.5d) we obtain:

$$
\begin{equation*}
V_{m}^{(0)}\left(r_{s}, \theta\right)=\frac{\alpha_{m}-\alpha_{f}}{r_{s}}\left(\frac{a}{\alpha_{f}+\alpha_{m}} \cos \theta+{\frac{b}{\alpha_{f}+\alpha}}_{m} \sin \theta\right) \tag{3.50}
\end{equation*}
$$

with $\boldsymbol{\nabla} u^{(0)}(\mathbf{0})=(a b)^{t}$. Thus, Solving directly Problem (2.1) by the separation of variable method we obtain that the first contribution of the inclusion is in $\varepsilon^{2}$. Now injecting (3.50) in (3.8) we obtain:

$$
\begin{equation*}
u_{\varepsilon, m}^{[1]}(r, \theta)=u^{(0)}+\frac{\varepsilon^{2}}{r}\left(\frac{\left(\alpha_{m}-\alpha_{f}\right) a}{\alpha_{f}+\alpha_{m}} \cos \theta+\frac{\left(\alpha_{m}-\alpha_{f}\right) b}{\alpha_{f}+\alpha_{m}} \sin \theta\right) . \tag{3.51}
\end{equation*}
$$

The first contribution is indeed in $\varepsilon^{2}$ which is in accordance with the result presented in Section 3.5.1.

## 4 Asymptotic expansion for the plane strain linear elasticity problem

We now propose an adaptation of the construction of the asymptotic expansion to the vector valued case of the plain strain elasticity problem (2.2). One of the main differences will be the appearance of an additional term in the expansion related to the difference of the constitutive laws in the inclusion and in the matrix. The form of expansion is as follows:

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon, k}^{[K]}(\boldsymbol{x})=\boldsymbol{u}^{(0)}(\boldsymbol{x})+\sum_{i=2}^{K} \varepsilon^{i} \boldsymbol{v}^{(i)}(\boldsymbol{x})+\sum_{i=1}^{K} \varepsilon^{i} \boldsymbol{V}_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\sum_{i=1}^{K} \varepsilon^{i+1} \boldsymbol{Z}_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) . \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{u}^{(0)}$ denotes the solution to Problem (2.2) still for $\varepsilon=0$, the functions $\boldsymbol{v}^{(i)}$ are defined on $\Omega$ and the $\boldsymbol{V}_{k}^{(i)}$ and $\boldsymbol{Z}_{k}^{(i)}$ functions on the whole $\mathbb{R}^{2}$.

The structure of this section globally follows the one for the Poisson problem in Section 3 apart from the fact that we do not propose a resolution by separation of variables, mainly because it gives no easily exploitable result in that case. Of course, an approximation by boundary elements or a Galerkin method can still be considered. The result on the behavior at infinity of functions $\boldsymbol{V}^{(i)}$ and $\boldsymbol{Z}^{(i)}$ is given in section 4.3 but only in the isotropic case. This also limits to the isotropic case the error estimate given in Section 4.4.

### 4.1 Building the asymptotic expansion

The difference $\boldsymbol{d}_{0, k}^{\varepsilon}=\boldsymbol{u}_{k}^{\varepsilon}-\boldsymbol{u}^{(0)}(k \in\{f, m\})$ is now solution to:

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{0, f}^{\varepsilon}\right)(\boldsymbol{x})=-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\boldsymbol{x}) & \text { in } \Omega_{f}^{\varepsilon},  \tag{4.2a}\\
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{0, m}^{\varepsilon}(\boldsymbol{x})\right)=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{4.2b}\\
\boldsymbol{d}_{0, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{0, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.2c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{0, f}^{\varepsilon}(\boldsymbol{x})\right) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{0, m}^{\varepsilon}(\boldsymbol{x})\right) \cdot \boldsymbol{n}_{m}+\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}(\boldsymbol{x})\right)\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{\varepsilon},  \tag{4.2d}\\
\boldsymbol{d}_{0, m}^{\varepsilon}(\boldsymbol{x})=\mathbf{0} & \text { on } \Gamma . \tag{4.2e}
\end{align*}
$$

This time, we note the emergence of two terms $\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\epsilon}\left(\boldsymbol{u}^{0}\right)(\boldsymbol{x})\right] \cdot \boldsymbol{n}_{f}$ on $\Gamma^{\varepsilon}$, which is similar to the term $\left(\alpha_{m}-\alpha_{f}\right) \partial_{\boldsymbol{n}} u^{(0)}(\boldsymbol{x})$ of the antiplane problem, and a new term $-\operatorname{div}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\boldsymbol{x})$ in $\Omega_{f}^{\varepsilon}$.

Still using the scaling $\boldsymbol{y}=\frac{\boldsymbol{x}}{\varepsilon}$ and denoting $\Omega^{m, \varepsilon}=\frac{\Omega_{m}^{\varepsilon}}{\varepsilon}, \boldsymbol{D}_{0, k}(\boldsymbol{y})=\boldsymbol{d}_{0, k}(\boldsymbol{x})(k \in\{f, m\})$ is solution to the following scaled problem:

$$
\begin{align*}
\left.\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{D}_{0, f}^{\varepsilon}\right)(\boldsymbol{y})=-\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})\right) & \text { in } \Omega_{f}^{1},  \tag{4.3a}\\
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{D}_{0, m}^{\varepsilon}\right)(\boldsymbol{y})=\mathbf{0} & \text { in } \Omega^{m, \varepsilon},  \tag{4.3b}\\
\boldsymbol{D}_{0, f}^{\varepsilon}(\boldsymbol{y})=\boldsymbol{D}_{0, m}^{\varepsilon}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{4.3c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{D}_{0, f}^{\varepsilon}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{D}_{0, m}^{\varepsilon}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{m} & \\
+\varepsilon\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\epsilon}_{\boldsymbol{x}}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{1},  \tag{4.3d}\\
\boldsymbol{D}_{0, m}^{\varepsilon}(\boldsymbol{y})=\mathbf{0} & \text { on } \frac{\Gamma}{\varepsilon} . \tag{4.3e}
\end{align*}
$$

Now, as $\varepsilon$ is considered to be small compared to the size of the domain, we approximate Problem (4.3) by the following problem defined on the dilated domain $\Omega^{\infty}=\lim _{\varepsilon \rightarrow 0} \Omega^{m, \varepsilon}$ :

$$
\begin{align*}
\left.\operatorname{div} \boldsymbol{y}_{1}\left(\boldsymbol{D}_{0, f}^{\varepsilon}\right)(\boldsymbol{y})=-\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})\right) & \text { in } \Omega_{f}^{1},  \tag{4.4a}\\
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{D}_{0, m}^{\varepsilon}\right)(\boldsymbol{y})=\mathbf{0} & \text { in } \Omega^{\infty},  \tag{4.4b}\\
\boldsymbol{D}_{0, f}^{\varepsilon}(\boldsymbol{y})=\boldsymbol{D}_{0, m}^{\varepsilon}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{4.4c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{D}_{0, f}^{\varepsilon}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{D}_{0, m}^{\varepsilon}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{m} & \\
+\varepsilon\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\epsilon}_{\boldsymbol{x}}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{1},  \tag{4.4d}\\
\boldsymbol{D}_{0, m}^{\varepsilon}(\boldsymbol{y}) \rightarrow \mathbf{0} & \text { when }|\boldsymbol{y}| \rightarrow \infty . \tag{4.4e}
\end{align*}
$$

Let us then introduce two problems which will allow us to construct the different orders of the asymptotic expansion for the contribution of the inclusion. Both of these problems are defined on the dilated domain $\Omega^{\infty}$. For each order $p$, we consider the functions $\boldsymbol{V}^{(p)}$ and $\boldsymbol{Z}^{(p)}$ solutions to:

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{V}_{f}^{(p)}\right)(\boldsymbol{y})=\mathbf{0} & \text { in } \Omega_{f}^{1},  \tag{4.5a}\\
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{V}_{m}^{(p)}\right)(\boldsymbol{y})=\mathbf{0} & \text { in } \Omega^{\infty},  \tag{4.5b}\\
\boldsymbol{V}_{f}^{(p)}(\boldsymbol{y})=\boldsymbol{V}_{m}^{(p)}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{4.5c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{V}_{f}^{(p)}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{V}_{m}^{(p)}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{m}+\boldsymbol{\varphi}^{(p)}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{4.5d}\\
\boldsymbol{V}_{m}^{(p)}(\boldsymbol{y}) \rightarrow \mathbf{0} & \text { when }|\boldsymbol{y}| \rightarrow \infty, \tag{4.5e}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{Z}_{f}^{(p)}\right)(\boldsymbol{y})=\boldsymbol{\kappa}^{(p)}(\boldsymbol{y}) & \text { in } \Omega_{f}^{1},  \tag{4.6a}\\
\operatorname{div}_{\boldsymbol{y}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{Z}_{m}^{(p)}\right)(\boldsymbol{y})=\mathbf{0} & \text { in } \Omega^{\infty},  \tag{4.6b}\\
\boldsymbol{Z}_{f}^{(p)}(\boldsymbol{y})=\boldsymbol{Z}_{m}^{(p)}(\boldsymbol{y}) & \text { on } \Gamma^{1},  \tag{4.6c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{Z}_{f}^{(p)}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{Z}_{m}^{(p)}\right)(\boldsymbol{y}) \cdot \boldsymbol{n}_{m} & \text { on } \Gamma^{1},  \tag{4.6d}\\
\boldsymbol{Z}_{m}^{(p)}(\boldsymbol{y}) \rightarrow \mathbf{0} & \text { when }|\boldsymbol{y}| \rightarrow \infty . \tag{4.6e}
\end{align*}
$$

The functions $\boldsymbol{V}^{(p)}$ and $\boldsymbol{Z}^{(p)}$ are introduced to offset terms appearing on the boundary $\Gamma^{\varepsilon}$ and in the domain $\Omega_{f}^{\varepsilon}$ where the data $\boldsymbol{\varphi}^{(p)}(\boldsymbol{y})$ and $\boldsymbol{\kappa}^{(p)}(\boldsymbol{y})$ will be adapted to each order $p$. The existence and uniqueness of the functions $\boldsymbol{V}^{(p)}$ and $\boldsymbol{Z}^{(p)}$ are established later in Section 4.2. From the regularity assumptions on the domain we can write Taylor expansions of $\boldsymbol{\epsilon}_{\boldsymbol{x}}\left(\boldsymbol{u}^{(0)}\right)(\varepsilon \boldsymbol{y})$ for $\boldsymbol{y} \in \Gamma^{1}$ and $-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})$ for $\boldsymbol{y} \in \Omega_{f}^{1}$ :

$$
\begin{equation*}
\boldsymbol{\epsilon}_{\boldsymbol{x}}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\omega}_{0}^{(i)}(\boldsymbol{y})+O\left(\varepsilon^{K+1}\right) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\gamma}^{(i)}(\boldsymbol{y})+O\left(\varepsilon^{K+1}\right) \tag{4.8}
\end{equation*}
$$

### 4.1.1 First-order approximation

The first-order approximation is constructed by compensating the first term in the expansion of $\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)(\varepsilon \boldsymbol{y})\right] \cdot \boldsymbol{n}_{f}$ and the first one in the expansion of $-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})$. With $\boldsymbol{V}^{(0)}$ solving Problem (4.5) for $\boldsymbol{\varphi}^{(0)}(\boldsymbol{y})=\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\omega}_{0}^{(0)}(y)\right] \cdot \boldsymbol{n}_{f}$ and $\boldsymbol{Z}^{(0)}$ solving Problem (4.6) for $\boldsymbol{\kappa}^{(0)}(\boldsymbol{y})=\gamma^{(0)}(\boldsymbol{y})$ we update the residual:

$$
\begin{equation*}
\boldsymbol{d}_{1, k}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{u}_{k}^{\varepsilon}(\boldsymbol{x})-\boldsymbol{u}^{(0)}(\boldsymbol{x})-\varepsilon \boldsymbol{V}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{2} \boldsymbol{Z}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.9}
\end{equation*}
$$

The update of the difference allows us to obtain the first-order approximation:

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon, k}^{[1]}(\boldsymbol{x})=\boldsymbol{u}^{(0)}(\boldsymbol{x})+\varepsilon \boldsymbol{V}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{Z}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.10}
\end{equation*}
$$

Then, for $k \in\{f, m\}, \boldsymbol{d}_{1, k}^{\varepsilon}$ is solution to:

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{1, f}^{\varepsilon}\right)(\boldsymbol{x})=-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})-\gamma_{0}^{(0)}(\boldsymbol{y}) & \text { in } \Omega_{f}^{\varepsilon},  \tag{4.11a}\\
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{1, m}^{\varepsilon}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{4.11b}\\
\boldsymbol{d}_{1, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{1, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.11c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{1, f}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{1, m}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{m} & \\
+\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{\boldsymbol{f}}\right):\left[\boldsymbol{\epsilon}_{x}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{\varepsilon},  \tag{4.11d}\\
\boldsymbol{d}_{1, m}^{\varepsilon}(\boldsymbol{x})=-\varepsilon \boldsymbol{V}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{2} \boldsymbol{Z}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & \text { on } \Gamma . \tag{4.11e}
\end{align*}
$$

### 4.1.2 Second-order approximation

We have built a first-order approximation of the solution with $\boldsymbol{u}^{(0)}, \boldsymbol{V}^{(0)}$ and $\boldsymbol{Z}^{(0)}$ independent of $\varepsilon$. The next step is to build the second-order approximation by compensating $\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{\boldsymbol{f}}\right)$ : $\left[\boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f}$ on $\Gamma^{\varepsilon},-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})-\boldsymbol{\gamma}_{0}^{(0)}(\boldsymbol{y})$ in $\Omega_{f}^{\varepsilon}$ and $-\varepsilon \boldsymbol{V}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)$ on $\Gamma$. For that we introduce equivalent functions that play the same role as those introduced before but this time on $\Gamma$ :

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{m}\left(\boldsymbol{v}^{(q)}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega,  \tag{4.12a}\\
\boldsymbol{v}^{(q)}(\boldsymbol{x})=\boldsymbol{\psi}^{(q)}(\boldsymbol{x}) & \text { on } \Gamma . \tag{4.12b}
\end{align*}
$$

We need to expand $\boldsymbol{V}_{m}^{(0)}$ at infinity:

$$
\begin{equation*}
\boldsymbol{V}_{m}^{(0)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{\boldsymbol{a}_{0}^{(i)}(\theta)}{|\boldsymbol{y}|^{i}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{\boldsymbol{a}_{0}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma . \tag{4.13}
\end{equation*}
$$

The previous expansion is proven in Section 4.3 in the isotropic case.
So, with $\boldsymbol{V}^{(1)}$ solution of Problem (4.5) for $\boldsymbol{\varphi}^{(1)}(\boldsymbol{y})=\left[\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right): \boldsymbol{\omega}_{0}^{(1)}(y)\right] \cdot \boldsymbol{n}_{f}, \boldsymbol{Z}^{(1)}$ solution Problem (4.6) for $\boldsymbol{\kappa}^{(1)}(\boldsymbol{y})=\boldsymbol{\gamma}^{(1)}(\boldsymbol{y})$ and $\boldsymbol{v}^{(2)}$ solution of Problem (4.12) for $\boldsymbol{\psi}^{(2)}(\boldsymbol{x})=-\frac{\boldsymbol{a}_{0}^{(1)}(\boldsymbol{\theta})}{|\boldsymbol{x}|}$ we update our residual as follows:

$$
\begin{equation*}
\boldsymbol{d}_{2, k}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{1, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{2} \boldsymbol{V}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{2} \boldsymbol{v}^{(2)}(\boldsymbol{x})-\varepsilon^{3} \boldsymbol{Z}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) . \tag{4.14}
\end{equation*}
$$

The update of the difference allows us to obtain the second-order approximation:

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon, k}^{[2]}(\boldsymbol{x})=\boldsymbol{u}^{(0)}(\boldsymbol{x})+\varepsilon \boldsymbol{V}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{Z}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{V}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{v}^{(2)}(\boldsymbol{x})+\varepsilon^{3} \boldsymbol{Z}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.15}
\end{equation*}
$$

Then, for $k \in\{f, m\}, \boldsymbol{d}_{2, k}^{\varepsilon}$ solves the following problem:

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{2, f}^{\varepsilon}\right)(\boldsymbol{x})=-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})-\boldsymbol{\gamma}_{0}^{(0)}(\boldsymbol{y})-\varepsilon \boldsymbol{\gamma}_{0}^{(1)}(\boldsymbol{y}) & \text { in } \Omega_{f}^{\varepsilon},  \tag{4.16a}\\
\operatorname{div}_{x} \boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{2, m}^{\varepsilon}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{4.16b}\\
\boldsymbol{d}_{2, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{2, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.16c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{2, f}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{2, m}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{m} & \\
\left.+\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}(\boldsymbol{\varepsilon} \boldsymbol{y})\right)\right)-\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})-\varepsilon \boldsymbol{\omega}_{0}^{(1)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f} & \\
+\varepsilon^{2}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(2)}(\varepsilon \boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{\varepsilon},  \tag{4.16d}\\
\boldsymbol{d}_{2, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon \frac{\boldsymbol{a}_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{\left.(0)\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)}\right. & \\
-\varepsilon^{2}\left(\boldsymbol{Z}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\boldsymbol{V}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{3} \boldsymbol{Z}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & \text { on } \Gamma . \tag{4.16e}
\end{align*}
$$

### 4.1.3 Third-order approximation

Following the same approach, we expand as done before $\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(2)}\right)(\varepsilon \boldsymbol{y})$ as follows:

$$
\begin{equation*}
\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(2)}\right)(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{(i)} \boldsymbol{\omega}_{2}^{(i)}(y)+O\left(\varepsilon^{K+1}\right) \tag{4.17}
\end{equation*}
$$

Now, we need to expand $\boldsymbol{V}_{m}^{(1)}+\boldsymbol{Z}_{m}^{(0)}$ at infinity since both functions have a factor of $\varepsilon^{2}$ :

$$
\begin{equation*}
\boldsymbol{V}_{m}^{(1)}(\boldsymbol{y})+\boldsymbol{Z}_{m}^{(0)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{\boldsymbol{a}_{1}^{(i)}(\theta)}{|\boldsymbol{y}|^{(i)}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{\boldsymbol{a}_{1}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma . \tag{4.18}
\end{equation*}
$$

The previous expansion is proven in Section 4.3 in the isotropic case.
With $\boldsymbol{V}^{(2)}$ solution of Problem (4.5) for $\boldsymbol{\varphi}^{(2)}(\boldsymbol{y})=\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left(\boldsymbol{\omega}_{0}^{(2)}(\boldsymbol{y})+\boldsymbol{\omega}_{2}^{(0)}(\boldsymbol{y})\right) \cdot \boldsymbol{n}_{f}, \boldsymbol{Z}^{(2)}$ solving Problem (4.6) for $\boldsymbol{\kappa}^{(2)}(\boldsymbol{y})=\boldsymbol{\gamma}^{(2)}(\boldsymbol{y})$ and $\boldsymbol{v}^{(3)}$ solution of Problem (4.12) for $\boldsymbol{\psi}^{(3)}=$ $-\frac{\boldsymbol{a}_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-\frac{\boldsymbol{a}_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}$ we write the third-order update:

$$
\begin{equation*}
\boldsymbol{d}_{3, k}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{2, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{3} \boldsymbol{v}^{(3)}(\boldsymbol{x})-\varepsilon^{3} \boldsymbol{V}_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{4} \boldsymbol{Z}_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.19}
\end{equation*}
$$

The update of the difference allows us to obtain the third-order approximation:

$$
\begin{align*}
& \boldsymbol{u}_{\varepsilon, k}^{[3]}(\boldsymbol{x})=\boldsymbol{u}^{(0)}(\boldsymbol{x})+\varepsilon \boldsymbol{V}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{Z}_{k}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{V}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{2} \boldsymbol{v}^{(2)}(\boldsymbol{x}) \\
&+\varepsilon^{3} \boldsymbol{Z}_{k}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{3} \boldsymbol{v}^{(3)}(\boldsymbol{x})+\varepsilon^{3} \boldsymbol{V}_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\varepsilon^{4} \boldsymbol{Z}_{k}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.20}
\end{align*}
$$

Then, for $k \in\{f, m\}, \boldsymbol{d}_{3, k}^{\varepsilon}$ solves the following problem:

$$
\begin{array}{rrr}
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{3, f}^{\varepsilon}\right)(\boldsymbol{x})=-\operatorname{div}_{\boldsymbol{x}}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})-\gamma_{0}^{(0)}(\boldsymbol{y}) & \\
-\varepsilon \boldsymbol{\gamma}_{0}^{(1)}(\boldsymbol{y})-\varepsilon^{2} \boldsymbol{\gamma}_{0}^{(2)}(\boldsymbol{y}) & \text { in } \Omega_{f}^{\varepsilon}, \\
\operatorname{div}_{\boldsymbol{x}} \boldsymbol{\sigma}_{2}\left(\boldsymbol{d}_{3, m}^{\varepsilon}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon}, \\
\boldsymbol{d}_{3, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{3, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon}, \\
+\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\varepsilon\left(\boldsymbol{u}^{(0)}\right)(\varepsilon \boldsymbol{y})-\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})-\varepsilon \boldsymbol{\omega}_{0}^{(1)}(\boldsymbol{y})-\varepsilon^{2} \boldsymbol{\omega}_{0}^{(2)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f} & \\
+\varepsilon^{2}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(2)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{2}^{(0)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f} & \\
+\varepsilon^{3}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(3)}(\varepsilon \boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} & \text { on } \Gamma^{\varepsilon}, \\
\boldsymbol{d}_{3, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon^{2} \frac{\boldsymbol{a}_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}+\varepsilon \frac{\boldsymbol{a}_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) & \\
+\varepsilon^{2}\left(\varepsilon \frac{\boldsymbol{a}_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\boldsymbol{Z}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) & \\
-\varepsilon^{3}\left(\boldsymbol{V}_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\boldsymbol{Z}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{4} \boldsymbol{Z}_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) & \text { on } \Gamma .
\end{array}
$$

### 4.1.4 Fourth-order approximation

As done for the Poisson problem, we go there to the fourth-order to deduce the general form of the function $\boldsymbol{\psi}$. Now we expand $\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(3)}\right)(\varepsilon \boldsymbol{y})$ :

$$
\begin{equation*}
\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(3)}\right)(\varepsilon \boldsymbol{y})=\sum_{i=0}^{K} \varepsilon^{i} \boldsymbol{\omega}_{3}^{(i)}(y)+O\left(\varepsilon^{K+1}\right) \tag{4.22}
\end{equation*}
$$

We need to expand too $\boldsymbol{V}_{m}^{(2)}+\boldsymbol{Z}_{m}^{(1)}$ at infinity since both functions have a factor of $\varepsilon^{3}$ :

$$
\begin{equation*}
\boldsymbol{V}_{m}^{(2)}(\boldsymbol{y})+\boldsymbol{Z}_{m}^{(1)}(\boldsymbol{y})=\sum_{i=1}^{K} \frac{\boldsymbol{a}_{2}^{(i)}(\theta)}{|\boldsymbol{y}|^{i}}+O\left(\frac{1}{|\boldsymbol{y}|^{K+1}}\right)=\sum_{i=1}^{K} \varepsilon^{i} \frac{\boldsymbol{a}_{2}^{(i)}(\theta)}{|\boldsymbol{x}|^{i}}+O\left(\varepsilon^{K+1}\right), \quad \boldsymbol{x} \in \Gamma . \tag{4.23}
\end{equation*}
$$

The previous expansion is proven in Section 4.3 in the isotropic case.
Finally, with $\boldsymbol{V}^{(3)}$ solution of Problem (4.5) for $\boldsymbol{\varphi}^{(3)}(\boldsymbol{y})=\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left(\boldsymbol{\omega}_{0}^{(3)}(\boldsymbol{y})+\boldsymbol{\omega}_{2}^{(1)}(\boldsymbol{y})+\right.$ $\left.\boldsymbol{\omega}_{3}^{(0)}(\boldsymbol{y})\right) \cdot \boldsymbol{n}_{f}, \boldsymbol{Z}^{(3)}$ solving Problem (4.6) for $\boldsymbol{\kappa}^{(3)}(\boldsymbol{y})=\gamma_{0}^{(3)}(\boldsymbol{y})$ and $\boldsymbol{v}^{(3)}$ solution of Problem (4.12) for $\boldsymbol{\psi}^{(3)}=-\frac{\boldsymbol{a}_{2}^{(1)}(\theta)}{|\boldsymbol{x}|}-\frac{\boldsymbol{a}_{1}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}-\frac{\boldsymbol{a}_{0}^{(3)}(\theta)}{\mid \boldsymbol{x} \boldsymbol{3}^{3}}$ we write the fourth-order update:

$$
\begin{equation*}
\boldsymbol{d}_{4, k}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{3, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{4} \boldsymbol{v}^{(4)}(\boldsymbol{x})-\varepsilon^{4} \boldsymbol{V}_{k}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{5} \boldsymbol{Z}_{k}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} \tag{4.24}
\end{equation*}
$$

We obtain the following equations for $\boldsymbol{d}_{4, k}^{\varepsilon}(\boldsymbol{x}), k \in\{f, m\}$ :

$$
\begin{align*}
& \operatorname{div} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{4, f}^{\varepsilon}\right)(\boldsymbol{x})=-\operatorname{div} \boldsymbol{x}\left(\boldsymbol{E}_{f}: \boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}\right)\right)(\varepsilon \boldsymbol{y})-\gamma_{0}^{(0)}(\boldsymbol{y})-\varepsilon \boldsymbol{\gamma}_{0}^{(1)}(\boldsymbol{y}) \\
& -\varepsilon^{2} \gamma_{0}^{(2)}(\boldsymbol{y})-\varepsilon^{3} \gamma_{0}^{(3)}(\boldsymbol{y}) \quad \text { in } \Omega_{f}^{\varepsilon},(4.25 \mathrm{a}) \\
& \operatorname{div} \boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{4, m}^{\varepsilon}\right)(\boldsymbol{x})=\mathbf{0} \quad \text { in } \Omega_{m}^{\varepsilon},  \tag{4.25b}\\
& \boldsymbol{d}_{4, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{4, m}^{\varepsilon}(\boldsymbol{x})  \tag{4.25c}\\
& \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{4, f}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{4, m}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{m} \\
& +\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\left(\boldsymbol{\epsilon}\left(\boldsymbol{u}^{(0)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{0}^{(0)}(\boldsymbol{y})-\varepsilon \boldsymbol{\omega}_{0}^{(1)}(\boldsymbol{y})-\varepsilon^{2} \boldsymbol{\omega}_{0}^{(2)}(\boldsymbol{y})-\varepsilon^{3} \boldsymbol{\omega}_{0}^{(3)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f}\right. \\
& \left.+\varepsilon^{2}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\left(\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(2)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{2}^{(0)}(\boldsymbol{y})\right)-\varepsilon \boldsymbol{\omega}_{2}^{(1)}(\boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} \\
& +\varepsilon^{3}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(3)}(\varepsilon \boldsymbol{y})\right)-\boldsymbol{\omega}_{3}^{(0)}(\boldsymbol{y})\right] \cdot \boldsymbol{n}_{f} \\
& +\varepsilon^{4}\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{f}\right):\left[\boldsymbol{\epsilon}\left(\boldsymbol{v}^{(4)}(\varepsilon \boldsymbol{y})\right)\right] \cdot \boldsymbol{n}_{f} \quad \text { on } \Gamma^{\varepsilon},(4.25 \mathrm{~d}) \\
& \boldsymbol{d}_{4, m}^{\varepsilon}(\boldsymbol{x})=\varepsilon\left(\varepsilon^{3} \frac{\boldsymbol{a}_{0}^{(3)}(\theta)}{|\boldsymbol{x}|^{3}}+\varepsilon^{2} \frac{\boldsymbol{a}_{0}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}+\varepsilon \frac{\boldsymbol{a}_{0}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) \\
& +\varepsilon^{2}\left(\varepsilon^{2} \frac{\boldsymbol{a}_{1}^{(2)}(\theta)}{|\boldsymbol{x}|^{2}}+\varepsilon \frac{\boldsymbol{a}_{1}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\boldsymbol{Z}_{m}^{(0)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) \\
& +\varepsilon^{3}\left(\varepsilon \frac{\boldsymbol{a}_{2}^{(1)}(\theta)}{|\boldsymbol{x}|}-\boldsymbol{V}_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\boldsymbol{Z}_{m}^{(1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right) \\
& -\varepsilon^{3}\left(\boldsymbol{V}_{m}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\boldsymbol{Z}_{m}^{(2)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)\right)-\varepsilon^{5} \boldsymbol{Z}_{m}^{(3)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) \quad \text { on } \Gamma \text {. } \tag{4.25e}
\end{align*}
$$

### 4.1.5 The $K$-th order approximation

We can update our residual at the order $n \geq 3$ as follows:

$$
\begin{equation*}
\boldsymbol{d}_{n, k}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{n-1, k}^{\varepsilon}(\boldsymbol{x})-\varepsilon^{n} \boldsymbol{v}_{k}^{(n)}(\boldsymbol{x})-\varepsilon^{n} \boldsymbol{V}_{k}^{(n-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)-\varepsilon^{n+1} \boldsymbol{Z}_{k}^{(n-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right), \quad k \in\{f, m\} . \tag{4.26}
\end{equation*}
$$

With $\boldsymbol{v}^{(n)}$ solves Problem (4.12) for $\boldsymbol{\psi}^{(n)}=-\sum_{\substack{p+q=n-1 \\ p>1, q \geq 0}} \frac{\boldsymbol{a}_{q}^{(p)}(\theta)}{|\boldsymbol{x}|^{p}}, \boldsymbol{V}^{(n-1)}$ the solution of Problem (4.5) with $\boldsymbol{\varphi}^{(n-1)}(\boldsymbol{y})=\left(\boldsymbol{E}_{m}-\boldsymbol{E}_{\boldsymbol{f}}\right): \sum_{\substack{p+q=n-1 \\ p \geq 1, q \geq 0}}^{\substack{(p)}}(\boldsymbol{y}) \cdot \boldsymbol{n}_{f}$, and $\boldsymbol{Z}^{(n-1)}$ solving Problem (4.6) for $\boldsymbol{\kappa}^{(n-1)}(\boldsymbol{y})=\boldsymbol{\gamma}^{(n-1)}(\boldsymbol{y})$. We are now able to build an approximation $\boldsymbol{u}_{\varepsilon}^{[K]}(\boldsymbol{x})$ to the order $K \geq 3(k \in\{f, m\}):$

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon, k}^{[K]}(\boldsymbol{x})=\boldsymbol{u}^{(0)}(\boldsymbol{x})+\sum_{i=2}^{K} \varepsilon^{i} \boldsymbol{v}^{(i)}(\boldsymbol{x})+\sum_{i=1}^{K} \varepsilon^{i} \boldsymbol{V}_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)+\sum_{i=1}^{K} \varepsilon^{i+1} \boldsymbol{Z}_{k}^{(i-1)}\left(\frac{\boldsymbol{x}}{\varepsilon}\right) . \tag{4.27}
\end{equation*}
$$

We obtain the following equations for $\boldsymbol{d}_{K, k}^{\varepsilon}(k \in\{f, m\})$ :

$$
\begin{align*}
\operatorname{div} \boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{K, f}^{\varepsilon}\right)(\boldsymbol{x})=O_{H^{-1}\left(\Omega ; \mathbb{R}^{2}\right)}\left(\varepsilon^{K+1}\right) & \text { in } \Omega_{f}^{\varepsilon},  \tag{4.28a}\\
\operatorname{div} \boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{K, m}^{\varepsilon}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{4.28b}\\
\boldsymbol{d}_{K, f}^{\varepsilon}(\boldsymbol{x})=\boldsymbol{d}_{K, m}^{\varepsilon}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.28c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{d}_{K, f}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{d}_{K, m}^{\varepsilon}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{m}+O_{H^{-\frac{1}{2}}\left(\Gamma, \mathbb{R}^{2}\right)}\left(\varepsilon^{K+1}\right), &  \tag{4.28d}\\
\boldsymbol{d}_{K, m}^{\varepsilon}(\boldsymbol{x})=O_{H^{\frac{1}{2}\left(\Gamma, \mathbb{R}^{2}\right)}}\left(\varepsilon^{K+1}\right) & \text { on } \Gamma . \tag{4.28e}
\end{align*}
$$

### 4.2 Existence and uniqueness in unbounded domains for the linear elasticity problem

A weak formulation of Problem (4.5) writes:

$$
\begin{equation*}
\int_{\Omega_{f}^{1}} \boldsymbol{\epsilon}\left(\boldsymbol{V}_{f}^{(p)}\right): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Omega^{\infty}} \boldsymbol{\epsilon}\left(\boldsymbol{V}_{m}^{(p)}\right): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}=\int_{\Gamma^{1}} \boldsymbol{\varphi} \cdot \boldsymbol{w} \mathrm{~d} \sigma, \quad \text { for all } \boldsymbol{w} \in V . \tag{4.29}
\end{equation*}
$$

Introducing the space $\mathbb{V}=\left\{\boldsymbol{v} \in\left(\mathcal{W}_{0,0}^{1,2}\right)^{2} ; \int_{\Gamma_{R_{0}}} \boldsymbol{v} \mathrm{~d} \sigma=\mathbf{0}\right\}$ we can see that the bilinear form $\int_{\Omega_{f}^{1}} \boldsymbol{\epsilon}\left(\boldsymbol{V}_{f}^{(p)}\right): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Omega^{\infty}} \boldsymbol{\epsilon}\left(\boldsymbol{V}_{m}^{(p)}\right): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}$ is coercive on $\mathbb{V}$. In addition, this bilinear form and the linear form $\int_{\Gamma^{1}} \boldsymbol{\varphi} \cdot \boldsymbol{w} \mathrm{~d} \sigma$ are continuous on $\mathbb{V}$. Then, the existence and uniqueness of the function $\boldsymbol{V}^{(p)}$ in $\mathbb{V}$ solution to (4.29) follow from the Lax-Milgram theorem. The existence and uniqueness of $\boldsymbol{Z}^{(p)}$ are proven in the same way.

### 4.3 Expansion of the functions $V_{m}^{(p)}$ and $\boldsymbol{Z}_{m}^{(p)}$ at infinity

We restrict here to the isotropic case where $\boldsymbol{E}_{m}: \boldsymbol{\epsilon}=\lambda \operatorname{trace}(\boldsymbol{\epsilon}) I+2 \mu \boldsymbol{\epsilon}$, for $\lambda, \mu$ the Lamé coefficients. In that case, according to [30] the functions

$$
\begin{align*}
\psi_{1}^{(s)}(\theta) & =\binom{\sin ((s+1) \theta)}{\cos ((s+1) \theta)},  \tag{4.30}\\
\psi_{2}^{(s)}(\theta) & =\binom{\cos ((s+1) \theta)}{-\sin ((s+1) \theta)},  \tag{4.31}\\
\psi_{3}^{(s)}(\theta) & =\binom{(1-s+2 \rho) \sin ((s-1) \theta)}{-(1+s+2 \rho) \cos ((s-1) \theta)},  \tag{4.32}\\
\psi_{4}^{(s)}(\theta) & =\binom{-(1-s+2 \rho) \cos ((s-1) \theta)}{-(1+s+2 \rho) \sin ((s-1) \theta)}, \tag{4.33}
\end{align*}
$$

whith $\rho=\frac{\mu}{(\lambda+\mu)}$, generate the expansion at infinity of the functions $\boldsymbol{V}_{m}^{(p)}$ and $\boldsymbol{Z}_{m}^{(p)}$ which takes the following form:

$$
\boldsymbol{V}_{m}^{(p)}=\boldsymbol{Z}_{m}^{(p)}=\sum_{s \in \mathbb{N}^{*}} r^{-s}\left(a_{s} \boldsymbol{\psi}_{1}^{(-s)}+b_{s} \boldsymbol{\psi}_{2}^{(-s)}+c_{s} \boldsymbol{\psi}_{3}^{(-s)}+d_{s} \boldsymbol{\psi}_{4}^{(-s)}\right) .
$$

### 4.4 Error estimate for the linear elasticity problem

In this section we establish an error estimate for the studied problem by increasing the $H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ norm by powers of $\varepsilon$ (characteristic length of the inclusion). First, we begin by considering the following problem for a given $\boldsymbol{g} \in H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right), \boldsymbol{h} \in H^{\frac{1}{2}}\left(\Gamma ; \mathbb{R}^{2}\right)$ and $\boldsymbol{f} \in H^{-1}\left(\Omega_{f}^{\varepsilon} ; \mathbb{R}^{2}\right)$ :

$$
\begin{align*}
\operatorname{div} \boldsymbol{\sigma}_{f}\left(\boldsymbol{z}_{f}\right)(\boldsymbol{x})=-\boldsymbol{f}(\boldsymbol{x}) & \text { in } \Omega_{f}^{\varepsilon},  \tag{4.34a}\\
\operatorname{div} \boldsymbol{\sigma}_{m}\left(\boldsymbol{z}_{m}\right)(\boldsymbol{x})=\mathbf{0} & \text { in } \Omega_{m}^{\varepsilon},  \tag{4.34b}\\
\boldsymbol{z}_{f}(\boldsymbol{x})=\boldsymbol{z}_{m}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.34c}\\
\boldsymbol{\sigma}_{f}\left(\boldsymbol{z}_{f}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{f}=-\boldsymbol{\sigma}_{m}\left(\boldsymbol{z}_{m}\right)(\boldsymbol{x}) \cdot \boldsymbol{n}_{m}+\boldsymbol{g}(\boldsymbol{x}) & \text { on } \Gamma^{\varepsilon},  \tag{4.34d}\\
\boldsymbol{z}_{m}(\boldsymbol{x})=\boldsymbol{h}(\boldsymbol{x}) & \text { on } \Gamma . \tag{4.34e}
\end{align*}
$$

Its weak form can be written as: Find $\boldsymbol{z} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ with $\boldsymbol{z}=\boldsymbol{h}$ on $\Gamma$ such that:

$$
\begin{equation*}
\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{\epsilon}(\boldsymbol{z}): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Omega_{m}^{\varepsilon}} \boldsymbol{\epsilon}(\boldsymbol{z}): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Gamma^{\varepsilon}} \boldsymbol{g} \cdot \boldsymbol{\omega} \mathrm{d} \sigma=\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{f} \cdot \boldsymbol{\omega} \mathrm{d} \boldsymbol{x} \tag{4.35}
\end{equation*}
$$

for all $\boldsymbol{\omega} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ such that $\boldsymbol{\omega}=\mathbf{0}$ on $\Gamma$.
Lemma 4.1. There exists a unique solution $\boldsymbol{z}$ to the weak form (4.35) of Problem (4.34) satisfying

$$
\|\boldsymbol{z}\|_{H^{1}(\Omega)} \leq C\left(\|\boldsymbol{h}\|_{H^{\frac{1}{2}}\left(\Gamma ; \mathbb{R}^{2}\right)}+\|\boldsymbol{g}\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right)}+\|\boldsymbol{f}\|_{H^{-1}\left(\Omega_{f}^{\varepsilon} ; \mathbb{R}^{2}\right)}\right),
$$

where $C>0$ is a constant independent of $\varepsilon$.
Proof. The surjectivity of the trace operator guarantees the existence of a continuous lifting operator $\boldsymbol{H} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ of $\boldsymbol{h}$ (see [29]). Then, $\overline{\boldsymbol{z}}=\boldsymbol{z}-\boldsymbol{H}$ solves the following equation for all $\boldsymbol{\omega} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ such that $\boldsymbol{\omega}=\mathbf{0}$ on $\Gamma$ :

$$
\begin{align*}
\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{\epsilon}(\overline{\boldsymbol{z}}): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x} & +\int_{\Omega_{m}^{\varepsilon}} \boldsymbol{\epsilon}(\overline{\boldsymbol{z}}): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{\epsilon}(\overline{\boldsymbol{z}}): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x} \\
& +\int_{\Omega_{m}^{\varepsilon}} \boldsymbol{\epsilon}(\overline{\boldsymbol{z}}): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{x}+\int_{\Gamma^{\varepsilon}} \boldsymbol{g} \cdot \boldsymbol{\omega} \mathrm{d} \sigma=\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{f} \cdot \boldsymbol{\omega} \mathrm{d} \boldsymbol{x} \tag{4.36}
\end{align*}
$$

The bilinear form $a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{\epsilon}(\boldsymbol{u}): \boldsymbol{E}_{f}: \boldsymbol{\epsilon}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x}+\int_{\Omega_{m}^{\varepsilon}} \boldsymbol{\epsilon}(\boldsymbol{u}): \boldsymbol{E}_{m}: \boldsymbol{\epsilon}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x}$ associated to the weak formulation (4.36) is coercive, i.e. $\alpha\|\boldsymbol{v}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)}^{2} \leq a(\boldsymbol{v}, \boldsymbol{v})$, see e.g. [28, 29]. Then, the Lax-Milgram theorem guarantees the existence and uniqueness of $\overline{\boldsymbol{z}}$ solution of (4.36) and hence existence and uniqueness of solution to (4.36) follow. Using the coercivity of the bilinear form we obtain:

$$
\begin{equation*}
\alpha\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)}^{2} \leq-\int_{\Gamma^{\varepsilon}} \boldsymbol{g} \cdot \overline{\boldsymbol{z}} \mathrm{d} \sigma-\int_{\Omega} \boldsymbol{\sigma}(\boldsymbol{H}): \boldsymbol{\epsilon}(\overline{\boldsymbol{z}}) \mathrm{d} \boldsymbol{x}+\int_{\Omega_{f}^{\varepsilon}} \boldsymbol{f} \cdot \overline{\boldsymbol{z}} \mathrm{d} \boldsymbol{x} \tag{4.37}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\alpha\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)}^{2} \leq\|\boldsymbol{g}\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right)}\|\overline{\boldsymbol{z}}\|_{H^{\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right)}+\|\boldsymbol{f}\|_{H^{-1}\left(\Omega ; \mathbb{R}^{2}\right)}\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \tag{4.38}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\alpha\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)}^{2} \leq C\left(\|\boldsymbol{g}\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right)}+\|\boldsymbol{H}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)}+\|\boldsymbol{f}\|_{H^{-1}\left(\Omega ; \mathbb{R}^{2}\right)}\right)\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \tag{4.39}
\end{equation*}
$$

The continuity of the lifting operator gives us that $\|\boldsymbol{H}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \leq C\|\boldsymbol{h}\|_{H^{\frac{1}{2}}\left(\Gamma ; \mathbb{R}^{2}\right)}$, so we can write:

$$
\begin{equation*}
\alpha\|\overline{\boldsymbol{z}}\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \leq C\left(\|\boldsymbol{g}\|_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon} ; \mathbb{R}^{2}\right)}+\|\boldsymbol{h}\|_{H^{\frac{1}{2}}\left(\Gamma ; \mathbb{R}^{2}\right)}+\|\boldsymbol{f}\|_{H^{-1}\left(\Omega ; \mathbb{R}^{2}\right)}\right) . \tag{4.40}
\end{equation*}
$$

We can now state the following result:
Theorem 4.2. In the isotropic case $\boldsymbol{E}_{m}: \boldsymbol{\epsilon}=\lambda \operatorname{trace}(\boldsymbol{\epsilon}) I+2 \mu \boldsymbol{\epsilon}$, there exists a constant $C>0$ independent of $\varepsilon$ such that:

$$
\left\|\boldsymbol{d}_{K}^{\varepsilon}\right\|_{H^{1}\left(\Omega ; \mathbb{R}^{2}\right)} \leq C \varepsilon^{K+1}, \quad \text { for all } K \in \mathbb{N}
$$

Proof. With $\boldsymbol{z}=\boldsymbol{d}_{K}^{\varepsilon}$ we have $\boldsymbol{f} \in O_{H^{-1}\left(\Omega ; \mathbb{R}^{2}\right)}\left(\varepsilon^{K+1}\right), \boldsymbol{g} \in O_{H^{-\frac{1}{2}}\left(\Gamma^{\varepsilon}, \mathbb{R}^{2}\right)}\left(\varepsilon^{K+1}\right)$ and $\boldsymbol{h} \in O_{H^{\frac{1}{2}}\left(\Gamma, \mathbb{R}^{2}\right)}\left(\varepsilon^{K+1}\right)$ using Lemma 4.1 we obtain the announced error estimate.

Remark 4.3. The limitation of the error estimate to the isotropic case is only due to the limitation to this case of the expansion at infinity given in Section 4.3. An extension to some non-isotropic cases may require an adapted result of expansion at infinity of functions $\boldsymbol{V}_{m}^{(p)}$ and $\boldsymbol{Z}_{m}^{(p)}$.

## 5 Conclusion and perspectives

The purpose of this work was to study the interaction between an inclusion of a small size compared to the size of the elastic body in which it operates. We were able to build an asymptotic expansion starting from the field without inclusion and correcting by additional functions that model the presence of the inclusion and its influence on the mechanical fields (asymptotic expansion at an arbitrary order $K$ given by $u_{\varepsilon}^{[K]}(\boldsymbol{x})$ in (3.24) for the Poisson problem and by the displacement $\boldsymbol{u}_{\varepsilon}^{[K]}(\boldsymbol{x})$ in (4.27) for linear elasticity). The model had been validated by comparing the obtained result given by (3.51) with the one obtained by solving the problem using a separation of variable method (3.47) (for the Poisson problem and with a circular shape of the inclusion). Error estimates had been established in Sections 3.4 and 4.4. The main result for the applications is that the functions $v^{(i)}$ and $V^{(i)}$, solutions to some problems do not depend on $\varepsilon$ and depend linearly on $u^{(0)}$ only by the expansion of its gradient at $x=0$. For a given shape of the inclusion, this make it possible to pre-compute once for all a basis for each $v^{(i)}$ and $V^{(i)}$.
Natural perspectives of this work is the design of a numerical strategy first to compute a few terms of the expansion obtained and then to compute the influence of an inclusion in an arbitrary shaped body and the influence of several inclusions. Extension to large strain elasticity and to three-dimensional problems are also of great interest. Finally, the extension to inhomogeneous and anisotropic cases should be done without major difficulties.
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## Appendix

## A Poincaré-type inequality

We establish the existence and uniqueness of the profile functions $V^{(k)}$ introduced previously in the asymptotic expansion at order $K$ given by (3.24). The functions $V^{(k)}$ are defined on $\mathbb{R}^{2}$ (two-dimensional geometry) and are solutions to the family of Problems (3.5). For that, we will introduce weighted Sobolev spaces $\mathcal{W}_{\alpha, \beta}^{m, p}\left(\mathcal{W}_{0,0}^{1,2}\right.$ in our case) similar to classical ones $\mathcal{W}^{m, p}\left(H^{1}\right.$ in our case) but with weights that describe the growth or the decay of functions at infinity.

The idea of using weighted spaces arises naturally from Hardy's inequalities and will allow us to establish a Poincaré inequality relating to norms of functions and to that of their derivatives.

The use of these weights is necessary to obtain a Poincaré-type inequality and eliminates the drawbacks of spaces defined by the closure of $\mathcal{D}\left(\mathbb{R}^{2}\right)$ for the Dirichlet norm and which are not always spaces of distributions. The used weights arises naturally from Hardy's inequality or from a generalized Hardy's inequality (see [31]) and the classical ones are of the form $\rho=\left(1+|x|^{2}\right)^{\frac{1}{2}}$ but there is appearance of a logarithmic factor in our case.

## A. 1 Notations and functional setting

All functions and distributions here are defined on the two-dimensional real Euclidean space $\mathbb{R}^{2}$.
Let $r=|x|=\left(x_{1}^{2}+x_{2}^{2}\right)^{\frac{1}{2}}$ be the distance of a point $x=\left(x_{1}, x_{2}\right)$ to the origin. Recall that $\mathcal{D}\left(\mathbb{R}^{2}\right)$ denotes the space of infinitely differentiable functions with compact support and $\mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ its dual space called space of distributions. With $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{N}^{n}$ a multi-index $D^{\lambda}=D_{1}^{\lambda_{1}} \cdots D_{n}^{\lambda_{n}}$ is the differential operator of order $|\lambda|=\lambda_{1}+\cdots+\lambda_{n} . L^{2}\left(\mathbb{R}^{2}\right)$ is the classical space of measurable functions for which $\left(\int_{\mathbb{R}^{2}}|u|^{2} \mathrm{~d} \boldsymbol{x}\right)<\infty$. It is a Banach space for the norm $\|u\|=\left(\int_{\mathbb{R}^{2}}|u|^{2} \mathrm{~d} \boldsymbol{x}\right)^{\frac{1}{2}}$.

With $\rho=\left(1+r^{2}\right)^{\frac{1}{2}}$ we introduce the weighted Sobolev space, which is appropriate to our case, by:

$$
\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)=\left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right), \rho^{-1}(\lg \rho)^{-1} u \in L^{2}\left(\mathbb{R}^{2}\right), \nabla u \in\left(L^{2}\left(\mathbb{R}^{2}\right)\right)^{2}\right\}
$$

which is a reflexive Banach space equipped with its natural norm:

$$
\|u\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}=\left(\left\|\rho^{-1}(\lg \rho)^{-1} u\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}+\|\nabla u\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}\right)^{\frac{1}{2}}
$$

We also define the semi-norm:

$$
|u|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}=\|\nabla u\|_{L^{2}\left(\mathbb{R}^{2}\right)}
$$

With $r=|x|$ we set $\lg (r)=\ln \left(2+r^{2}\right), B_{R}=B(0, R)$ the open ball with center 0 and radius $R$ and $B_{R}^{\prime}=\left(\bar{B}_{R}\right)^{c}$ the exterior of $\bar{B}_{R}$. Finally, we define $P_{0}$ as the space of constant functions.

## A. 2 An intermediate result

The following result is an intermediate result to prove the equivalence of the norm and the semi-norm.

Lemma A.1. For any large enough real number $R$, there exists a constant $C_{R}$ such that:

$$
\forall \varphi \in \mathcal{D}\left(B_{R}^{\prime}\right), \quad\|\varphi\|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime}\right)} \leq C_{R}|\varphi|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime}\right)}
$$

Proof. Let $\varphi$ belongs to $\mathcal{D}_{R}^{\prime}$. First, observe that, owing to the support of $\varphi$, all integrals in the norm and semi-norm are taken on $B_{R}^{\prime}$ instead of $\mathbb{R}^{2}$. Hence, since the origin is in the interior of $B_{R}$, we can use $r$ and $\ln r$ instead of $\rho(r)$ and $\lg (r)$ in the expression of the norm and seminorm. Then using $\frac{\partial \varphi}{\partial r}=\boldsymbol{\nabla} \varphi \cdot \frac{\mathbf{r}}{r}$ we can write:

$$
\begin{equation*}
\left|\frac{\partial \varphi}{\partial r}\right|^{2} \leq 2 \sum_{i=1}^{2}\left|\frac{\partial \varphi}{\partial x_{i}}\right|^{2} \tag{A.1}
\end{equation*}
$$

Let $\theta$ be the angular variable, then we have:

$$
\varphi(r, \theta)=\int_{R}^{r} \varphi(t, \theta) \mathrm{d} t .
$$

Now, assuming that $R$ is large enough, we apply the generalized Hardy's inequality (see [31]) (with $\gamma=-2$ ) to the function $r \rightarrow \varphi(r, \theta)$. Integrating with respect to $\theta$ and applying (A.1) we obtain:

$$
\left\|r^{-1} \ln r^{-1} \varphi\right\|_{L^{2}\left(B_{R}^{\prime}\right)} \leq C\|D \varphi\|_{L^{2}\left(B_{R}^{\prime}\right)}
$$

The needed result can now be proven.

## A. 3 A Poincaré-type inequality

Theorem A.2. The semi-norm $|\cdot|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}$ defines on $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right) / P_{0}$ a norm which is equivalent to the quotient norm.
Proof. It is clear that $|\cdot|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}$ is a norm on $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right) / P_{0}$, and that:

$$
\begin{equation*}
\forall u \in \mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right), \quad|u|_{\mathcal{W}_{0,0}^{1,2}}\left(\mathbb{R}^{2}\right) \leq\|u\|_{\mathcal{W}_{0,0}^{1,2}}\left(\mathbb{R}^{2}\right) \tag{A.2}
\end{equation*}
$$

Thus, we only have to prove that there exits $c>0$ such that:

$$
\begin{equation*}
\forall \dot{u} \in \mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right) / P_{0}, \quad\|\dot{u}\|_{\mathcal{W}_{0,2}^{1,2}\left(\mathbb{R}^{2}\right) / P_{0}} \leq c|u|_{\mathcal{W}_{0,0}^{1,2}}\left(\mathbb{R}^{2}\right) \tag{A.3}
\end{equation*}
$$

The proof proceeds in two steps. The first step consists in eliminating the quotient norm by choosing an adequate representative of the class of $\dot{u}$. To this end, we fix a bounded open domain of $\mathbb{R}^{2}$, with positive measure, say $O$, and we choose the representative $U$ of $\dot{u}$ in $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$ that satisfies the system of equations:

$$
\begin{equation*}
\forall \mu \in P_{0}, \int_{O} U \mu \mathrm{~d} \boldsymbol{x}=0 \tag{A.4}
\end{equation*}
$$

It is easy to see that (A.4) determines $U$ uniquely and that:

$$
\begin{equation*}
\|\dot{u}\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right) / P_{0}} \leq\|U\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} . \tag{A.5}
\end{equation*}
$$

Therefore, the second step consists in proving that there exists a constant $C$ such that the following bound holds for all $U$ in $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$ satisfying (A.4):

$$
\begin{equation*}
\|U\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} \leq C|U|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} \tag{A.6}
\end{equation*}
$$

We shall prove it by contradiction. If (A.6) is not true, there exists a sequence $\left(U_{\nu}\right)$ of elements of $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$ satisfying (A.5) and such that:

$$
\begin{equation*}
\left\|U_{\nu}\right\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}=1 \text { and }\left|U_{\nu}\right|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} \rightarrow 0 \tag{A.7}
\end{equation*}
$$

Hence the sequence $\left(U_{\nu}\right)$ is bounded in $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$ and since this is a reflexive Banach space, we can extract a subsequence, still denoted by $\left(U_{\nu}\right)$, that converges weakly to an element $U_{*}$ of $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$ and it is easy to check from this weak convergence that $U_{*}$ also satisfies (A.5). But since $|u|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}$ tends to 0 , the lower semi-continuity of the norm implies that $|u|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}=0$. Thus, $U_{*}$ is a constant (polynomial of $P_{0}$ ) and the fact that $U_{*}$ satisfies (A.5) implies that $U_{*}=0$.

Now, we need a strong convergence to conclude by contradiction, but we cannot use a standard compactness argument on an unbounded domain. Instead, we shall derive a strong convergence
via an adequate partition of unity that will enable us to consider separately a bounded domain where the topologies of $\mathcal{W}_{0,0}^{1,2}$ and $H^{1}$ coincide and the exterior of a ball, where Lemma A. 1 can be applied.

Let $R$ denote a real number, large enough to apply the generalized Hardy's inequality. Let $\varphi$ and $\psi$ be two functions of $C^{\infty}\left(\mathbb{R}^{2}\right)$ such that:

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{2},(\varphi+\psi)(\boldsymbol{x})=1,0 \leq \varphi(\boldsymbol{x}) \leq 1, \operatorname{supp}(\varphi) \subset \bar{B}_{R+1}, \operatorname{supp}(\psi) \subset B_{R}^{\prime} \tag{A.8}
\end{equation*}
$$

Since for fixed $R, \mathcal{W}_{0,0}^{1,2}\left(B_{R+1}\right)$ is isomorphic to $R, H^{1}\left(B_{R+1}\right)$, we have that $U_{\mu}$ converges weakly to 0 in $H^{1}\left(B_{R+1}\right)$. Since $H^{1}\left(B_{R+1}\right)$ is compactly embedded into $L^{2}\left(B_{R+1}\right)$, it follows that

$$
\begin{equation*}
U_{\nu} \rightarrow 0 \text { strongly in } L^{2}\left(B_{R+1}\right) \tag{A.9}
\end{equation*}
$$

In addition, as $\left|U_{\nu}\right|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}$ tends to 0 , it follows that

$$
\begin{equation*}
U_{\nu} \rightarrow 0 \text { strongly in } \mathcal{W}^{1,2}\left(B_{R+1}\right), \tag{A.10}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varphi U_{\nu} \rightarrow 0 \text { strongly in } \mathcal{W}_{0,0}^{1,2}\left(B_{R+1}\right) \tag{A.11}
\end{equation*}
$$

Now, let us examine the behavior of $\psi U_{\nu}$. For fixed $\nu$, let $\left(\theta_{j}\right)$ be a sequence of functions of $\mathcal{D}\left(\mathbb{R}^{2}\right)$ that tends to $U_{\nu}$ in $\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)$. Then, $\psi \theta_{j}$ belongs to $\mathcal{D}\left(B_{R}^{\prime}\right)$ and we can apply to it Lemma (A.1)

$$
\begin{equation*}
\left\|\psi \theta_{j}\right\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} \leq C_{R} \mid \psi \theta_{j} \|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime}\right)} . \tag{A.12}
\end{equation*}
$$

Then, letting $j$ tend to infinity and using the fact that $\psi$ is identically one outside $B_{R+1}$, we obtain:

$$
\begin{equation*}
\left\|\psi U_{\nu}\right\|_{\mathcal{L}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)} \leq C_{R}\left|\psi U_{\nu}\right|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime}\right)} \leq C_{R}\left(\left|\psi U_{\nu}\right|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime} \cap B_{R+1}\right)}^{p}+\left|U_{\nu}\right|_{\mathcal{W}_{0,0}^{1,2}\left(B_{R+1}^{\prime}\right)}^{p}\right)^{\frac{1}{p}} \tag{A.13}
\end{equation*}
$$

Next, let $\nu$ tend to infinity and observe that $\psi U_{\nu}$ tends to zero strongly in $\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime} \cap B_{R+1}\right)$ because $B_{R}^{\prime} \cap B_{R+1}$ is bounded and $\mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime} \cap B_{R+1}\right)$ is isomorphic to $\mathcal{W}^{1,2}\left(B_{R}^{\prime} \cap B_{R+1}\right)$; we derive that:

$$
\begin{equation*}
\psi U_{\nu} \rightarrow 0 \text { strongly in } \mathcal{W}_{0,0}^{1,2}\left(B_{R}^{\prime}\right) . \tag{A.14}
\end{equation*}
$$

Since $U_{\nu}=\varphi U_{\mu}+\psi U_{\mu}$, we obtain:

$$
\begin{equation*}
U_{\mu} \rightarrow 0 \text { strongly in } \mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right), \tag{A.15}
\end{equation*}
$$

which contradicts the assumption (A.7) that:

$$
\left\|U_{\mu}\right\|_{\mathcal{W}_{0,0}^{1,2}\left(\mathbb{R}^{2}\right)}=1 .
$$
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