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Abstract
A constructive nonstandard interpretation of a multi-
scale affine transformation scheme is presented. It is
based on the Ω-numbers of Laugwitz and Schmieden
and on the discrete model of the real line of Reeb and
Harthong. In this setting, the nonstandard version of the
Euclidean affine transformation gives rise to a sequence of
quasi-linear transformations over integer spaces, allow-
ing integer-only computations.

1 Introduction
In the past decade, a series of papers [3–6, 9, 17] was de-
voted to the the arithmetization of the continuum with
the goal to solve numerical problems using only integers.
In particular, a multi-scale arithmetization of the Euler
scheme for solving differential equations was developed
and used to produce discrete representations of continu-
ous functions and curves. These works are rooted, on the
one hand, in the studies of G. Reeb and J. Harthong on
nonstandard analysis [8, 10] that led to a discrete model
of R, the Harthong–Reeb line. This model, though it re-
quires to dispose of an infinitely large number (which was
axiomatically assumed), allowed J.P. Reveillès [19, 20]
to construct a discretization scheme that resulted in its
seminal work on the digital line. On the other hand, D.
Laugwitz and C. Schmieden [16,21] proposed a construc-
tive definition of infinitely large numbers: the Ω-numbers.
Defining the Harthong–Reeb line with the Ω-numbers
was done in the PhD thesis of A. Chollet [2] and gave
rise to the Ω-arithmetization scheme.

In the present paper, we aim at using the multi-scale

discretization scheme of Chollet et al. to obtain a multi-
scale discretization of affine transformations between Eu-
clidean spaces. In her PhD thesis [11], M.A. Jacob-Da
Col, who was a student of Reveillès, studied the prop-
erties of an arithmetization of the affine transformations
of R2, called quasi-affine transformations (QAT). Then,
the study was extended to the nD-spaces [1,7,12–15,18].
Nevertheless, in these works, the QAT are studied per se
and do not result from a discretization scheme, a fortiori
not from a multi-scale one. Here, we exhibit the link be-
tween an Ω-arithmetization scheme derived from the one
of Chollet et al. and sequences of QATs. The arithmeti-
zation scheme of Chollet et al. provide a multiscale arith-
metic representation of the plane curve y = x(t) solution
of the Cauchy problem x′ = F(t,x),x(t0) = x0. A linear
transformation T of the Euclidean plane R2 can be rep-
resented by the 2D-plane y = T (x) in the 4D-space of
the pair (x,y), that is R2 ×R2. What is initiated here
is to show that the arithmetization scheme of Chollet et
al. can be extended to yield a multiscale arithmetic rep-
resentation of the plane y = T (x) as a sequence of 2D
discrete quasi-planes of Z2×Z2. We prove the conver-
gence of the scheme toward the Euclidean transformation
and we prove that the sequence itself contains the same
information as the transformation T since there exists an
isomorphism (that we provide) between the Euclidean lin-
ear transformations and the quasi-linear integer transfor-
mation sequences.

Let us end this introduction by two warnings. Firstly,
the reader will not find in the article any solution to the
issues raised by the computation of linear transforma-
tions, for instance rotations: bijectivity, connectivity and
so on. It is just a first step toward a constructive, multi-
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scale, model of such transformations. Secondly, although
the tools we use have been designed using non-standard
analysis, the presentation we make of them, and our own
statements, are within the framework of classical analy-
sis and no knowledge of nonstandard concepts is required
to understand the work presented in the remainder of this
article.

2 Background

2.1 The Harthong–Reeb line

The constructive version of the Harthong–Reeb line is
quite natural. In short, real numbers are modeled by
Cauchy sequences of rationals which in turn are converted
to integers thanks to a given sequence of increasing scales.
Nevertheless, since a real can be modeled by many ratio-
nal sequences, it is necessary to use an equivalence re-
lation on such sequences and then to transfer the relation
into the integer sequences. Moreover, the addition and the
multiplication of the real numbers have to be translated in
the language of the integer sequence classes (for the ob-
tained equivalence relation). The most problematic issue
is to induce the order relation. In this paper, as we focus
on an application to elementary linear algebra, we will not
tell anything about the order relation over the Harthong–
Reeb line. The reader who would like a more deep insight
into the Harthong–Reeb line should look at [5, Sec. 5].

The two sets, rational sequences and integer sequences,
are presented below. A very basic example will end the
exposition of the construction. But before, let us give our
notations on equivalence relations. In the sequel, given an
equivalence relation ∼ on a set X , we denote by [a] the
equivalence class of a ∈ X and by ĉ any representative of
the class c ∈ X/ ∼ (all the operations defined below are
well-defined, that is, they do not depend on the choice of
the representatives). Note that the issue of choosing the
best representative (in some sense to be precised) is not
addressed here. It will be treated in a future work.

Firstly, we present the classes of rational sequences and
their operations. Using the Landau notation, we consider
the subsets O(1) and o(1) of the rational sequences and
we denote by Qlim the quotient space O(1)/o(1) of the
bounded sequences of rational up to the sequences con-
verging toward 0. Then, two sequences that share the

same limit are in the same equivalence class and, in a
given class, all the sequences converge toward the same
limit or no sequence converges.

The two operations of the field Q extend without diffi-
culty to Qlim. For any (π,ρ) ∈Qlim, we set:

π +ρ
def
= [π̂ + ρ̂] ,

π×ρ
def
= [π̂× ρ̂] ,

where + and × are the termwise operations on the ra-
tional sequences. In a general way, throughout the arti-
cle, the operations on the sequences are always performed
termwise. The restriction of Qlim to the classes of the
Cauchy sequences is noted QCau. The limit operator pro-
vides an isomorphism from (QCau,+,×) to (R,+,×).

Next, we have to transform rationals into integers. Let
ω be a strictly increasing sequence of positive integers.
In the theory of Laugwitz and Schmieden [16], such a se-
quence is called an infinitely large number. Though our
work is presented in a classical way (without any other
reference to nonstandard analysis), we keep this denom-
ination which recall from where the framework is origi-
nated. So, given the infinitely large number ω , we con-
sider the subsets O(ω) and o(ω) of ZN (Landau nota-
tion) and we define the Harthong–Reeb line, H Rω , as
the quotient space O(ω)/o(ω). We denote by =ω the
corresponding equivalence relation. Then, two integer
sequences u, v are equivalent for =ω iff the rational se-
quence u/ω and v/ω are equivalent (u/ω and v/ω are in
the same class of Qlim).

The Harthong–Reeb line is equipped with the following
operations.

u+ v def
= [û+ v̂] ,

u×ω v def
= [(û × v̂)÷ω] ,

where ÷ denotes the (termwise) integer division: a÷b =
ba/bc. The multiplication is indexed by the correspond-
ing infinitely large number for we will use several of these
numbers in the sequel. It is unnecessary for the addition.
Note that, in particular, the multiplication is defined to be
compatible with the multiplication of Qlim, that is, forget-
ting the equivalence classes, u/ω× v/ω = (u×ω v)/ω .

It was proved in [5,6,17] that the tuple (H Rω ,+,×ω)
is a commutative ring which is isomorphic to Qlim via the
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map ϕω and its converse ψω (both maps are well-defined):

ϕω : H Rω →Qlim ψω : Qlim→H Rω

ϕω(u) = [û/ω] ψω(π) = [bω× π̂c]

It should be noted that neither H Rω nor Qlim are fields
in the classical sense since many of their elements do not
have any inverse1.

We end this section about the Harthong–Reeb line by
an example. Let ω be the sequence 〈10n〉. To obtain
the image of

√
3 in H Rω , we need a sequence of ra-

tionals converging toward
√

3. So, using the Babylo-
nian algorithm, we set b(0) = 3 and b(n+ 1) = (b(n)+
3/b(n))/2 for any n ∈ N. Then the projection of b on
Qlim represents the real

√
3 in Qlim. Finally, the mor-

phism ψω yields the Harthong–Reeb number which rep-
resents

√
3 in H Rω . It is the class (for the relation

=ω ) of the sequence 〈b10nb(n)c〉, that is the sequence
3,20,175,1732,17320,173205, . . . up to sequences dom-
inated by 10n asymptotically.

2.2 Ω-arithmetization scheme
The Ω-arithmetization scheme provides a way to digi-
tize a real function which is the solution of a Cauchy
problem x′(t) = f (t,x(t)) and x(t0) = x0. The differen-
tial equation is solved using the Euler scheme through
nonstandard analysis, substituting H Rω to R and in-
finitely small steps to standard steps. Then, going back
to the very definition of the Harthong–Reeb line and tak-
ing any section2 of the nonstandard solution, one obtains
a sequence of integer functions that converges in some
sense toward the real function x that is the solution of
the Cauchy problem. The commutative diagram of Fig. 1
summarizes the relation between a real continuous func-
tion and the corresponding multi-scale integer function in
the Ω-arithmetization scheme as presented in [5].

In the diagram, we use several new notations:

1In [5] and [17] it is stated that ∀x ∈ H Rω ,x 6=ω 0,∃y ∈ H Rω

such that x×ω y =ω 1 but the relation 6=ω is not the negation of the
relation =ω (in [17], the implementation in the Coq system relies on the
intuitionistic logic, so it does not make use of the law of the excluded
middle). In this paper, the structure (H Rω ,+,×ω ) needs not be a field,
just a ring and we make no use of the relation 6=ω so the assertions can
be understood in both classical and intuitionistic logics.

2Given an equivalence relation, a section is the choice of a represen-
tative while the converse operation is called projection.

• 〈E〉, where E = R, Q or Z, is the set of the bounded
sequences in E;

• 〈Z〉
ω

is the set of the integer sequences bounded
above by the infinitely large number ω (up to a con-
stant factor).

• 〈ns〉: sequence whose nth term is ns;

• i : x ∈ R 7→ 〈nx〉 ∈ 〈R〉, where nx = x for any n.

Furthermore, to avoid to introduce too much notations for
similar notions, we make an abuse of notations by writing
ϕω and ψω for functions defined on distinct sets but that
perform essentially the same calculations:

ϕω : t 7→ t/ω,

ψω : t 7→ bω× tc ,

where t is a sequence and the calculation is done
termwise, or t is a class of sequences and the calculation
is done on each element of the class (then, it is assumed
that ϕω or ψω is well defined).

Let us take an example. In order to obtain a multiscale
representation of the function

√
1+ x on [0,1], we solve

the differential equation

x′(t) =
1

2x(t)
with x(0) = 1.

Taking β = 〈2n〉 and, as in [5], ω = β 2, the nonstandard
Euler scheme of Chollet et al. yields the sequences of in-
teger values shown on Table 1. Each line of the table gives
the arithmetization (n f ) of the function

√
1+ t, t ∈ [0,1]

for the pair of scales (nβ ,nω). For instance, (2 f )(4) = 21
with scales (2β ,2ω) = (4,16). Then, using the functions
ϕ(2β ) : t 7→ t/4 and ϕ(2ω) : x 7→ x/16, we obtain a discrete
rational approximation of

√
1+ t, t ∈ [0,1], that is shown

in Fig. 2: It was proved in [5, Theorem 1] that the se-
quence of function 〈n f 〉n converges pointwise toward the
solution of the Cauchy problem, that is toward the func-
tion
√

1+ x.

2.3 Quasi affine transformations
Let f : Zd → Zd′ be an affine transformation (d,d′ ≥ 2)
whose linear part is f0. Let r be a positive integer. The
QAT (quasi affine transformation) b f cr is defined by

b f cr : Zd 3 p 7→ f (p)÷ r ∈ Zd′ ,
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〈R〉 t ∈ R X ∈ R 〈R〉

〈Q〉 〈nt〉 ∈ 〈Z〉β 〈nx〉 ∈ 〈Z〉ω 〈Q〉

Qlim H Rβ H Rω Qlim

·

·

Euler scheme

Rxx

H R·
ff

f //

〈n f 〉
//

F
//

OO

sections/projections

��

OO

��

OO

��

OO

��

ϕβ ◦ψβ

��

ϕω◦ψω

��

ψβ

//oo
ϕβ ϕωoo //

ψω

ψβ

//oo
ϕβ //

ψω

ϕωoo

ioo i //
44

lim

ii

lim

Figure 1: The skeleton of the arithmetization scheme described in [5] which links the Euclidean function f with a
sequence of integer functions 〈n f 〉. Basically, the integer function n f is the arithmetized expression at the scale n of
the Euclidean function f . The sequence 〈n f 〉 itself is obtained as a section of the function F which translate f when R
is replaced by the Harthong–Reeb line. The function F is computed using a nonstandard version of the Euler scheme
for solving differential equations.

n\t 0 1 2 3 4 5 6 7 8
0 1 1
1 4 5 5
2 16 18 19 20 21
3 64 68 71 74 77 80 83 86 88
4 256 264 271 278 285 292 299 305 311

Table 1: The function t 7→
√

1+ t, t ∈ [0,1], represented
as a function from H R〈2n〉 to H R〈4n〉 (see text).

where ÷ stands for the integer division : p÷q = bp/qc.
A QLT (quasi linear transformation) is a QAT that

leaves invariant the origin: b f cr is a QLT if f (p) =
f0(p)+ q where 0 ≤ q < r coordinatewise. In practice,
the parameter q is used to set the rounding mode of the
computation.

Given a QLT g, the triple (r, f0,q) defining g that has
the smallest r is called the canonical representative of g
and r is called the scale of g. The QLTs model the Eu-
clidean linear transformations when they are carried out

0 1
4

1
2

3
4

1

1

17/16

18/16

19/16

20/16

21/16

22/16

Figure 2: The discretization of the curve y=
√

1+ x at the
scale (4,16) provided by the Ω-arithmetization scheme.

by a computer on a discrete grid. For instance, a rota-
tion about the origin through an angle of π/3 could be
modeled by the QLT whose canonical representative is(
100,

(
50 −173
173 50

)
,50
)
.

The reader interested by the properties of QATs and
QLTs is referred back to the articles cited in the introduc-
tion.

In the following section, we show that the Ω-arithme-
tization scheme extends well to linear transformations be-
tween Euclidean spaces, involving sequences of QLTs.
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3 Ω-arithmetization of affine trans-
formations

Let us consider again the commutative diagram presented
in Fig. 1. In this section, we want to generalize it by re-
placing the Euclidean function f by a linear transforma-
tion between Rd and Rd′ . Since affine transformations are
easily characterized by their matrices, we don’t need to
use any numerical algorithm like the Euler scheme. Gen-
erally, when computing a linear transformation of a pic-
ture, one tunes the calculus precision independently of the
space resolution. So, we need two infinitely large num-
bers, denoted by α and ω . Practically, for a linear trans-
formation over Rd , the sequence α can be viewed as a
sequence of resolutions—or a sequence of finer and finer
grids—while the sequence ω allows to quantify the ma-
trix coefficients more and more accurately. Nevertheless,
multiplying integers modeling real numbers with distinct
scales requires to specify the scale of the result. Techni-
cally, α 6= ω implies generally that the rings H Rα and
H Rω are distinct. Thus, we need to extend the inner
product of H Rω to an outer product over H Rω×H Rα

with values in a third ring H Rβ . It is natural to choose
β as the geometric mean of α and ω: β 2 = α ×ω . This
is confirmed by the following property which expresses
that, when a pair in H Rω ×H Rα is sent in H Rβ via
the maps ϕ· and ψ·, the product is expressed as the inner
product of H Rβ .

Lemma 1. Let α , β , ω be three infinitely large numbers
such that β 2 is equal to α×ω asymptotically: β 2 ∼ α×
ω . Then, for any u ∈H Rα , v ∈H Rω ,

ψβ ◦ϕω(v)×β ψβ ◦ϕα(u) = [(û × v̂)÷β ] .

Proof. Let A be a representative of ψβ ◦ϕω(v)×β ψβ ◦
ϕα(u). Going back to the very definitions of ϕ , ψ and
×β , we have

[A] =
[⌊

β
v̂
ω

⌋]
×β

[⌊
β

û
α

⌋]
and then,

A =β

(⌊
β

v̂
ω

⌋
×
⌊

β
û
α

⌋)
÷β .

Then, writing bβ v̂/ωc and bβ û/ωc as β v̂/ω +O(1) and

β û/ω +O(1), we get

A =β

(
β 2

αω
v̂û+O(β

v̂
ω
)+O(β

û
α
)

)
÷β .

Since, by hypothesis, β 2/αω = 1+ o(1), v̂ ∈ O(ω), û ∈
O(α), we derive

A =β (v̂û+o(v̂û)+O(β ))÷β .

Invoking again the same hypotheses, we obtain

A =β (v̂û)÷β +o(β )+O(1).

Because β is an infinitely large number and by definition
of the relation =β the latter equation implies

[A] = (v̂û)÷β .

Then, given two infinitely large numbers α , ω whose
geometric mean is asymptotically equal to the infinitely
large number β , we define the outer product ×ω

α as fol-
lows:

H Rω ×H Rα −→H Rβ

(v,u) 7−→ v×ω
α u def

= [(û × v̂)÷β ] .

From Lemma 1, because the maps ψ and ϕ are mor-
phisms, we readily derive that this product is well-defined
and satisfies the following two properties which ensure
the linearity of the product:

∀u1,u2 ∈H Rα ,∀v ∈H Rω ,

v×ω
α (u1 +u2) = v×ω

α u1 + v×ω
α u2;

∀λ ,u ∈H Rα ,∀v ∈H Rω ,

v×ω
α (λu) = ψβ ◦ϕα(λ )(v×ω

α u).

Provided α×ω ∼ β 2, the outer product ×ω
α allows to de-

fine a matrix product from Md′d(H Rω) ×Md,1(H Rα)
to Md′,1(H Rβ ). Note that this matrix product is a short-
cut for a succession of morphisms. Indeed, thanks to
the pair of converse isomorphisms (ϕ,ψ), the Harthong–
Reeb lines H Rα and H Rβ are bound to H Rω via the
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following isomorphisms:

ψω ◦ϕα : H Rα −→H Rω

x 7−→
[⌊

ω
x̂
α

⌋]
ψω ◦ϕβ : H Rβ −→H Rω

x 7−→
[⌊

ω
x̂
β

⌋]
.

Then, using the outer matrix product is equivalent to ap-
plying ψω ◦ϕα on the vector coordinates, then to perform
the inner matrix product and finally to apply ψβ ◦ϕω on
the resulting coordinates.

Eventually, the proposed arithmetization scheme for
the Euclidean linear transformations is defined in the
commutative diagram of Fig. 4. In the scheme, the
starting point is the d′ × d matrix F with real coeffi-
cients. These coefficients yield Harthong–Reeb versions
in H Rω which results in a matrix L and a map ` between
the modules H Rα

d and H Rβ
d′ . We say that ` is an Ω-

linear transformation (Ω-LT) derived form the matrix L.
In the following section, we study the relation between
the map ` and the Euclidean linear map f .

3.1 Ω-LT
In the commutative diagramme of Fig 3, following
the external arrows from Re to H Rγ

e, where (e,γ) ∈
{(d,α),(d′,β )}, we observe that, for any real vector x,

ψγ(
[
ϕγ ◦ψγ(i(x))

]
) =

[
ψγ ◦ϕγ ◦ψγ(i(x))

]
=
[
ψγ(i(x))

]
= [bγxc] .

The second equality is true because ψγ ◦ϕγ is the floor
function and ψγ(i(x)) is an integer. Note that we still
make an abuse of notation. Indeed, x is a vector and
the calculus must be understood as a parallel calculus
on each coordinate of x. Now, we denote by ξ HR

γ the
function from Re to H Rγ

e that maps x to [bγxc]. This
function is a ring morphism since the maps i, ϕ , ψ and
the projection map of the equivalence relation are all ring
morphisms. Furthermore, ξ HR

γ is an injection. Indeed,
bγxc =γ bγyc implies γ(x− y) ∈ o(γ) and then x = y
since x and y are constant vectors. The converse func-
tion, defined on ξ HR

γ (Re), maps a vector u ∈ ξ HR
γ (Re) to

the real vector lim ρ̂ where ρ = ϕγ(u). Indeed, assume
u = ξ HR

γ (x), that is, u = [bγxc]. Then, by definition of ϕγ ,
ρ̂ = bγxc/γ and the sequence bγxc/γ converge toward
x. Note that the choice of the representative ρ̂ does not
matter since, by definition of Qlim, all the sequences be-
longing to the class ρ share the same limit if any. The
converse map can be extended to H Rγ

e by the func-
tion χHR

γ : H Rγ
e→ Re defined by χHR

γ (u) = limsup(ρ̂)
where ρ = ϕγ(u). Again, we observe that the choice of
the representative ρ̂ does not matter since two sequences
whose difference tends toward zero have the same upper
limit. We have χHR

γ ◦ ξ HR
γ = id where id is the identity

map. The converse map ξ HR
γ ◦ χHR

γ is neither injective
nor surjective. Nevertheless, its restriction to ξ HR

γ

(
Rd
)

is
the identity map.

We are now able to specify the relation between the
linear map ` and the Ω-LT ` in the commutative diagram
of Fig 3.

Proposition 1. Let f be a linear transformation between
Rd and Rd′ whose matrix is F= (Fi, j) and α , β be two in-
finitely large numbers such that α ∈ o(β 2). Then, setting
ω = β 2÷α , the Ω-LT ` from H Rα

d to H Rβ
d′ whose

matrix is L =
(
ξ HR

ω (Fi, j)
)

is such that

ξ
HR
β
◦ f = `◦ξ

HR
α .

In other words, one has the commutative diagram:

xF y = FX

uL v = LU

ξ HR
α

�� ��

ξ HR
βξ HR

ω

��

f //

`
//

Proof. Firstly, we observe that, for any infinitely large
number γ , one has

ξβ = ψβ ◦ϕγ ◦ξγ (1)

because bβ bωxc/ωc=β bβxc for any x∈R. Then, since
ξ HR

β
is a ring morphism,

ξ
HR
β

(Fx) =
(

ξ
HR
β

(
∑Fi, j×X j

))
j

=
(
∑ξ

HR
β

(Fi, j)×β ξ
HR
β

(X j)
)

j
.
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〈R〉d Rd Rd′ 〈R〉d
′

〈Q〉d 〈Z〉α
d 〈Z〉β

d′ 〈Q〉d
′

Qlim
d H Rα

d H Rβ
d′ Qlim

d′

ioo i //f //

〈ng〉
//

`
//

oo ϕα

ψα

// //
ϕβ

ψβ

oo

oo ϕα

ψα

//
ψβ

oo //
ϕβ

OO

��

OO

��

OO

sections / projections

��

OO

��

ϕα◦ψα

��

ϕβ ◦ψβ

��

11

lim

mm

lim

·

·

Matrix F

R

yy

H R

ff

Figure 3: The Ω-arithmetization scheme which associates to the linear transformation f the sequence of quasi-affine
transformations 〈ng〉 from 〈Z〉

α

d to 〈Z〉
β

d′ . This sequence is obtained as a section of a translation of the matrix F of
f using Harthong–Reeb coefficients.

Thus, using (1),

ξ
HR
β

(Fx) =(
∑ψβ ◦ϕω

(
ξ

HR
ω (Fi, j)

)
×β ψβ ◦ϕα

(
ξ

HR
α (X j)

))
j
.

Then, from Lemma 1,

ξ
HR
β

(Fx) =
(
∑ξ

HR
ω (Fi, j)×ω

α ξ
HR
α (X j)

)
j

= Lu.

Prop. 1 enables to compute the linear map f from the
Ω-LT ` and, conversely, to compute ` from f but only for
the vectors of H Rα that lie in ξ HR

α (Rd). Note that we are
mostly interested in the former computation which allow
us to compute a Euclidean linear transformation at given
scales through integer only computations.

Corollary 1. With the notations of Prop. 1, one has

f = χβ ◦ `◦ξ
HR
α ; (2)

`�ξ HR
α (Rd) = ξ

HR
β
◦ f ◦χα . (3)

Before giving the proof, observe that, since the map χβ

is essentially a limit operator, Eq. (2) is a pointwise con-
vergence property of some sequences of maps from Rd to
Qd′ toward the linear map f . It is the object of Sec. 3.2 to
describe more precisely these maps while Sec. 3.3 study
more precisely the convergence.

Proof. (of Corollary 1)
In the diagram of Prop. 1, we have u ∈ ξ HR

α (Rd
)

and v ∈
ξ HR

β
(Rd′

)
. Since the restriction of χα to ξ HR

α

(
Rd
)

is the
inverse function of ξ HR

α and, alike, the restriction of χβ to
ξ HR

β

(
Rd′
)

is the converse function of ξ HR
β

, we conclude
straightforwardly.

In the following section we study the relation between
the map ` and the sequence of maps 〈ng〉 in the diagram
of Fig. 3. We will show that the maps ng are QLTs.

3.2 Ω-LTs and QATs

Tentatively, forgetting the scheme illustrated in Fig. 3, we
now focus on the understanding of the Ω-LTs per se, that
is going back to the very definition of H Rω .

7



Firstly, we show that the definition of the multiplication
in H Rω has a natural extension with matrices.

Lemma 2. Let α , β , ω be three infinitely large numbers
such that αω ∼ β 2. Let W ∈Md′,d(H Rω) be a matrix
and U ∈Md,1(H Rα) be a column vector. Then,

WU =
[(

ŴÛ
)
÷β

]
,

where Ŵ is any matrix (Ŵi, j)i, j, Û is any vector (Û j) j.

Proof. Starting from the matrix product definition, we
have

WU =
(
∑

j
Wi, j×ω

α U j

)
i

=
(
∑

j

[
(Ŵi, j× Û j)÷β

])
i
,

and, since + is compatible with =β ,

WU =
([

∑
j
(Ŵi, j× Û j)÷β

])
i

=
[(

ŴÛ
)
÷β

]
.

It appears that Lemma 2 is the key to introduce the rela-
tion between Ω-LTs defined over Harthong–Reeb spaces
and quasi-linear transformations over integer spaces. Let
` : H Rα

d→H Rβ
d′ be an Ω-LT whose matrix is noted

L (L∈Md′,d(H Rω) where ω = β 2÷α). Let L̂= 〈nL〉 be
a sequence of integer matrices such that

[〈
nLi, j

〉]
= Li, j.

We write ˆ̀, or 〈n`〉, for the sequence of QLTs whose
canonical representatives are (nβ ,nL,0) and, given a se-
quence p = 〈np〉 of integer vectors, we denote by ˆ̀(p) the
sequence

〈
n`
(

np
)〉

.
Let us illustrate these notations with an example. We

consider the matrix F of the rotation through an angle of
π/3:

F =

(
1/2 −

√
3/2√

3/2 1/2

)
,

and we assume α = 〈2n〉 and ω = 〈10n〉. Then, for β , we
take the geometric mean of α and ω:

β =
〈⌊√

20n
⌋〉

.

The corresponding matrix in Md′d(H Rω) is L =(L1,1 L1,2
L2,1 L2,2

)
where

L1,1 = L2,2 = [〈0,5,50,500, . . .〉] and,
L2,1 =−L1,2 = [〈0,8,86,866, . . .〉] .

Then, the sequence of matrices L̂ = 〈nL〉 can be set as

0L =

(
0 0
0 0

)
, 1L =

(
5 −8
8 5

)
,

2L =

(
50 −86
86 50

)
, 3L =

(
500 −866
866 500

)
, . . .

Thereby, the sequence of QLTs ˆ̀ is defined by

P
0`7−→
⌊(

0 0
0 0

)
P
⌋
, P

1`7−→
⌊

1
4

(
5 −8
8 5

)
P
⌋
,

P
2`7−→
⌊

1
20

(
50 −86
86 50

)
P
⌋
, P

3`7−→
⌊

1
89

(
500 −866
866 500

)
P
⌋
,

. . .

Taking p = 〈(0,0),(1,1),(2,2),(5,5), . . .〉, whose equiv-
alence class represents the vector exp(iπ/4) in H Rα , the
sequence of vectors L̂(p) is

〈(0,0),(−1,3),(−3,13),(−21,76), . . .〉

(to be compare with the vector exp(i(7π/12)) at the scales
yielded by β ).

Then, from Lemma 2, we derive the next assertion that
links Ω-LTs and the related sequences of QLTs, that is,
basically, matrices of sequences and sequences of matri-
ces.

Corollary 2. Let ` : H Rα
d → H Rβ

d′ be an Ω-LT.
Then, for any vector u ∈H Rα

d , one has

`(u) =
[ ˆ̀(û)

]
.

Proof. Let L and U be the matrices arising from ` and u.
On the one hand, the nth element of the sequence ˆ̀(û)

is the vector n`
(

nû
)

which, by definition of n`, has matrix(
nL nÛ

)
÷ nβ .

On the other hand, from Lemma 2, the vector `(u) has
matrix

[(
L̂ Û
)
÷β

]
and, since +, × and ÷ are termwise

operations in ZN, the nth element of the sequence
(
L̂ Û
)
÷

β is
(

nL nû
)
÷ nβ .

8



The following theorem characterizes the relationship
between the Ω-LT from H Rd

α to H Rd′
β

and the quasi-

linear transformations from Zd to Zd′ .

Theorem 1. Let ` be a map from H Rα
d to H Rβ

d′

where α ∈ o(β 2). Let ω = β 2÷α .
If ` is an Ω-LT with matrix L, then, for any sequence

〈ng〉 of QLTs with canonical representatives
(

nγ,nG,np
)

such that 〈nγ〉 =β β , 〈‖nG‖
∞
〉 ∈ O(ω) and [〈nG〉] = L,

one has, for any u ∈H Rα
d , `(u) =

[〈
ng
(

nû
)〉]

.
Conversely, ` is an Ω-LT if there exists a sequence of

QLTs 〈ng〉 with scales nγ such that 〈nγ〉=ω β , 〈‖nG‖
∞
〉 ∈

O(ω) and, for any u ∈H Rα
d , there exists û such that

`(u) =
[〈

ng
(

nû
)〉]

.

Proof. Firstly, we assume that ` is an Ω-LT.
Let L ∈Md,d′(H Rω) be the matrix of `. Let 〈ng〉 be
a sequence of QLTs whose canonical representatives are
are the triples

(
nγ,nG,np

)
where 〈nγ〉=β β and [〈nG〉] =

L. We derive from Corollary 2 that, for any vector
u ∈H Rα

d , `(u) has a representative whose nth term is(
nGnû

)
÷ nβ . Then, to achieve the first part of the proof,

it suffices to show that the sequences 〈
(

nGnû
)
÷ nβ 〉 and

〈ng(nû)〉 are equivalent for the relation =β .∣∣(nG(nû) ÷n
β
)
− ng(nû)

∣∣
=
∣∣(nG(nû)÷ n

β
)
−
(
(nG(nû)+ np)÷ n

γ
)∣∣

≤ 1+
∣∣∣∣ nG(nû)

nβ
−

nG(nû)+ np
nγ

∣∣∣∣
≤ 1+

∣∣∣∣ nG(nû)
nβ

∣∣∣∣ ∣∣∣∣1− nβ

nγ

∣∣∣∣+ ∣∣∣∣ np
nγ

∣∣∣∣ .
Since, for any integer n, ng is a QLT, we derive that

∣∣(nG(nû)÷ n
β
)
− ng(nû)

∣∣≤ 2+
∣∣∣∣ nG(nû)

nβ

∣∣∣∣ ∣∣∣∣1− nβ

nγ

∣∣∣∣ .
As u ∈ H Rα

d , ‖nû‖∞ is in O(α) and 〈‖nG‖
∞
〉 is in

O(β 2÷α), the ratio nG(nû)/nβ is in O(β ). Moreover,
by hypothesis, the ratio nβ/nγ tends toward 1. Therefore,
the difference between

(
nGnû

)
÷nβ and ng(nû) is in o(β ),

that is, 〈
(

nGnû
)
÷ nβ 〉=β 〈ng(nû)〉.

Conversely, we assume a sequence of QLTs 〈ng〉 with
scales nγ such that 〈nγ〉 =β β , 〈‖nG‖

∞
〉 ∈ O(β 2 ÷ α)

and, for any u ∈H Rα
d , there exists û such that `(u) =

[〈
ng
(

nû
)〉]

. Let nG be the matrix of the canonical rep-
resentative of ng. Since, as shown in the first part of
the proof, the sequences 〈

(
nGnû

)
÷ nβ 〉 and 〈ng(nû)〉 are

equivalent for the relation =β , we derive that, for any u
there exists û such that

`(u) =
[
〈
(nGnû

)
÷ n

β 〉
]
.

Actually, since 〈‖nG‖
∞
〉 ∈ O(β 2÷α), the latter equality

is true for any representative of u.
We are now able to prove the linearity of `.

`(u+v) = [〈nG(nû+ nv̂)÷ n
β 〉]

=
[
〈
(nG(nû)+ nG(nv̂)

)
÷ n

β 〉
]

= [〈nG(nû)÷ n
β + nG(nû)÷ n

β + nR〉] ,

where nR ∈ {0,1}d′ . Thus,

`(u+v) = [〈nG(nû)÷ n
β 〉]+ [〈nG(nû)÷ n

β 〉]
= `(u)+ `(v).

Alike, we prove that `(λ ×α u) = ψβ ◦ ϕα(λ )×β `(u)
for any λ ∈ H Rα . On the one hand, from the defini-
tion of the product×α , we have λ×α u=

[
〈nλ̂ nû÷ nα〉

]
.

Thereby,

`(λ ×α u) =
[〈nG(n

λ̂
nû÷ n

α)÷ n
β
〉]

.

Then, picking a representative a in `(λ ×α u),

a =β

〈nG(n
λ̂

nû÷ n
α)÷ n

β
〉

=β

〈 nλ̂

nαnβ

nG(nû)+O
(β

α

)〉
=β

〈 nλ̂

nαnβ

nG(nû)
〉
.

On the other hand,

ψβ ◦ϕα(λ )×β `(u) =
[⌊

β
λ̂

α

⌋]
×β

[
〈nG(nû)÷ n

β 〉
]
.

Picking a representative b in ψβ ◦ϕα(λ )×β `(u),

b =β

〈(⌊ nβ nλ̂

nα

⌋(nG(nû)÷ n
β
))
÷ n

β

〉
=β

〈 nλ̂

nαnβ

nG(nû)+O
( nλ

nα

)
+O

( nG(nû)
(nβ )2

)
+O(1)

〉
9



From the hypotheses, we derive that 〈nλ 〉 ∈ O(〈nα〉) and
〈nG(nû)〉 ∈ O(

〈
nβ 2
〉
). Thus,

b =β

〈 nλ̂

nαnβ

nG(nû)+O(1)
〉

=β

〈 nλ̂

nαnβ

nG(nû)
〉
.

Therefore a =β b , that is, `(λ ×α u) = ψβ ◦ϕα(λ )×β

`(u). Eventually, we conclude that ` is an Ω-LT.

In Sec. 3.2, we have shown that sequences of QLTs
arise from the Ω-LTs between H Rα

d and H Rβ
d′ and

in Sec. 3.1, it was established that those Ω-LTs are in
correspondance with the Euclidean linear maps. Thereby,
we can achieve the Ω-arithmetization scheme for the Eu-
clidean linear maps. This is the purpose of the next sec-
tion.

3.3 Convergence
Corollary 1 establishes a pointwise convergence property
of some sequences of maps—involving Ω-LTs—toward
the Euclidean linear transformations. The main result of
this section, Theorem 2, enforces the latter result by show-
ing that the convergence is uniform on any compact sub-
set of Rn and by describing the convergence speed. Fur-
thermore, rather than appealing to Ω-LT, the result is now
expressed in terms of sequences of QLTs.

Before stating and proving our theorem, let us assess
the relations between Euclidean linear maps, QLTs and
Ω-LT through a new commutative diagram (Fig 4). Be-
sides, in the same way we defined in Sec. 3.1 the maps
ξ HR

γ : Re →H Rγ
e and χHR

γ : H Rγ
e → Re (e ≥ 1), we

now define, for any infinitely large number ω , the maps
ξZ

ω : Re→ 〈Z〉
ω

e and χZ
ω : 〈Z〉

ω

e→ Re by ξZ
ω (x) = bωxc

and χZ
ω (〈n p〉) = limsup〈n p/nω〉. These maps have the

same properties as ξ HR
γ and χHR

γ : ξZ
γ is an injective map

and χZ
γ ◦ ξZ

γ is the identity map of Re. Furthermore, the
restriction of ξZ

γ ◦ χZ
γ to ξZ

γ (Re) is the identity map of
ξZ

γ (Re). Then, the linear subspace y = f (x) of R2×R2,
which perfectly defines the linear transformation f , is in
one-to-one correspondence with the sequence of quasi-
planes 〈y = n`(x)〉 of Z2×Z2, providing a multiscale in-
teger model of the plane y = f (x) for the sequence of
scales 〈(nα,nβ )〉.

Rd Rd′

〈Z〉α
d 〈Z〉β

d′

H Rα
d H Rβ

d′

f //

〈n`〉
//

`
//

OO

sections/projections

��

OO

��

ξZ
α

��

OO

χZ
α

ξZ
β

��

OO

χZ
β

ξ HR
α

##

;;

χHR
α ξ HR

β

||

cc

χHR
β

Figure 4: The skeleton of the Ω-arithmetization scheme
of a Euclidean linear map f . The Ω-LT ` has for matrix
the Harthong–Reeb version (over the ring H Rω where
ω = β 2÷α) of the matrix of f . The sections of the Ω-
LT for the involved equivalence relations give raise to se-
quences of QLTs 〈n`〉 which uniformly converge, up to a
rescaling, toward the linear map f .

Theorem 2. Let f : Rd → Rd′ be a linear transforma-
tion, F its matrix and K ⊂ Rd a compact set. Given α ,
β , ω three infinitely large numbers such that β 2 ∼ αω ,
we consider the sequence 〈ng〉 where ng is the QLT whose
canonical representation is (nβ ,bnω Fc ,0). Then, for any
x ∈ K,

∥∥∥∥∥ f (x)−
ng
(
bnαxc

)
nβ

∥∥∥∥∥
∞

≤ ‖F‖∞

nα
+

(‖F‖
∞
+1+d)(‖x‖

∞
+1)

nω
+

1
nβ

.

Proof. We set p = n(ξZ
α (x)) = bnα xc and G =

n(ξZ
ω (F)) = bnω Fc. Moreover, we write α , β , ω instead

of nα , nβ and nω . The column matrices of the vectors
p and x are noted P and X respectively. Then, according
to the definition of ng, the column matrix of the vector
f (x)− ng

(
p
)
/β is

FX− 1
β

⌊
1
β

GP
⌋
.

We split this vector in four parts whose norms will then

10



be bounded from above.

FX− 1
β

⌊
1
β

GP
⌋

=

(
FX− 1

α
FP
)
+

(
1
α

FP− 1
β

⌊
1
β

GP
⌋)

=
1
α

F(αX−P)+
1

α ω
(ω F−G)P+(

1
α ω

GP− 1
β

⌊ 1
β

GP
⌋)

=
1
α

F(αX−P)+
1

α ω
(ω F−G)P+(

β 2

αω
−1
)(

1
β 2 GP

)
+

1
β

(
1
β

GP−
⌊

1
β

GP
⌋)

.

The four terms of the latter sum are now bounded from
above in infinite norm.

• Because P = bα Xc, one has

‖(1/α)F(αX−P)‖
∞

≤ (1/α)‖F‖
∞
‖(αX−P‖

∞
≤ (1/α)‖F‖

∞
;

• the coefficients of the matrix ωF−G are fractional
parts: (ωF−G)i, j = ωFi, j−

⌊
ωFi, j

⌋
. Then,

‖(1/αω)(ωF−G)P‖
∞

≤ (1/αω)‖ωF−G‖
∞
‖P‖

∞
< (d/αω)‖P‖

∞
.

Since ‖p‖
∞

< α ‖x‖
∞
+ 1 ≤ α(‖x‖

∞
+ 1), it

follows that ‖(1/αω)(ωF−G)P‖
∞

is less than
(d/ω)(‖x‖

∞
+1);

• By definition of ω , β 2 − αω < α . Furthermore,
‖G‖

∞
< ω(‖F‖

∞
+ 1) and ‖p‖

∞
< α(‖x‖

∞
+ 1).

Then, the term
∥∥((β 2/αω)−1

)(
(1/β 2)GP

)∥∥
∞

is
bounded from above by (1/ω)(‖F‖

∞
+ 1)(‖x‖

∞
+

1).

• (1/β )‖(1/β )GP−b(1/β )GPc‖
∞

is clearly
bounded from above by 1/β .

Putting together all these upper bounds, we obtain the de-
sired inequality.

4 Conclusion

Via a constructive version of the real numbers, the
Harthong–Reeb line, we have obtained a multi-scale arith-
metization scheme of the Euclidean affine transforma-
tions. In this framework, an infinite sequence of quasi-
linear transformations is the translation of a single Eu-
clidean affine map. Depending, on the choices of the
infinitely large numbers α , β , ω , the obtained sequence
can be more or less obvious. Nevertheless, the merit of
this approach is to bring an insight into the properties of
discrete computations of affine maps and to open a new
field of study. Indeed, it is well known that computer
affine transformation implementations are not one-to-one,
do not preserve fixed points, topology and so on. But
the Harthong–Reeb model show that such implementa-
tions operate on sections of equivalence classes instead
of equivalence classes. Then, for instance, a Euclidean
vector may have a singular preimage while its section
on a computer have a non-singular preimage which con-
tains the points of the equivalence class that are exposed
by the section (preimage structures are studied in the pa-
pers [13,15] among others). Then, the next task in the pro-
posed framework is to revisit the properties of the quasi-
linear transformations under this multi-scale interpreta-
tion derived from the Harthong–Reeb line.
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