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Abstract : this paper presents a structural approach for the study of the monitoring ability
on large scale systems. The structural canonical decomposition, obtained as a result of a
structural study based on graph theory, points out the monitorable part of the system and
provides a way to generate residuals. From this result, some extensions are possible as
direct residual generation by variable elimination or sensor implementation.

Keyword : Failure detection and isolation, structure system, graphs, sensors systems, Non

linear systems.

INTRODUCTION

Model based fault detection and isolation procedures
(FDI) rest on the comparison between the actual
behaviour of the system and a reference behaviour
describing its normal operation. The reference
behaviour is commonly expressed using a knowledge
base representation or analytical models (Chow, et
al., 1984)

One of the most frequently used approaches is based
on the use of Analytical Redundancy Relations
(ARR) : the knowledge available upon the system
leads to express its normal operation by a set of
invariant features : the residuals of the ARR
(coherence model). The fault detection amounts thus
to a decision problem : is the variance of the residuals
the effect of noise, of normal deviations and errors or
is it the effect of a failure?

In a structural point of view, the system is modeled
as a network of elementary activities, each of them
processing a subset of variables. Among the set of all
the variables, only some of them are known

(computed by elementary activities) or measured (a
sensor performs also an elementary activity).

For a given instrumentation scheme, the canonical
decomposition (Staroswiecki, et al., 1989; Declerck,
1991) of the system structure exhibits a sub-system
on which failure detection and identification
procedures can be designed. Note that since only
structural information are used, this approach applies
to large scale systems described by a great number of
variables, even when their analytical models are not
precisely known.

The quality of the FDI procedure is then evaluated in
terms of isolability of the different failure events
through the set of invariant features that has been
found (Cassar, et al., 1994; Carpentier, et al., 1996).

This paper first presents the principles of Fault
Detection and Isolation. The second part tackles the
structural analysis applied to the FDI systems design.
In the last part, the structural principles are applied to
problems related to FDI system design : sensors
implementation and non linear systems monitoring.



I. MODEL BASED MONITORING.

L1. System Modeling

When a model based approach is used, an operating
model gives some information about the variables the
plant involves. It can indicate the values that some
variables should have in their simpler expression, or
express some knowledge about the generating process
of these variables.

The analytical model gives an explicit formulation of

the operating model. It is generally made up of two

parts:

-[ihe first one describes the operation of the plant,
including the actuators and the process dynamics.
It expresses the way in which the controls are
transformed into states. The state trajectories
depend on the initial state for dynamic models.

-[the second one describes the measurements that are
available. It expresses the way in which the
sensors transform some states of the process into
output signals that can be used for control or FDI
purposes.

Both parts of the analytical model depend on some
parameters.

1.2. FDI system.

Various approaches to F.D.I. using analytical
redundancy have been proposed (see the surveys by
P.M. Frank (1990), R. Iserman (1984), A. S.
Willsky (1976)). They all consist of three main
stages : in the first stage, residuals are generated
using the operating model and the available
information (inputs and outputs of the system).
Residuals are variables whose value is zero when the
plant operates normally under ideal circumstances (no
noise, no modeling errors, no unknown inputs, no
parameter deviation,...). Since those ideal
circumstances will never be encountered, the residuals
will differ from zero. This is why a decision
procedure, in the second stage, is applied to the
residuals. This procedure aims at discriminating those
non zero values that are the result of Modeling errors,
unknown inputs, measurement noises and those
which reflect some abnormal behaviour in the plant
(actuator, sensor, plant's component). On the basis of
these results, the third stage will provide a fault or
failure inference and isolate the part of the plant that
is the most likely to be incriminated.

L.3. Residuals generation

Let z(t,t-p) be the vector of the values of a vector z
on a temporal window of size p : z(t,t-p)T = z(t)T,

z(t—])T,... z(t—p)T] where.T means transposition.

The analytical model of the system first expresses the
relations between the internal variables x(t,t-p) (as
the state variables) and the control variables u(t,t-p)

and secondly the measurement y(t,t-p) as functions of
the internal variables.

F(x(t,t-p),u(t,t-p)) =0
ey
y(t’t_p) = G(X(t’t_p))

In order to be able to check on line the actual value of
the residuals, their computational schemes, at a given
time t, must only make use of known variables,
namely the values of u(t,t-p) and of O (t,t-p). The
unknown variables vector x has thus to be eliminated
in the system (1).

For that, three main approaches have been developed :
parameter estimation, state estimation and input
output models.

An input output model expresses some invariance
property of the system in the form :

(D[u(t’t_p)’ Y(t’t_p)] = 0 (2)

It is re-writing of the plant and measurement models
in which only known variables intervene. In the
linear case, they are named Parity equations, or
Analytical Redundancy Relations (A.R.R.) in a more
general case.

The equality to zero in (2) will in fact never hold
since the system is never under ideal circumstances ;
in that sense, the Analytical Redundancy based
residual vector will take the form :

r(t) = ®[u(t,t-p), y(t.t-p)] ©)

The following part will now present how the
structural analysis is used as a guideline for unknown
variables elimination and thus for residuals
generation.

II. STRUCTURAL ANALYSIS.

II.1. Structure of the model

From the very general point of view that is that of
structural analysis, the model of the system is only
considered as a set of constraints that apply to a set of
variables.

Let F = { f1,f2,f3,...,fm} if the set is of the
constraints that represent the system model and Z =
{z1,z2,23,...zn} be the set of the variables.

The set Z contains two subsets K, X. K is the
subset of known variables : the control variables set
U and the measured variables set Y. The set X is the
subset of the unknown variables.

The structure of the model is a digraph (F,Z,A7)
which associates the two sets that constitute the
system, F and Z, with the set of the links between
their elements, A7



FxZ Ay
(fiz) € A7 <= the constraint fj applies to the
variable z;

Let a belong to Az, we note v(a) the extremity of a

in Z and c(a) the extremity of a in F, so a can be
written : a= (c(a),v(a)).

I1.2. Monitorable Subsystems

a. Subsystems

Let P(E) be the set of the subsets of a given set E;
we define constraint and variable structures using the
following applications:

Q: P(F)— P(Z)
F— Q(F) = { zj | 3 fi € F, such that (fi,zj) € Az }

Definition : A subsystem is a pair (F,Q(F)) where F
is a subset of F.

Let Q(F) = Qx(F) U Qx(F), where Qx(F) is the
subset of the known variables in Q(F) while Qx(F) is

the subset of the unknown ones. The constraints that
define the subsystem may be then written as:

FQkF).Qx(®) =0 “4)

b. Monitorable subsystems.
Definition : A subsystem is monitorable if it is
equivalent to analytical redundancy relations of form

2).

This property can be expressed as follows :
the system is (F,Q(F) monitorable if and only if a
transformation T can be found such that

TIF.QM)] = F,QF')) withK  Q(F')

The analytical relation is then expressed as :
FQE) =0 )
I1.3. Canonical decomposition.

According to the consideration given above, the
problem of finding monitorable subsystems is
equivalent to the problem of finding the subsystem in
which Qx(F) can be eliminated.

This part exhibits how the analysis of system
structure with regard to the unknown variables set X
can be a guideline for researching these subsystems.

a. Complete matching.
Let us consider the graph G(Fx,X,AX), which is the

restriction of the system structural graph to the set of
vertices X.

AX represents the subset of the arcs of A which only
link F to X.

Fx ={fj1 3 xi € Z such that (fj,xi) € Ax}

Remark : in the sequel of the paper, we will consider
that Fx = F. Indeed if the complement Fx of Fx

in F only involve known variables. The expression
(4) becomes then : Fx(Qy( Fx)) =0 which directly

constitutes analytical redundancy relations. Thus, the
subsystem ( Fx,Qx( FX)) is not worth being

studied.
Definitions:.

* G(F,X,A) is a matching on G(F,X,AYx) if and
only if:

1) A0 C Ax
2)V ay, ap € A with aj = ap
c(@y) = c(ap) and v(aq) = v(ap)

* A maximal matching on G(F,X,AX) is a matching
G(F.,X,A) such that:
VA A A=A GFXA is not a matching.
* A matching on G(F,X,AX) is complete with regard
to F ( respectively with regard to X) if and only if:

VfeF Jaec Asuchthatc(a) =1

(resp. V x € X, 3 a € A such that v(a) = x)

The problem of finding a maximal matching has been
intensively addressed (Berge, 1973; Minoux, et al.,
1986; Roy, 1970), in order to propose algorithms
whose complexity is only polynomial instead of
exponential.

The basic condition for the existence of a complete
matching is given by the Koenig-Hall theorem
(Berge, 1976):

a complete matching with regard to Fx exists on
G(F,X,Ax) if and only if :

VF C]F |Qx(F‘)| > |F'|
The dual result can be stated for the existence of a
complete matching with regard to X.

b. Decomposition

It has been demonstrated by P. Declerck (1991) that a
system can be decomposed according to a canonical
form using a maximal matching. The figure 1
exhibits this decomposition on the incidence matrix
of the structure. The oblique straight line symbolises
a maximal matching G(F,X,A) Some other results
concerning digraph decomposition and algorithms in



order to find the canonical components can be found
in (Dulmage, 1958; Murota, 1987).

The matching G*(F*,X* A*x) is complete with
regard to X*.

The matching = G*( F*, X* A*x) is complete
with regard to  F*

The matching G.(F.,X,,A.X) is complete with
X, |.

regard to X, and |F,| >

I1.4. Subsystems characterisation

a. Complete matching interpretation
Let us now give an interpretation of the notion of
complete matching.

Let us consider a sub-system (F',Q(F")). In the case
of numerical analytical model, the set of constraints
(4) applied to (F',Q(F")) can be processed as a set of
equations (6) to be solved with regard to X' = Qx(F").

F'(Qk(¥F).X) =0 ©)

Proposition 1 :

the existence of a complete matching with regard to
X' and F' is a necessary condition for the system (6)
to be solved in X'.

Proof :
1) |F'| = K'| constitutes a necessary condition
for the solving of any numerical system.

2) Let us suppose that the system (F',Q(F")) includes
a subsystem (F">Q(" F'*))(said under determinate).

In such a sub-system, X'* can't be solved though
the condition 1) holds for the whole system. Indeed,

by supposing Xjg'* be the solution of X'*, the
system of equation (6) is then reduced to the system
(7) to be solved in = X"*.

CFHQpFHUXG*, X™) =0 @
X
X*
Known x X_*
—t— _I: R
I....- - 0 0 }F*
AN *
= F
< | o i
~ s F
A S ‘—*
A N } F
o, E ~_ |

Figure 1 : Canonical decomposition of the system
structure

From the definition of ~X'* we have

| F*| < K™| and then the part 1) of the
necessary condition doesn't hold.

3) Since the matching is complete with regard to
both X' and F' one has obviously | F' | = |X' | . The
condition 1) is verified.

From the canonical decomposition the complete

matching on X' imposes that the subset X'* is
empty. So the case 2) can't occur and the whole set
X' matched the necessary condition to be solved.

End of proof

Remarks : 1. In the linear static case, the existence of
solution for the system of equations (6) depends on
the rank of the matrix that represents the analytical
model. The matrix determinant can be defined as the
sum of all the complete matchings in the structure of
the matrix. From this definition, the complete
matching on the unknown variable is a necessary
condition for the system to be of full rank.

2. In the non linear static case, the structure of the
jacobian matrix of the system is the structure of the
system too (Murota, 1987). So local solutions
around an operating point can be considered as in the
linear case.

b. Bad conditioned sub-system

The complete matching doesn't constitute a sufficient

condition. Indeed, in some particular cases the system

(6) is bad conditioned. Such a system can be

transformed in an other one (F",Q(F")) in such a way

t|hat| the| diflference |F"| —X"| is greater than
F'| - |X'|.

This case can be summarized by the figure 2.

XV XH
N
AN AN
A S A N
A S " AN
~ F ~
v AN
F N\ N
I \ Iq
| N
Transformation
a) b)

Figure 2 : bad conditioned system reduction

In this case the system of equations (6)
(F'(Qk(F"),X") =0 ) can't be solved in X', while the
system F"*(Qp(F"*),X") = 0 has got a solution in
X",

From the figure 2-b and the explanation above, the
subsystem (F",X") belongs to the subsystem (F.,X,)

of the decomposition.
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Figure 3 : monitorable sub-system

¢. Monitorable sub-systems

Let us consider the component (F.,X,) of the
canonical decomposition. Let F,= be c(Ax) N F, the
part of F, associated with the complete matching and

let F,* be its complement in F,. That leads to the
notations of the figure 3.

Proposition 2.
If the canonical decomposition makes a component
(F.,X,) appear, this subsystem constitutes a

monitorable subsystem.

Proof :
We have to consider two cases :

1) The sub-system (F,=,X,) is well conditioned. Let
XsQk(F.7)) be the solution of the corresponding
system of equations for given values of QK(F. ).

Using the remaining relations F,} leads to :

F.FQK(F).Xs(QK(F9)) =0

which constitutes a set of analytical redundancy
relations.

2) The sub-system (F,=,X ) is bad conditioned. It can

then be reduced as explained above and directly leads to
a well conditioned sub-system corresponding to case 1.

In both cases the subsystem is monitorable.

End of proof
Remark :

In the case 2), the constraints f € F.* can only be used

if Qx(f) is included in the set of variables which can be
solved from the reduced subsystem.

I1.5. Residuals Generation.

The analytical redundancy relations, which are used for
the residual computation, can be derived from
monitorable sub-system using two approaches.

The first approach has been used in the proof given
above. Its decomposes the generation process into
two stages : the first one is the computation of the
solution with regard to the unknown variables ; in
the second stage this solution is substituted into the
remaining relations.

The second approach aims to eliminate the set of
unknown variables in a single operation. In the linear
case, the projection operation is used for this purpose
and that leads to the parity techniques (Chow, et al.,
1984) . In the case of polynomial models, the theory
of elimination can be used (Guernez, et al., 1996).

III. RELATED RESULTS

II1.1. Model manipulation

a. System reduction

As mentioned above, the redundancy relations are
obtained by eliminating the unknown variables. In
the case of polynomial models, the theory of
elimination (Cox, ef al., 1992) can be used to
eliminate recursively some subsets of unknown
variables associated to sub-systems with appropriate
structural properties (Guernez, et al., 1996).

b. Elimination guideline

The theory of elimination leads to tools which are
only able to deal with small sized system. The
analysis of the structure provides guidelines which
allow to decompose and to order the process of
elimination (Guernez, et al., 1996).

II1.2. F.D.I. system performances

a. Failure signatures

Failures can be defined as the dysfunction a
component of the system (sensors, actuator, ...)
associated to a constraint relation of the operating
model. The signature of a failure is defined as the set
of residuals whose computation uses the constraint
associated with the failure. A binary vector can be
associated with each signature (Cassar, et al., 1994).

b. Performances criteria

The ability to distinguish the effects of the failure
events on the residual results defines the isolation
performances derived from the set of redundancy
relations. It can be evaluated by calculating the
Hamming distance between each pair of signatures of
failure events.

It can be shown that the isolation capability increases
with the number of redundancy relations.

b Control of the Residuals structure

From an initial set of redundancy relations, it is
possible to generate new relations leading to suitable
isolation properties. In the linear case, this is
achieved by appropriate linear combination of the
residuals (Staroswiecki, et al., 1991). In the non



linear case, the theory of elimination is used again
(Guernez, et al., 1996).

c. Sensors location

All the analyses performed above rest on the basis of
a given instrumentation. This has been designed for
other purposes than F.D.I. and the obtained
performances can be limited. The sensors location
procedure starts from the definition of the failures to
be processed and locates the sensors by using a
structure guided recursive algorithm in order to obtain
the desired performances (Carpentier, et al., 1996).

IV. CONCLUSION.

The structural decomposition of a system we have
presented constitutes a good way to analyse the
redundancy of the knowledge available about the
system. This redundancy is used to detect and isolate
eventual faults and failures.

Structural analysis appears to be a good tool for some
related studies. However, the results are always
subject to a limitation which rests on the possibility
of bad conditioned sub-system. These cases can be
detected by the structural analysis which ignores the
analytical aspect of the model.

However this approach makes no hypothesis about
the kind of model which should be used and can then
be applied to various process models. From this
point of view, it can be considered as a very powerful
pre-processing of any classical residual generation
method applied to large scale systems.
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