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A TWO-SOLITON WITH TRANSIENT TURBULENT REGIME

FOR THE CUBIC HALF-WAVE EQUATION ON THE REAL LINE

PATRICK GERARD, ENNO LENZMANN, OANA POCOVNICU, AND PIERRE RAPHAEL

1.

1.1.
1.2.
1.3.
1.4.
1.5.
1.6.
1.7.
2.

2.1.
2.2.
2.3.
2.4.
3.

3.1.
3.2.
3.3.
3.4.
3.5.
4.

4.1.
4.2.
4.3.
4.4.
4.5.
4.6.
4.7.

ABsTRACT. We consider the focusing cubic half-wave equation on the real line
idru+ |Dlu = |ul*u, [Dlu(€) = [€la(€), (t,z) € Ry xR.

We construct an asymptotic global-in-time compact two-soliton solution with
arbitrarily small Z?-norm which exhibits the following two regimes: (i) a tran-
sient turbulent regime characterized by a dramatic and explicit growth of its
H'-norm on a finite time interval, followed by (ii) a saturation regime in which

1 . . . .
the H -norm remains stationary large forever in time.
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1. Introduction
In this paper we consider the L2-critical focusing half-wave equation on R:
i0yu + |D|u = |ul*u

, (tx) e Ry xR, wu(t,z) € C, 1.1
Wy = w0 € HA(R) (t,z) € Ry (t,x) (1.1)

(Half-wave) {

where we use the pseudo—differential operators

D = —idy, |D[f(&) = [£](&).
Evolution problems with nonlocal dispersion such as (1.1) naturally arise in var-
ious physical settings, including continuum limits of lattice systems [25], models
for wave turbulence [0, 30|, and gravitational collapse [10, 12]. The phenomenon
that we study in this paper is the growth of high Sobolev norms in infinite di-
mensional Hamiltonian systems, which has attracted considerable attention over
the past twenty years [2, 49, 30, 4, 52, 6, 7, 13, 43, 21, 19, 22, 23, 20, 17| . The
aim of this paper is to develop a robust approach for constructing solutions whose
high Sobolev norms grow over time, based on multisolitary wave interactions. In
particular, we construct an asymptotic two-soliton solution of (1.1) that exhibits
the following two regimes: (i) a transient turbulent regime characterized by a dra-
matic and explicit growth of its H'-norm on a finite time interval, followed by (ii)
a saturation regime in which the H'-norm remains stationary large forever in time.

1.1. The focusing cubic half-wave equation. Let us recall the main qualitative
features of the half-wave model (1.1). The Cauchy problem is locally well-posed in
H?, see [15, 26], and for all uy € H%, there exists a unique solution v € C([0,7T), H%)

with the blow up alternative

T < 400 implies £1Tr:rpl\|u(t)\|H% = +o0. (1.2)
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Moreover, additional H* regularity on the data, s > %, is propagated by the flow.
The Hamlltonlan model (1.1) admits three conservation laws:

Mass : /]utw]dx—/]uo )|?dx
Momentum : Re </ Duﬂ(t,x)dm) = Re </ Duou_o(x)dac>

Energy :  E(u(t)) = %/||D|éu|2(t,x)dx - %/|u|4(t,:c)dx — B(u).

The scaling symmetry
— \3u()\2
ux(t, z) = A2u(A°t, Ax)

leaves the L2-norm invariant

2y
lun (@, )llzz = [[u(A7E, ) 2
and hence the problem is L?-critical.
By a standard variational argument, the best constant in the Gagliardo-Nirenberg
inequality
4 12 2 1

lullzs S D12 ullzelullzz, Vu e H2,

is attained on the unique positive even ground state solution to
IDIQ+Q-Q°=0.

Note that the uniqueness of @) is a nontrivial claim, recently obtained in [11]. This
implies the lower bound

E(u)Z%[ HQ||||L2}/||D| dz, Vue He. (1.3)

Using the conservation of mass and energy, it then follows for ug € H 3 with
luollr2 < [|Ql| > that

[u@®ll ;3 < C(luollz2; E(uo)), Vte€R. (1.4)

Combining this with (1.2), one obtains the global existence criterion:
up € H2 and |fugllzz < Q|2 imply T = +o0. (1.5)

This criterion is sharp as there exist minimal mass finite energy finite time blow up
solutions, see [26]. In this paper we will only consider solutions with ug € H' of
arbitrarily small mass, which are hence global-in-time u € C(R, H').

1.2. Growth of high Sobolev norms. One of the main topics in the study of
nonlinear Hamiltonian PDEs is the long time behaviour of global-in-time solutions.
A possible type of behavior, that attracted significant attention over the last twenty
years, is the so called forward energy cascade phenomenon. This phenomenon refers
to the conserved energy of global-in-time solutions moving from low-frequency con-
centration zones to high-frequency ones over time. One way to illustrate it is the
growth of high Sobolev norms:

lu(®)||zs = </<£>2S|ﬂ(t,£)|2d§>;

Indeed, for sufficiently large s > 0, above the level of regularity of the conserved
Hamiltonian, the growth over time of ||u(t)|/ s indicates that the Fourier trans-
form (¢, &) is supported on higher and higher frequencies ¢ as the time ¢ increases.
To the best of the authors’ knowledge, all the rigorous mathematical analysis that
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has been done on the forward energy cascade focuses on finding infinite dimen-
sional Hamiltonian PDEs that admit examples of solutions exhibiting growth of
high Sobolev norms. A lot of the results available are in the context of nonlin-
ear Schrodinger equations (NLS). In particular, for the defocusing cubic nonlinear
Schrédinger equation on T2, Bourgain [5] asked whether there exist solutions u with
initial condition ug € H*(T?), s > 1, such that
lim sup |[u(t)|| gs = oo.
t—o0

Despite attracting considerable attention, this question remains unanswered.

The forward energy cascade phenomenon also appears in the physical theory
of wave (weak) turbulence. This is a theory in plasma physics and water waves,
based on pioneering work of Zakharov from the 1960s, with many similarities to
Kolmogorov’s theory of hydrodynamical turbulence. It can be loosely defined as the
“out-of-equilibrium statistics of random nonlinear waves" (see [21]). Even though
wave turbulence refers to a statistical description of solutions and not to single
solutions, and even though this theory does not yet have a rigorous mathematical
justification, it is believed that exhibiting examples of solutions whose high Sobolev
norms grow over time is a first step and a minimal necessary condition for wave
turbulence. As far as the authors are aware, all mathematically rigorous results
that are available are in this spirit, and so is the main result of this paper.

In the following, we briefly mention some of the references in the literature re-
garding the growth of high Sobolev norms for nonlinear Hamiltonian PDEs. First,
in the context of NLS, polynomial-in-time upper bounds on the growth of ||u(t)| s,

lu(@) = S Y, s> 1,

were obtained; see Bourgain [2, 5|, Staffilani [19], Sohinger [17, 48], Colliander,
Kwon, and Oh [3].

The first examples of Hamiltonian PDEs (nonlinear Schrédinger equations and
nonlinear wave equations) that admit solutions with energy transfer were con-
structed by Bourgain |1, 2, 3|. However, these examples do not deal with standard
NLS or NLW, but with modifications of these specifically designed to exhibit infi-
nite growth of high Sobolev norms (these are PDEs involving, instead of the Laplace
operator, a perturbation of it, or PDEs with a suitably chosen nonlocal nonlinear-
ity). In [29], Kuksin considered small dispersion cubic NLS and proved that generic
solutions grow larger than a negative power of the dispersion. A seminal result is
that by Colliander, Keel, Staffilani, Takaoka, and Tao [7] who proved arbitrarily
large growth of high Sobolev norms in finite time for the defocusing cubic NLS on
T2. More precisely, given s > 1, ¢ < 1, and K > 1, they constructed a solution u
such that

[u(O)| g2 <& and  |uw(T)|zs > K,

for some finite time 7" > 0. The influential result in [7], especially their intricate
combinatorial construction, was refined and generalized to various other settings
[21, 19, 18, 22, 20, 23]. In particular, in [22], an example of infinite growth of high
Sobolev norms was obtained for the defocusing cubic NLS on R x T¢, d > 2. For
the cubic NLS on T?, however, the fate of the solution u after the growth time 7'
remains unknown. )
For the cubic half-wave equation, due to mass and energy conservation, the H2-
norm of solutions with initial data in H?> is uniformly bounded in time, both for
the defocusing equation, as well as for the focusing equation with initial data of
sufficiently small mass ||u(0)|z2 < ||@]|z2 (see (1.4) above). However, in the spirit
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of |7], arbitrarily large growth in finite time of higher Sobolev norms — H®-norms
with s > 1/2 — was proved on R in [44]' and on T in [15]. As in [7], the behaviour
of the solutions that exhibit growth remains unknown after some finite time, which
is what motivated our work in the present paper. The results in [15, 44] are based
on information on the totally resonant model associated with the cubic half-wave
equation, namely the Szegs equation. Infinite growth of high Sobolev norms for
solutions of the Szegd equation was obtained on R in [43] and on T in [17]. Moreover,
on T, this was shown [17] to be a generic phenomenon, displaying infinitely many
forward and backward energy cascades. Also notice that long time divergence of high
Sobolev norms was also obtained for a perturbation of the cubic Szegs equation on
T in [51]. We present below the key features of the Szegd equation and its relation
to the cubic half-wave equation.

1.3. The Szegd program. Applying the Szegs projector I1, of L? onto nonnega-
tive Fourier modes: -

I u(§) = Lesou(€),
the half-wave equation (1.1) becomes

i(Opuy — Opuy) = I (Jul?u)
i(Opu— + Opu_) = (I — II")(|uf*u)
uy = u, u_ = -1 )u .

For small data in the range of I and of norm ¢ < 1 in a sufficiently regular Sobolev
space one can show [15, 44] that, for times of order ¢~2|log¢|, an approximation of
the half-wave flow is given by the cubic Szegd equation

{ i0pu = I (Ju)?u)
1

1.6

The Szegd equation can be understood as the totally resonant model associated
1
to (1.1). It is still a nonlinear Hamiltonian model, well-posed in H2, and the

conservation of mass and momentum implies that all H Z-solutions are global-in-
time and
[u@l, = O], 3. V<R

A spectacular feature of the cubic Szegd equation discovered in [13] is its complete
integrability in the sense of the existence of a Lax pair, which in particular allows for
the derivation of explicit families of special solutions of either multisolitary waves
or breather-type, both on the line and on the torus, see [12, 43, 13, 14, 16, 17]. The
complete integrability implies the conservation of infinitely many conservation laws
which, however, roughly speaking, all live at the H 3-level of regularity only.

In [43], Pocovnicu exhibits for the flow on the line, one of the very first ex-
plicit examples of growth of high Sobolev norms for a nonlinear infinite dimensional
Hamiltonian model:

< 1 pr—
lu@®l 3 S10 m ()l = +oo as ¢ — +oo.

The analysis in [43] is based on the explicit computation of a two-soliton solution
for the cubic Szegs flow, relying on complete integrability.? Indeed, as observed in

n [44], only a relative growth of high Sobolev norms was obtained, % —ooase — 0 for
some 1. > 1. However, this readily yields arbitrary large growth in finite time via an L*-invariant
scaling argument. Secondly, the result in [44] is stated for the defocusing half-wave equation, but
essentially the same proof works for the focusing half-wave equation with initial data of small mass.

2The key property that triggers growth of high Sobolev norms ||u(t)| s ~ t**~1, s > 1 is that

the Hankel operator H, in the Lax pair of the Szeg6 equation has a multiple (double) eigenvalue.
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[12], (1.6) admits a traveling wave solution

2

t,r) =Q (z —t)e ™ with QT (x): 1.
ult, 1) = Qe = e with Q¥(@) = 5 (17)
Using complete integrability formulas, an exact two-soliton can be computed:
iE—,Il(t)) —iy (£) + <.’E—$2(t)> it
u(t,r) = aq(t 7 em + oy Z e\ em()’
(1) = n(0Q" (78 et (2
with the asymptotic behavior on the manifold of solitary waves,
al(t)'\'l, ’il(t)Nl_na ﬂfl(t)N(l—U)t, 0<nkl (1 8)
OCQ(t) ~ 17 ﬁ?(t) ~ ti27 $2(t) ~t. .

In particular, this two-soliton exhibits growth of high Sobolev norms over time
|u®)||gs ~ 271, s > 3, and the mechanism of growth is the concentration of the
second bubble ky(t) ~ %

The full dynamical system underlying two-solitons for the Szegd equation and
the associated codimension one set of turbulent initial data is revisited in details in
Appendix B.

Combining the growth of high Sobolev norms for a two-soliton of the Szegé equa-
tion on R [43] discussed above, with a long time approximation theorem relating
the Szegd model and the half-wave equation, yields the following arbitrarily large
growth in finite time result for the half-wave equation:

Theorem 1.1 ([11]). Let 0 < ¢ < 1. There exists a solution of the (focus-
ing/defocusing) cubic half-wave equation on R and there exists T ~ e=® such that

1
luO)||gr = and |Ju(T)|| g = - > 1.

As in [7], the behaviour of the turbulent solution in the above theorem after the
time 7" remains unknown. In this paper, we construct a turbulent solution of (1.1)
that we can control for all future times. Furthermore, our aim in this paper is
to develop a robust approach to compute turbulent regimes based on multisolitary
wave interactions, avoiding on purpose complete integrability tools.

1.4. Mass-subcritical traveling waves. As observed in [26] following [11], the
half-wave problem (1.1) admits mass-subcritical small speed traveling waves®

_ , D
wttn) = Qs (525 ) et P2ER0 105 - 100 =0. (19)

with
lim Qg = (;? Q < Q .
ﬁl 0 B ) H 5HL2 H HL2

An elementary but spectacular observation is that these traveling waves in fact exist
for all |5] < 1 and converge in the singular relativistic limit B — 1 to the soliton of
the limiting Szegd equation given by (1.7):

lim —Q"
im Qs — Q"3

3Note that this phenomenon does not exist for the mass-critical focusing nonlinear Schrédinger
equation on R due to the degeneracy induced by the Galilean symmetry ug(t,z) = Qg(x—ﬁt)e”f"(t)
with Qp(x) = Q(x)e** and hence ||Qgl|r2 = ||Q||z2 for all 3 € R, and indeed solutions with mass
below that of the ground state scatter [9].
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See Section 2. Note from (1.9) that this is fundamentally a singular elliptic limit,
and the associated almost relativistic traveling waves are arbitrarily small in the
critical space:

lim ||ug(t, )| 2 = 0.

i s,
Hence, another link is made between the half-wave problem and its totally resonant
limit given by the Szegs equation through the sole consideration of the full family
of nonlinear traveling waves.

1.5. Statement of the result. In Theorem 1.1, the turbulent solution of (1.1)
was constructed as a long time approximation of the turbulent two-soliton of the
Szegd equation. The approximation theorem used is valid for any solution of the
Szegd equation (respectively of the half-wave equation) with small regular data, not
only for two-solitons. In this paper, we take a more efficient approach. Instead
of approximating a large class of solutions of (1.1) by their Szegd counterparts,
we concentrate on constructing a single solution of (1.1) that mimics the growth
mechanism of the turbulent two-soliton of the Szegd equation. Of course, complete
integrability is lost, but the analysis initiated by Martel in [31] and revisited in
[27] for the nonlocal Hartree problem paves the way to the construction of compact
two-bubble elements. More precisely, one can in principle extract from the equa-
tion the approximate dynamical system driving each solitary wave of an asymptotic
two-soliton, at least in a regime where the waves are separated in space, and the
robust energy method developed in [27] allows one to follow the flow all the way to
+00.

Theorem 1.2 (Solution with transient turbulent regime and saturated growth).
There exists a universal constant 0 < 6* < 1 and, for all § € (0,5%), there exists
0 < n*(0) < 1 such that the following holds. For every n € (0,n*), let the times

1 5
s L=
1 1

Ty =

then there exists a solution u € C([Tiy, +00), H') to (1.1) which is H? -compact as
t — +oo with the following behavior:
1. Initial data: the initial data at time Ty, has size

1

1
lu(Ta)l72 ~ 0, ID2w(Ta)l7e ~ 1, | Du(Ti)l7e ~ eI

2. Turbulent regime: on [Tin, T ], the solution experiences a turbulent interaction
with an explicit monotone growth of the H'-norm

2
lu(®)l7n = g(l +0(V9)). (1.10)
3. Saturation: the interaction ceases after T~ and there holds the saturation

1
lu(®) |21 = =% for t =T~
n
The turbulent interaction behind (1.10) is an explicit energy transfer along the
singular branch of traveling waves (g, and the solution can more explicitly be
described as follows. For all times t € [T}y, +00), the solution admits a two solitary



8 PATRICK GERARD, ENNO LENZMANN, OANA POCOVNICU, AND PIERRE RAPHAEL

wave decomposition

2
u(t,z) = L @ — z;(t) e~ (1) T
=257 () ™ et

with the following properties:

1. Structure of the first soliton: the first soliton remains nearly unchanged, i.e. for
all t > Tiy,

Al(t) ~ 17 1- 51(t) ~ 1, xl(t) ~ (1 - 77)t7 'Yl(t) ~t.

2. Concentration of the second soliton: the second soliton behaves like a solitary
wave

Ao(t) ~ 1, xa(t) ~ Bat, 7a(t) ~t

with a concentration of size in the transient turbulent regime:

- iy = 1020

which saturates after the interaction time 7 :

1—pa(t) = 77360(%) for t>1T".

for t e [Tin, T,

3. Asymptotic compact behaviour: this solution is minimal near 400, i.e.
li t =0.
Jime()ls =0

1.6. Comments on the result. Theorem 1.2 exhibits, for a canonical dispersive
model, an explicit mechanism of growth of high Sobolev norms. To the best of the
authors’ knowledge, this is one of the first results in which one can control for all
times a turbulent solution of a nonlinear Hamiltonian PDE.

1. The two regimes. The key element behind Theorem 1.2 is the derivation of
the leading order ODEs driving the geometrical parameters as in [26]. There are
two main new pieces of information. First, we can compute explicitly the rate of
concentration which is given by the t-growth as in [13]. This rate is very sensitive
to the phase shift between the waves in the transient regime, and another phase
shift would generate another speed. Note that the growth can be computed for any
H?-Sobolev norm above the energy, i.e. s > %, and the data can also be taken
arbitrarily small in H' by a fixed rescaling. Secondly and unlike in the case of
the Szegé equation, there is no infinite growth of the H'-norm for the solution
we construct. Here we encountered an essential feature in the structure of the Qg
solitary wave. The limiting solitary wave of the Szegs equation has according to
(1.7) a far out decay

while for ()g there is a transition regime
1
(z)(1+ (1= B)(z))’

In particular, when the waves forming the two-soliton separate and their relative
distance becomes large

Qplz) ~ B <1 (1.11)

1
s — 21 > ——

1-p’
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their interaction weakens from %) to ﬁ, and this explains why the concentration
mechanism stops in the far out two-soliton dynamics.

2. Compact bubbles with energy transfer. Theorem 1.2 lies within the construction
of compact elements which has attracted a considerable attention for the past ten
years both for global problems since the pioneering breakthrough work [31] and
[32, 27, 36] and blow up problems [39, 46, 37, 26]. It is in particular shown in
[26] how the presence of polynomially decaying interactions can lead to dramatic
deformations of the soliton dynamics, for example from the straight line motion for
each wave to the hyperbolic two body problem of gravitation for the two-soliton
of the gravitational Hartree model on R3. The energy transfer mechanism between
KdV waves |11, 35] or the recent multibubble infinite time blow up mechanism of
[38] are deeply connected to Theorem 1.2. This is the first instance, however, when
modulation analysis used in all the above cited works, is employed to find solutions
that exhibit growth of high Sobolev norms. Let us insist that the growth (1.10) does
not excite the L2-scaling instability of the problem as in [26], but the j3-instability

which according to (1.9) is H 2-critical and hence compatible with the small data
coercive conservation laws. More generally, there is little understanding of the long
time asymptotics of wave equations in small dimensions due to the lack of disper-
sion, see for example |28], and it is essential for the construction to consider compact
nondispersive flows.

3. Specificity of the analysis. The following two problems are simpler than the
result in Theorem 1.2: (i) the construction of an asymptotic two-soliton without
turbulent interaction in the continuation of [27], and (ii) exhibiting a growth mech-
anism of the H'-norm on some sufficiently large time interval as in [44], using the
limiting singular Szegé regime (see Theorem 1.1 above). The aim of Theorem 1.2 is
to perform both the above in the same time and, in particular, to capture the asso-
ciated saturation of the H'-norm which we expect displays some universality, and
hence describes the long time dynamical bifurcation of (1.1) from the Szegd singular
regime (1.8) beyond usual Ehrenfest-like times. We then face two essential difficul-
ties. First, the nonlocal nature of the problem in the presence of slowly decaying
solitary waves makes interactions very large and hard to decouple as in [24, 36]. In
particular, we need to control the logarithmic instability of the phase shift between
the waves, which is central for the derivation of the growth mechanism. This forces
us to develop both the complete description of the bifurcation QT — @z and a
new strategy for the derivation of sharp modulation equations for geometrical pa-
rameters, see Proposition 4.12. Secondly, the need for high order approximations of
the solution required to capture the leading order mechanism is reminiscent of the
pioneering two-soliton interaction computations in [34, 35]. But the main difficulty
here is the fact that the traveling wave equation (1.9) is a singular elliptic problem
which degenerates as  — 1. Hence one looses the control of natural energy norms
in the concentration process, which a priori should ruin the approach developed in
[24]. The wave-like structure of the equation is essential to overcome this difficulty.
We also need to develop various new estimates involving the IIT projection operator
onto positive frequencies since in the concentration process, this projection and the
Szegd-like regimes are essential for the analysis.

4. Regularity shift in the growth of Sobolev norms. Compared to previous results on
the growth of high Sobolev norms for nonlinear Schréodinger equations, see |7, 19,
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21, 22, 23, 20], it is interesting to notice that Theorem 1.2 implies the existence of
small data in H' such that the H*-norm of the solution becomes large, not only for
s = 1, but also for s < 1 close to 1. Notice that this regularity shift also holds —
with unbounded solutions at infinity — for the cubic Szegd equation, see [14, 17],
where in [17] this phenomenon is established to be generic.

Having completed this work, let us mention a number of related open problems.

e The main one is probably the existence of a solution of (1.1) such that
lim sup, oo [[u(t)[| g1 = +o00.

e What are the possible growth rates ? From the recent paper [50], we know
that this rate cannot be bigger than eo(t2), how optimal is it ?

e Are unbounded solutions in H' generic ? Is the behavior ||u(t)|| T 00

generic, or rather is it generic to have infinitely many forward and backward
energy cascades, as in the case of the cubic Szeg§ equation on the circle ?

To conclude, we hope that Theorem 1.2 is an important step towards a better
understanding of the role played by interactions of solitons in turbulent transfers of
energy.

1.7. Strategy of the proof. We outline in this subsection the main steps and
difficulties in the proof of Theorem 1.2.

Step 1: Description of the bifurcation QT — Qp. Our first task is to completely
describe the solutions to the singular elliptic traveling wave equation

D| - 6D

%Qﬁ +Qp—QplQsl* =0
in the limit 8 — 1. The local existence and uniqueness of the profile Q3 for 3 close
to 1 in Proposition 2.2 relies on a classical Lyapunov-Schmidt argument, which itself
relies on the non degeneracy of the linearized operator close to Q* for the Szegd
problem proved in [412]. The Lyapunov-Schmidt argument yields the non degeneracy
of the linearized operator close to Qg in Proposition 2.4. We then completely de-
scribe the profile in space of ()3 and, in particular, its long range asymptotics which
displays a nontrivial boundary layer at x ~ ﬁ, see Section 3. Here we aimed at
avoiding logarithmic losses which would be dramatic for the forthcoming analysis,
and this requires the consideration of suitable norms and Fourier multipliers.

Step 2: Two-soliton ansatz. We now implement the strategy developed in [24] and
construct an approximate solution of the form
U= Uy + ug

after reduction to the slow variables

1 . ds; 1 x —xi(t) ‘
u;(t,z) = —v(s;,y;)e, —L = , Yji= / , j=12.
p{h) = il G =N W N0 - 50)
J
Here we proceed to an expansion of the profiles v; after separation of variables
N
vi(85,95) = Qa5 i) + Y Tim (i, P(s5)),
n=1

where P encodes the geometrical parameters of the problem

P - ()‘1, >\2a/827ﬁ2yra R)
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and (I', R) denote the phase shift and relative distance between the waves after
renormalization

Tro — I
I'=yw—m, R=—F7——
T2— M M= B
which is always large R > 1. The laws for the parameters are adjusted
(A)S]’ (ﬁj)&
= M; I = B, 1.12
= M(P), = By(P) (112

in order to ensure the solvability of the elliptic system defining 7} ,,; see Proposition
4.6. In order to keep control of the various terms produced by this procedure, we
need to define a notion of admissible function, see Definition 4.1, which is compati-
ble with the properties of Q3 and stable for this nonlinear procedure of construction
of the approximate solution. The strategy is conceptually similar to [27], but the
functional framework is considerably more challenging due to the slow decay of the
solitary wave @ and to the singular nature of the bifurcation Q@ — Q.

Step 3: Leading order dynamics. We now extract the leading order dynamics for
the ODEs predicted by (1.12). This step is more delicate than one would expect,
in particular because we need to keep track of a logarithmic instability of the phase
shift I" which is essential for the derivation of the turbulent growth. We observe in
Proposition 4.12 that mimicking the conservation laws of mass and kinetic momen-
tum for the approximate solution provides nonlinear cancellations and a high order
approximation of the dynamical system for P. Roughly speaking, this reads

(5_1)t~0 (Ba)e 2cosT
1-5 " 1-82 R(1+(1-p51)R)

which reflects the decay (1.11). Hence, 1 — 81 ~ n and as long as I' ~ 0 and
t < % ~ T~ , we have the decay

R~

1
1-—- /82 (t) ~ t_za
which saturates for t > T—. Keeping the phase under control requires a high order
approximation of the modulation equations (Proposition 4.12) and a careful inte-
gration of the associated modulation equations; see Subsection 4.8.

Step 4: Backwards integration and energy bounds. We now solve the problem from
+oo following the backward integration scheme designed in [39, 31, 32, 27]. In the
setting of a suitable bootstrap (Proposition 5.2), the solution decomposes into two
bubbles and radiation

2
1 i
u(t,z) = Zuj +e(t,z), uj(t,r) = —v;(s;,y;)e,
j=1 H
where the profiles v; have been constructed above. We pick a sequence T;, — +o00
and look for uniform backwards estimates for the solution to (1.1) with Cauchy data

at T;, given by
e(T,) = 0. (1.13)

The heart of the analysis is to design an energy estimate to control . Following
[32, 27], the energy functional is a localization in space of the total conserved energy,
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with cut-off functions which are adapted to the dramatic change of size of the second
bubble. The outcome is an energy bound of the type

d g (6 ) Cn

— ) <—+—+— 1.14

Coem)| s L2+ 2 (114)

where N is the order of accuracy of the approximate solution and can be made
arbitrarily large, and G is a suitable energy functional with roughly

2
G(e) ~ [l 4.

1

see Proposition 5.1. Bootstrapping the bound G(e(t)) < and integrating in time

2

using the boundary condition (1.13) yields
1
Ge) S —=>
Ntz

which is an improved bound for N universal sufficiently large. The critical point
in this argument is the % loss only in the RHS of (1.14). In general, the terms
induced by the necessary localization procedure may be difficult to control, and
sometimes the only known way out is a symmetry assumption on the behaviour of
the bubbles as in |27, 38]. This is not an option here since the turbulent regime
is in essence asymmetric. Furthermore, a fundamental difficulty here is that the
linearized operator close to @3 depends on 8 and degenerates as § — 1, see (5.16).
We show in Section 5 that the above strategy can be implemented with a sharp loss
of % only, using two new ingredients: a favorable algebra for the localization terms,
which seems specific to wave-like problems and is reminiscent of a related algebra
in [36], see the proof of (E.14), and the splitting of the motion along positive and
negative frequencies which move in space differently. Hence the full energy method
relies very strongly on the localization both in space and frequency of the infinite
dimensional part of the solution.

This paper is organized as follows. In Section 2, we construct the bifurcation
Q" — Qp a la Lyapunov-Schmidt, and we study in detail the Qg profile in Section
3. In Section 4, we produce the two-bubble approximate solution (Proposition 4.6)
and derive and study the associated dynamical system for the geometrical param-
eters (Proposition 4.12 and Subsection 4.8). In Section 5, we close the control of
the infinite dimensional remainder by setting up the bootstrap argument (Proposi-
tion 5.2), and by using in particular the key energetic control given in Proposition
5.4. The proof of Theorem 1.2 easily follows from Proposition 5.2 as detailed in
Subsection 5.8. Appendix A is devoted to simple algebraic formulae involving Q.
Appendix B revisits the two-soliton dynamics for the Szeg equation on the line
studied by Pocovnicu [12]. Appendix C establishes some non degeneracy lemma al-
lowing to implement the modulation theory in this context. Appendix D is devoted
to basic commutator estimates. Appendix E contains estimates on some cut-off
functions which are crucial in our energy method. Finally, Appendix F is devoted
to the coercivity of our energy functional.

Notations. On L?(R), we adopt the real scalar product

(u,v) = Re (/Rum;>. (1.15)

(x) ==V 1+ 22

For x € R, we set
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If s > 0 and f is a tempered distribution such that f is locally integrable near & = 0,
we define the tempered distribution |D|®f by

~

[DI*f(§) = [E1°f (&) -
We define the differential operators

Aof =20y f, Af:= %erAxf, Ag = (1—-PB)0s

and the function

0
$g =y, Qs+ (1 — 5)%-

We use the Sobolev norm

1 lwnoe = S5oll0% fllz, k€N
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2. Existence and uniqueness of traveling waves

2.1. The limiting Szegd profile. We consider
1
H?(R) := {u e H2(R) : supp(ii) C R, }

1
and, for every u € H}(R) \ {0},
(Du, u)||ull?,

JT () =
)=,

LIt = inf JH(u) .
ueH 2 (R)\{0}

It is known ([42]) that I is a minimum and that its minimizers are exactly

C
Q(m)—x+p,lmp>0.

Moreover, those minimizers which satisfy the following Euler-Lagrange equation

DQ+Q - I (IQFQ) =0,
are given by
2

Q(z) =e"QY (x +x0) , QF(z) := m i (7,m0) € T x R. (2.1)
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2.2. Existence of traveling waves. To show the existence of nontrivial traveling
waves (g satisfying (1.9), we consider the minimization problem
D| — BD)u, ) ||u||?
DL =BDsdllly e
lullZ4 ueHZ (R)\{0}

Ja(u) ==

From [26] and a simple scaling argument, we have the following result:

Proposition 2.1 (Small traveling waves). For all 0 < § < 1, the infimum Ig is
attained. Moreover, any minimizer Qg for Jg(u) such that

((ID| = 8D)Qs,Qp) _ 213

1
2 4
_ 1 _ _ 2.2
Q513 = S5l T — (22)
satisfies the following equation'
IDI
Qﬁ +Qp = |Q5| Qs-

6

In what follows, let Qg denote the set of minimizers Qg of Jg(u) such that (2.2)
holds.

Proposition 2.2 (Profile of Qg). If Qs € Qg and § — 1,6 < 1, there exist
z(B) € R and v € T such that, up to a subsequence,

Qs(x — x(8)) = Q" ()
strongly in H> (R). More precisely, for  sufficiently close to 1, we have

Qs — 2(8)) — Q¥ (2)|] 3 < C(1— B)M2|log(1 - B)=. (2:3)
Proof. First observe that, since |D| — D > (1 — 5)|D|,
Ig = (1=P)o ,

and, by plugging u = Q™ in J3,

We claim that indeed,

1-5
Decompose
Qs = QF +Q5 . QF = T1(Qp) -
Then identities (2.2) read
21

SL(DIQ;.Qp) =

1
1QEIZ: +11Q5 117> = F11Q5 + QpllLs = (DQ, Q) + 3

This implies in particular

Q‘Q

412
1Q5117. <2, (IDIQ5,Q5) <21, (1-8), [|Q57+ < T —+=(1-8)—0.

We are going to improve these estimates on QE, using the following identity on
Fourier transforms, which is an immediate consequence of the equation for Qg in
Proposition 2.2,

—~ 1 —
Qs(&) = @@M%)ﬁ(ﬁ) :
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In particular,
~ _ {f<0} 320 24
30 = SR (2.4

From (2.4) and the Plancherel formula, we immediately get

! QsPQs©)Pde <C1—p) .  (25)

0 1
o /_oo ( 1+5|£|)

1511z =

where we used a bound on Qg in L3, which is a consequence of identities (2.2) and
of the estimate Ig < (1 — B)I" . Similarly, we have

e [3 20 2 2
(0@;.Q) =5 [ anwm de < O(1— 5| log(1 ~ B)]
(2.6)

because of the logarithmic divergence of the integral at ¢ = 0. This already implies

1Q5 174 < C(1 = B)*[log(1 = B)] -
Finally, using the bound on (g in all the LP-norms with p finite, we have

Q5111 = 1Qs — Q51114 = 1QsI 74 — 4Re ( /R Qs1°Q5Q;5 dx) +0(|Q574)

_ 4 1 0 1 ST2A 2 3/2 1/2
= Qs 4Re< /M—H%mu@m Qule)f ds ) +0((1 = )" og(1 = B) /)

2m
= Qa7 — O((1 = B)|log(1 = B))).

Therefore
I < JHQY) = (DQE, Q5)IQL 17 _ (%)2
- ’ [CHE 1Qs1l%, — O((1 — B)|1og(1 — B)])
=1-3 iﬁﬁ —0((1—B)log(1 —B)) < It +0((1 - B)|log(1 — B)])).

Summing up, we have proved

~

01— 7 5 (1- B)llog1 - )]

1QF 13 — 20| + |I1QF ILe — 41| + | (DQF, @) — 21

< (1 8)[log(1 — B)| (2.7)
1Q5 N2 S (1= B)]log(1 — B)|2 (2.8)
IQ51 4 < (1= B)=.

1
By a concentration-compactness argument on the space Hfr (see e.g. [12], Prop.

5.1), this yields (2.3). O
By a straightforward argument, we upgrade the convergence of ()3 to any H?®.

Proposition 2.3. Let 8, — 1, 8, < 1, and suppose that Qp, € Qp, satisfies
Qp, — QT in H%(R) Then, for any s > 0, we have

1Qp, s < C
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In particular, |Qg, ||~ < C and it holds that
Qp, — QT in H5(R) for all s > 0.

Proof. 1t suffices to prove the claim for integer s € N. By applying V?® to the
equation satisfied by @), := Qg,, we obtain that

\Y
VoQn = st_l(lQnIQQn) =: A5, VT H(|Qul*Qn). (2.9)

n

Using the simple fact that |{| — 8¢ > (1 —f)[¢|, we see that ||Ag, |72 2 < C holds.
Thus, by choosing s = 1, we obtain the uniform bound

IVQullzz < Cll@nllzs < C,

since ||Qnl|r6 < C because of Q, — QT in H 2. Hence we obtain the uniform bounds
|Qnllzr < C and ||Qnllre < C (by Sobolev embedding). Now, by induction over
s € N, Leibniz’ rule, and the uniform bounds ||Q ||z~ < C, we find

|Qnllx < Ck
for any k € N. By interpolation, this bound implies that @, — Q" in H* for any
1
5> 0, since @, — Q" in H2 by assumption. O

2.3. Invertibility of the linearized operator. In this section, we fix a solitary
wave (Jg € Qg. Let the linearized operator close to this solitary wave be
|D| - BD
Lge = ——————
B 1-3
We may now invert £z and prove the continuity of the inverse in suitable weighted
norms.

e+e—2|Qsl’e — Q3. (2.10)

Proposition 2.4 (Invertibility of Lg). There exist B, € (0,1) such that for all
B € (Bx,1) and for all Qg € Qg, the following holds. There exists C > 0 such that

forall f € H3 we have

11,3 < C (12801, +1(£,iQ0)| + (£, 2:Q5)]) - (2.11)
Let g € H~% with
Then, there exists a unique solution to
Lof =9, (J:iQp) = (.0:Qp) =0, [ € H? (2.13)
and
115 S lsll, - (2.14)

Proof of Proposition 2.4. The invertibility claim follows easily once one proves (2.11).
Indeed, denote by Pg the orthogonal projection onto Vs := spang (iQ g, 0,Q3). Since
Vi C ker Lg from the invariance of the equation on ()3 by translation and phase
shift, we have

fekerLg= f—Pgf ckerLy .

Applying estimate (2.11) to f — Pgf, we conclude that f — Pgf = 0, namely f € Vj.
Therefore, ker Lz = V3. The rest of the statement is just Fredholm alternative
applied to the self-adjoint Fredholm operator Lg.

In the remaining we will prove (2.11).



A TWO-SOLITON FOR THE CUBIC HALF-WAVE EQUATION 17

Step 1: We first claim that

1
vred: |l <0 (ILfl, QDI +11..Q0)) . (215)
where £ denotes the linearized operator for the equation on QT,

o= Dete— T, (2Q" e + (QF)%) e HE . (2.16)
To prove this estimate, we closely follow Section 5 of [15]. More precisely, we
decompose f € HJ%r according to the orthogonal decomposition
LA=VaiV)reiVaeV, V:=spang(iQ*,0,Q") ,
which reads
f=1+fH+1.

By translation invariance and phase shift invariance, £ = 0 on V. Moreover, an
exact computation yields

LQT) = =2(DQT +QT), LDQy) = —2DQT —4Q" .
Consequently, £ : iV — iV is one to one. Finally, £: (V @iV)*+ — (V@ iV)’ and
is coercive (as shown in [15]),

(L )2 ey (217)
and consequently,
l .
Vi e HEN(V @Y. I,y <UL,y

We now proceed by contradiction. Assume (2.15) fails. Then there exists a sequence

1
(fn) of H} such that
Wall oy =10 1EFall 3 =0 1(uri@)] + (s 2@ =0
Decomposing f, = f + f//; + [y, we notice that the last condition exactly means
", — 0 in the plane V. Moreover, since ||f"|r2 < |[fnllz2, we may assume that

/" — f{ in the plane iV. Since
we have, for every g € iV,

(Lfn1:9) = (Lfag) =0,
whence (Lf{',g) =0, or Lf{' =0, which implies f{ = 0 since £ : iV — iV is one to
one. Finally, we conclude that £f) — 0 in H _%, which implies f/ — 0 in H %, and
finally f,, = 0in H %, a contradiction.

Step 2: Proof of (2.11). This now follows from a standard perturbation argument.
Indeed, since (2.14) is translation and phase-shift invariant, it is enough to prove it
for Qs = Qp, = QT, By — 1, n > N sufficiently large. In the following, we write

Qn = Qﬁn-
For fe H %, we observe that

2 _ 2 2
1€5, 012,y = WML Lo, FIP y + T L, £,

_1 _1 _1 -
2 2 2
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Write f* := IIL(f). We have
(L5, f) = 1 + 5”

hence, using the L* bound for Qn,

(U (L5 1)) 2 o0

!D\f + T 2Quf + Q2 F)

5, UDIF f )+ 1F 7z = O el f s -

Using the Gagliardo—Nirenberg inequality for f~ and (3, close to 1, we can absorb
Il f *H%Al with a large factor and get

(I (Lp, f), f7) =

and finally

I Ca PPy = e (5

2

_ﬁn(!D\f_,f_) + 1712 = oMIF 174

1
LD )+ IR — o0
On the other hand,
I (Lp, f) =T (Lp, f7) + T (Lp, [7) = LFT 0T 407,

rTo= SI@QePT Q) Iy < Tl < Ol
rt o= (2@ = QTP+ (@1 = @DADT) Tl oy < HrFllze < o(WIF T ps

H™ 2
where we have used uniform estimates on @Q,, and the fact that Q,, — QT in L? for
every p. Finally,

I (Lo, HIE g 2 ILFEIE 3 = oIS F 1T — OIS I17s - (2.18)

Summing up, we get, using again the absorption of || f~ ||z,

1
2

1
ﬂn(lle*,f*) + ||f\|%2> + Hﬁf+||2% — oW f |74 -
On the other hand,
(£, 0:Qu) > +1(£,1Qn)* = |(f7,0.Q ) +|(f7,iQT)[* = o) £ -

Summing the last two inequalities and using estimate (2.15) for f*, we absorb the
term o(1)(|[f™[|2, + || f]/32) and obtain the desired estimate. O

Remark 2.5. We also have the estimate
11,5 < € (11267 11,-y + 10£0Q D) +1(£,0.Q0)1) (2.19)

if 8 is close enough to 1 and Qg is close enough to @*. This will be useful in the
next subsection for defining a smooth branch of Q3.

2.4. Uniqueness of traveling waves for § € (., 1) close to 1.

Proposition 2.6. There exists B, € (0,1) such that the following holds.

e For every 8 € (By, 1), for every Qﬁ,()ﬁ in Qg, there exists (v,y) € T x R
such that

Qp(r) = ¢"Qp(x —y) .
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e There exists a neighborhood U of Q™ in H? such that, for every 5 € (B, 1),
QpNU contains a unique point Qg satisfying

Moreover, we have
1 1
1Qs = QT llm = O (11 = Bl log(1 - B)|) . (2.20)

The map B € (Bs,1) = Qg € H> is smooth, tends to Q* as 8 tends to 1,
and its deriwative is uniquely determined by

{55(65625) = 25 (Q5 —T1-(1Qs1°Qp)) (2.21)

(05Qp,1QT) = (03Qp,0,QT) =0

Proof. Let us prove the first item. We may assume that Qg and Qﬁ tend to QT as
B tends to 1. For (v,y) € T x R, we then define

8(1’,’)’,:{/,,@) = Qﬁ(l') - ei,ng(l' - y) )
and

f(’%yaﬁ) = (6('a7ayaﬁ),iéﬁ) ) 9(%?/,5) = (6('a7aya/8),ax(25) .

These two functions are smooth in (v, y) and their Jacobian matrix at (v, y) = (0,0)

is close to
(—iQ+,iQ%)  (.Q,iQ%)\ _ [—27 2n
(_iQ+7 al‘Q+) (8$Q+7 axQ+) T\ =27 4n

therefore it is uniformly invertible. Moreover, as 3 goes to 1, (0,0, 8) and ¢(0, 0, 3)
tend to 0. By the implicit function theorem, we conclude that there exist functions
v(B), y() with values near (0,0) such that

Then, coming back to the equations satisfied by Q4 and Qg, we infer that &(x, 8) :=
e(x,7(B),y(B), B) satisfies

125,50 B,
and, using estimate (2.14), we conclude that e(z, 3) = 0.

< Co(l)”a(.,B)HHl ,

1
2 2

Let us come to the second item. Select a family (Q%), with Q% € Qg, which

tends to QT as 8 tends to 1. Applying the implicit function theorem as before to
the functions

f~(77y7/8) = (GZ’YQ%( - y)vZQ+) ) 9(77:[/7/8) = (el’yQ%( - y)7axQ+) )

we find functions 7(8),7(3) valued near (0,0) which cancel f,§. This provides
the existence of ()g. The uniqueness comes from Remark 2.5. Furthermore, as a
consequence of (2.3), we get

1 1
1Qs = Q"1 = O (1L Bl 1og(1 - B)|F) .
Coming back to the equation satisfied by @3,

(IDI—BD

Qp = 1= 5

-1
1) (QsPQs) .
and expanding in the L?-norm

Qs2Qs = |QT Q" +0((1 - B)2|log(1 - B)[2) ,
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we infer, in the L? norm,

1
DQjs = D(D+1)~ "I (1Q*2Q")+D (“%WD’ ¥ 1) I (1Q* PQH)+0((1-8)3 | log(1—8) )

and finally
1 1
DQs=DQ" +0((1 - B)2|log(1 - B)|2) ,
in the L? norm, which completes the proof of (2.20).

Using again the equation satisfied by ()3 and the estimate from Remark 2.5, it is
then straightforward to prove that the map § — Qg is smooth on (8, 1) and that
its derivative satisfies

D|—D
Ls(95Qp) + (‘(1_75))5@6

Notice that (|D| — D)Qs = —2DQj. Projecting the equation for Q3 onto negative
Fourier modes, we get

=0, (05Qp,iQ") = (95Qp,0,Q™) = 0.

2DQ5 2
B - 2
= ~IL
= (@~ 1L(QsP Q)
which, plugged into the equation on d3Qg, leads to (2.21). O

3. Properties of ()3

We collect in this section information on ()g which will be essential for the con-
struction of the two-bubble approximate solutions.

3.1. Weighted norms and Fourier multipliers. For every function f on R and
B € (B«, 1), we define the following weighted norm,

|£15 == sup(z)(1 + (1 = B)|z])| f(z)] -
zeR
The next lemma will be crucial in all our estimates.
Lemma 3.1. Let {mg}a,<5<1 be a family of functions on R such that
sup Imalp2 < Mo, (3.1)

My

lzmg(z)| < TH (=B’

(3.2)

for some My > 0. Assume {ag,bs}s.<s<1 is bounded in L™ and is tight in L?,
namely

Bx<p<1

Then there exists a constant A > 0 independent of 3 such that, if f,h € L? satisfy
f=mgx(agf+bsf)+h,

the following estimate holds,

[l < Al(lasl poo + lasl g2 + 105l L0 + 1081 2) 1]z + [P4] -

2 2
sup / ag(x)|” + |bg(z)|"|de — O .
I$|>RH s(@)" +[bs(2)|"] do —
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Proof. First of all, we have trivially

[flzee < lImslpz (lagl e + 1081 o) 122 + 100 oo
hence it is enough to estimate |f(x)| for = large enough. Let Ry > 0 such that

1/2 1/2 .
sup [mg| </ Iaﬁ(y)IQdy> + (/ Ibﬁ(y)lz)dy> <3
8 ly|>Ro/2 ly|>Ro/2

For every R > 0, we set

M(R) := sup |f(z)] .
|2|>R

For |x| > R, and R > Ry, we write

lmp + (asf +bsF)(@)| < / ma(x — u)(as () f ) + bs ()T @) dy
)

/ mg(x —y)(ag(y)f(y) + bﬁ(y)m)dy
y

C 1 R
< mara Ul + bel) 112 + gM <5> |

This implies, for every R > Ry,
Cllasl2 + sl 2) 112 + 10l Ly <R> .

M(R) < R+ (1-B)R)

Applying this to R = 2™ for n > ng, we obtain

2

-n ny\— 1 n—
M(2") < K27 (14(1=)2") 4o M(2" ), K = Claglpo+bsl 1) 1f] 2+ 1Pl 5 -

Iterating, we get

MY < Kni 2~ () (1 4 (1 — g)2nP)~! <1>p + <1>MOH M2

<
= 8 8
n—no 1 n—no+1
< K214+ (1-B)20)7 Y 2Py <§> M(2m0h)
p=0

< QK +4mM@w )2 (14 (1 - 5)27) L.
Since |z| ~ 2" for 2" < |z| < 2""1 this completes the proof of the lemma. O
We now introduce an important class of families {mg}g, <g<1 satisfying estimates

(3.1), (3.2). Denote by M the class of families {115}3,<s<1 such that the Fourier
transform is given by

5(6) = Ay <f+(£) Leo + /- (—%5) 1§<0> , (33)

where fi € C*°(]0,+00)) satisfy the following requirements,

Wi > 0,Y¢ € (0,400, /()] < C;A+ )L £4(0) = £_(0) |

and where 3 — Ag is smooth on (f,,1) and is bounded with bounded derivatives
of any order. Indeed, the L2-estimate (3.1) on g is provided by

|f=(O < Co(1+ (),
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while (3.2) comes from

awmm=wm(ﬁmm—f:(—ilgﬁ),f;@w:[fmﬁgoé%§§:0(ljw0.

The advantage of the class M is that it is stable through various important oper-
ations. The first one is of course the product of convolution, which corresponds to
the product of functions 3 +— Ag and ¢ — f+(¢). The second one is the operator
x0y + 1, which corresponds to replacing fi by —(f4. Finally, if {13}, <p<1 belongs
to class M, then

(1= 905is() = (1-5)45 (£ 160+ £ (~150€) Leco)  (3)
24, 1+
—|—m g— <—m£> leco s (3.5)

where g_(¢) := (f"(¢). Hence the family

{1 = B)Isup}p.<p<1

is a sum of elements of class M.
A typical example of a family in class M is

. 1

mg = F —_—
g 1+ =5

)

which corresponds to

Ag=1, f(Q)=f(O)=01+O".

The above considerations lead to the following result, which will be of constant use
in the sequel.

Lemma 3.2. All the multipliers

and any convolution products between them satisfy properties (3.1) and (3.2).

We complete this subsection with three auxiliary results. The first one is the
crucial estimate for £z regarding the weighted norm | | 3.
Proposition 3.3 (Continuity of Egl in weighted norms). Let 8 € (f5s,1) and
g€ H™ > with
(9,1Qp) = (9,0:Qp) = 0.
Then any solution f to
Lsf=g, feH?

satisfies:

1flls < Clgll -y +1(f:iQa)| + (f, 0Qp)| + lmp * gli5) (3.6)
where

1

mg = Ft
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Proof. The equation reads
f=mgxg+mgx2Qsf+Q3f)
so we are in position to apply Lemma 3.1 with ag = 2[@5\2, bg = Q%, h=mg*g.

In view of the L°°-estimates and the tightness property for the family ()5 obtained
from Proposition 2.6, we infer

1f1ls < B(Ifllz2 + llmg * glls) -
On the other hand, by Proposition 2.4,

Il < WA, s S gl -y + 10 1Qp)] + [(F, 0:Qp)-

H2 ™~
This completes the proof. O
Remark 3.4. In view of Remark 2.5, one can replace
|(,1Qp)| + I(f, 92 Qp)]
by

[(f, Q)| + [(f, 0:Q4)]
in the right hand side of the estimate (3.6).

The second result is the following lemma.
Lemma 3.5. Assume ug satisfies (3.1) and (3.2). Then
g * (hah2)llg S [1halls hzlls -

Proof. First of all, the L>®-bound is an easy consequence of L? x L? C L>, so we
may assume |z| > 1. Then we split

pp * (hiho)(z) = /| o e(@ = y)ha(y)ha(y) dy +
y|I<5

/| Ja| pa(x —y)hi(y)ha(y) dy
yl=5

= Oz (1 + (1 = B)|z)) ") | hal| 1
sl ez 1hihall L2y > ) /2)

Oz (1 + (1 = B)|=) ") |[hall 2 || hal| 2
+O(jz|#2 (1 + (1 = B)lz)) ") Ihllgllh2lls

and the lemma follows. ]

IN

The third result concerns the LP norm of elements of class M.

Lemma 3.6. If {§18}5.<p<1 belongs to class M, then there exists C > 0 such that,
for every p € (1,00), for every B € (Bs, 1),

1
sl < € max (~Z.p)

Proof. From (3.3), the following holds,
1-p 1-p -1
= A =+ _ — s = .F .
oo = 43 (1s(0) + 1 gne (150 )+ s = F )
It is therefore sufficient to prove that, for every f € C*(R,) such that

c c
|f(E)] < Tre (O] < T+e2
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the inverse Fourier transform p = F~1(f) satisfies

~ 1
Wp e (1,00, il oy < € max (fp) |

First, an integration by part leads to

2T

which provides the bound
1
@) S — -
||
Secondly, if x is close to 0, introducing a cut-off function ¢ such that ¢ = 1 near 0,
and writing

uo) = [ et 5+ [ e - o@e)r© 5
we observe that
@)l S 1og<‘ ,)

o) % [ 'd%[w(x&)f(f)]' dE < o]

We infer that, near x = 0,

d§

or T p<(z) + p>(2)

while

Consequently,

N

I

p
/ <10g < >> dx +/ d_ac
<1 |z| 2|1 |2[P

-1
This completes the proof. O

N

3.2. Weighted estimates on (3.
Proposition 3.7. For every p,q € N, there exists C), , such that
VB € (B, 1), [(20:)P((1 = B)05) '@l s < Cpyq -
Proof. First assume p = ¢ = 0. We use the identity
Qs = mgp * (QslQsl%)

and Lemma 3.1 with

1

—1 2
mpg = F — , ag = |Qﬁ| )

by=0, h=0,

and we easily obtain
1Qsl5 < Cop -

Now let us prove the estimate for p = 0 and every ¢. Set Ag := (1 — 3)35. From
equation (2.21), we have

{ﬁﬁ(/&ﬁ@ﬁ) = 1338 (Qﬁ —T-(|Qsl Qﬁ))
(AﬁQﬁ,iQ+) = (AﬁQﬁ?a Q )
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From a priori H* estimates on Qg and inequality (3.6) — in fact Remark 3.4— we
infer

|850s], < © <1 + | ma (@5 - 1-(Qs1Q0)| >
From the equation (1.9) of Qz, we have
Qp =mg * (1Qs*Qs)
so that, with m; = II_my,
+(Qz —_(|Qsl*Qp)) = (myz xmy —my) * (1Qs[*Qp) -

Notice that
1+5 5

(1- ”%)
so that {mg *Mg — Mg }8.<p<1 belongs to class M, and therefore Lemma 3.5 yields

]:(mg *Mg _mg)(f) = leco

na, <o

For further reference, we are going to estimate ‘D@g QE HL2. Projecting the equation

of ABQg onto negative Fourier modes, we get
(14+5)D9sQ5 = AgQ; ~1I (2!Q5\2A5Q5+Q5A5Qﬁ)——ﬁ( 5 ~1-(1Qs°Qs)) -
From the estimate on AgQg we just established, we infer
o], <.
Let us prove by induction on ¢ > 1 that

], =6

(DaﬁAq 1@;” <, (3.7)

where Cj 4 and Cé are independent of 3. Notice that we just proved the case ¢ = 1.
In order to deal with higher orders, we observe that, for every function fz depending
smoothly on g,

B _ 2Df o L
Ls(Apfa) = Ag(Lpfp) + ﬁ +4Re(QpAsQp) 5 +2QsAsQsf 5 -

From this identity and the formula for AgQgs, we infer that Lg((Ag)9t1Qp) is a
linear combination of terms of the following form.
° Daﬁ(Aﬁ)rQﬁ, with r < g — 1.
° Aﬁ(AB)rQE for » < q and Ag depends smoothly on 3, is bounded as well as
its derivatives.
o Bgll_ ((Ag)an(Aﬁ)bQﬁ(Ag)cQ5>, where a + b+ ¢ < ¢, and Bg depends
smoothly on 3, is bounded as well as its derivatives.
° C’g([&g)“@g([&ﬁ)ng(]Xﬁ)cQﬁ, where a +b+c < g+ 1, a,b,c < ¢, and Cg
depends smoothly on £, is bounded as well as its derivatives.

Since all these terms are bounded in L? by the induction assumption, and since

(Ap)i*1Qs,iQT) = ((Ap)it1Qp,8,Q1) = 0, we infer from inequality (3.6) —
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fact Remark 3.4— that H(Aﬁ)qHQBHm is bounded independently of 3.
Now let us prove (3.7) at step ¢ + 1. Applying (INXB)Q‘H to
Qs = mg * (1Qs°Qp)

we obtain
(M) Qp = mp * (2\@312(]\/3)“1@5 + Q%(f\ﬁ)q“Qﬁ) +Rgq
where Rg, is a finite sum of terms of the form

(Ro)"ms + | (Rp)*Qa(As)Qa(Rp)1Qs| , a+b+e+d=g+1, max(be,d) <q.

Using Lemma 3.1, the L? estimate on ([Xg)qHQg, and Lemmas 3.2 and 3.5, as well
as the induction assumption, we infer

H([\ﬁ)qHQBHﬁ < Cogt1 -

Furthermore,

Ds(Ap)'Q4 = ?_ng * (Q\Qﬁlz(f\ﬁ)q“% + Q%(f\ﬁ)q“Qﬁ) +(1-8)"'DRg,

where (1 — 3)"'DRg, is a finite sum of terms of the form
(1-8)' D(Ag) mar | (As)'Qa(Rp)°Qs(Ap)1Qs] , abtotd = g1, max(b,e,d) < q.

It remains to observe that, if {y3} is an element of class M, then

(1= 574Dy (©) = Tecop - (-5

is uniformly bounded in L*°, therefore the convolution with (1 — ﬁ)_lD,ug is uni-

formly bounded on L?. This proves the L?-estimate on Dog (Aﬁ)qQE, and completes
the proof of (3.7) at step ¢ + 1.
Finally, we prove the estimate for every p, ¢, by induction on p + ¢. Assume that

‘AQ(AB)SQBHB <Crs,r+s<n,

and let us prove the inequality for » + s = n + 1. Since the case r = 0 is already
known, we may assume r = p+ 1,s = ¢ with p+ ¢ = n. Recall that A, := x0,. We
use the identity

Ao(f#g) =Aa(f)xg+ frbalg)+ frg= Do+ D)f g+ fxNalg)  (3.8)
to obtain
AZ(R9)7Qs = mys + (21Qal*AZ(R5)Qs + QEAR(R5)Q5 ) + Ry
where Rg,, , is a finite sum of terms of the form
(Ao + D)7 (Rg)"ms + [AY (R)P QA (Rp) Qs (R5)?Q5]
at+b+c+d=q,d +b++d =p, max(b,c,d) <qg—1or max(t/,c,d)<p—-1.

Let us first prove that Aﬁ“([&g)ng is uniformly bounded in L?. We apply A,
to the above formula giving AL(A5)?Qs. We expand A, Rg,,, using again identity
(3.8), and we get, by the induction assumption, that A, R34 is uniformly bounded
in L?. As for the term

mg <2|Qﬁ|2/\§(/~\ﬁ)q@6 + Q%Ag(]\ﬁ)qQﬁ) :
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we write
0z [mp * f] = x0pmpg * [ + Oymp * (xf) .
From the induction assumption, we easily get that
riems (2105 PMR5)1Q5 + QINERS5) | < Apa
On the other hand, since

Oxmp(€) = — 5
€1-5¢
1+ 55

is uniformly bounded, the uniform bounds on

12Ql Q81 e |

AZ(R5)7Qs|

L2
imply

Ormg + (20]Qa AL (R5)1Qs + 2Q3NE(R0)1Qs)

Summing up, we have proved that Ag—’—l(]\g)ng is uniformly bounded in L%. It
remains to prove a uniform bound of the weighted norm. But this is now a conse-
quence of the formula

AT (R5)1Qs = mp = (21Qs2A (A5)7Q5 + QEAETT(R5)9Q5 ) + Ropirg

of Lemmas 3.1, 3.2, 3.5 and of the induction assumption. The proof is complete. [

2 S prq :

3.3. Inverting Lz with a special right hand side. In this section, we consider
the equation

Since 10y@g is orthogonal to iQg and 9@, this equation has a unique solution
given by Proposition 3.3. The next lemma describes this solution as g tends to 1.

Lemma 3.8. Let ipg be defined by (3.9). Then,

o5 = Qs + 20,Qs + O((1 — A)bllog(1 - B)}) in HE®). (310

Proof. A computation based on the equation satisfied by @3 shows that

i o
Lp <Q6 + 5%%) = —2|Qs°Qs +iQ50,Qs.
On the other hand, we have

. 2BDQgs _
L3(Qp) = f_%ﬁ - |Qsl’Qp — QF

From the last two equations, we conclude that

£5(@s + 50,Q0 + 501~ BIT5) = ~21QsPQs +iQ3T,T5 + 60,35

1

~ 5= BIQPTs — 5(1- B)Q} = RHS

Using (2.20) and Proposition 2.3, we then notice that
RHS = —2|Q [PQ* — Q"' — Q™" + O((1 — 5)"/?|log(1 — 8)["/?) in H~1/2
= i0,Q" +O((1 = B)/*|log(1 = B)[?) in H'/?
= i0,Qg + O((1 = B)"/*|log(1 — B)["/?) in H~'/?
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Thus, denoting
1 1 —
98 = Qp + 50,Qp + 5 (1 = B)Up,
we have that
Ls(gs) = i0,Qs + O((1 = B)/*|log(1 = B)|"/?) in H'/2.
Notice that
(Qﬁ + 5%%#%) = <QB +50,Qs, ayQﬁ) =0.
Then, considering
- 1 . —
g3 = gg — 5(1 — ﬁ)PrOJ(iQﬂ7ayQﬂ)Q5 , (3.11)
we have that (g3,1Q) = (gs, 0yQp) = 0 and
L(Gp) = Ls(gp) = i0,Qp + O((1 = 8)"/?[1og(1 = B)['/?) in H~/?.
Since Lg(ipg) = i0,Qp, it follows that (ipg — g3,1Qg) = (ips — g3, 0yQp) = 0 and
Ls(ips — gg) = O((1 = B)/*[log(1 = B)|"/?) in H~'/2.
Then, by Proposition 2.4, we have that
ipg — §s = O((1 = B)'/?|log(1 = B)[/?) in H'/?

In view of (3.11), we have g = Qg + 30,Qs + O(1 — j3) in H%(R), thus (3.10) is
proved. O

3.4. The profiles of Qg(x) and of 0,Qs(x) at infinity.

Proposition 3.9. Consider the following function,

F(x):/ ac doa , z €R (3.12)
0 Q—ix
and the quantity
i
cg = —/ 1Qs(x)[*Qp(x) da . (3.13)
2 R
Then, as B — 1 and |x| — oo, we have
cg 1-p 1
=—=F(—— O|—= 3.14
Qta) = 2 (-155) +0 () (3.14)
icgl —f 1-p % 1—-p5  log|x|
R - Fl- ~ %10 . 3.15
Qs() z 1+ 3 ( 1+5x x2+ 2 + EE ( )
Remark 3.10. (1) From the previous section and by Lemma A.l1, we know

that cg tends to 1 as 8 tends to 1. In the next subsection — see (3.29)—
we will prove that
¢s =1+ 0((1 = B)|log(1 - B)) . (3.16)
(2) Notice that F(z) = 1+ O(|z||log|z||) as z — 0 and |F(z)| S ‘—;‘ for all

|z| > 0. Therefore, as f — 1 and |z| — oo, we infer from (3.14) that

1
1Qs(z)| S T V|z| > 0. (3.17)
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Furthermore, if 0 <1 -8 < 1, [z| > 1, and (1 — 3)|z| < 1, the following
asymptotics follows from (3.14) and (3.16):

_ 14+0((1 = B)llog(1 - B)])

Qs(x) . [1+0((1 = B)lz|[log((1 = B)lx])])]
Lo (%) . (3.18)
(3) In view of the identity
Fla) = (% - z> Fla) — i , (3.19)

the main term in the asymptotics (3.15) for 0,Qg(x) is indeed obtained by
deriving the main term in the asymptotics (3.14) of Qg(x).

Proof. The starting point is again the formula

Qp =ms * (1Qs°Qs) ,
where
1
-1
mg = F _
1+ \ﬁl\_gﬁ

We notice that, for x # 0,
1 1-— 1-—
mg(x) = o (G(ﬂz) + 1+§G <—1+gx>> ,

G(x)_/oo eSS dg_/oo e o
o 0 1+£ a 0 o — 1T ’

the second integral being obtained from the former by writing

1 o
156 /0 e da .

It is easy to check that G is smooth outside z = 0, G(x) = iz~ ! + 272 + O(z7?) as
x — 00, and G(x) ~ log|z| as  — 0. In particular, G € LP(R) for every p € (1,0),
with

where

1
[Gl[zr < Cmax <]ﬁ’p> . (3:20)

Next we split

1Qj(x) = /R (2 — y)ms(x — )| Qa(y) Qs ly) dy + /R (e — )ulQs () Qaly) dy

Let us estimate the second integral in the right hand side, writing

/ mg(z — y)ylQsW)*Qsly) dy = / mg(x — y)ylQs(y)*Qs(y) dy +
R lyl<al/2

/| ‘ Vzmﬁ(w—y)leﬁ(y)FQg(y)dy.
y|>|x

From Holder’s inequality and the uniform bound |Qg(x)|(z) from Proposition 3.7,
we have, for every p > 1, close to 1,

1

S i

/| | |/2m6(90—y)y!@ﬁ(y)!2@5(y) dy| <
y|>|x

p—1
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which, by choosing

p=1+ ;
log |z|

yields
log o] _ logle]

P2 |z

<

/|> ‘/2m6(x—y)y!Q5(y)\2Q5(y) dy| <

On the other hand, because of the bounds on GG, we have
Img ()| < J2| 71, fa] = oo .

Indeed, the only non trivial case is (1 — 3)|z] < 1, so that

1-8 1-8 1
1556 (-1 S 0 - Blosla - kel S 7
We conclude that
‘ [ - Qs WP dy] S o
lyl<lel/2 ]
so that
1 ) 1
Qs(a) =1 [ o= wms(e ~0IQsP Qs dy+0 () -
We come to the first integral. We observe that
o 1 (148 148\ 7 leso
76 =2 | e | =4 (155) o (4 1556) i
so that
. -
xmg(x) = i <F (—1+§x> —F(x)) , (3.21)
00 iz€ 00 —a
Flz) = /0 (1175)2@ :/0 jiw da =1+izG(x) . (3.22)
This leads to
@ vmale - 1QuPQs s = ~ [ Flo— sl dy
R R
-+‘4F<—ilg®—yogdwdy,
95 = é;KQMZQﬁ-

Again we are going to estimate the above two integrals by using the properties of F,
namely that F is smooth outside the origin, it is bounded near 0, F(x) = O(z 1)
at infinity, while |F'(z)] = O(|log|z||) near 0 and F'(x) = O(z~2) at infinity.
Furthermore, let us recall from Proposition 3.7 that
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We infer the following estimates,

/RF(w—y)gﬁ(y)dy = /|<z F(x—y)gﬁ(y)dy+/|>% F(z —y)gs(y) dy
= O(lz|” 1) Oz

frie e - o

5
o [ (s y>)gﬁ<y>dy

' y<x< ( T Y >_F<_115$>>96(y)dy

+
—-p

— o (-1 ) #2) + O(Ja (1 - B)lal))
. 1
w(s) = {i|10g5| izzzgﬁ

This completes the proof of (3.14). Let us come to the proof of (3.15). Notice that

G = —

1+ 5

_ i1 1—5 _1§>0+1—5 leco
07773 Le<o 1+¢ 1+5(1+\£1\—g5> ,

so that, using the formulae f*1(1i5>0) :F%va ( ) + 50,

-l 1\ B i i (1-8\ o (_1-8
omse) = i () a0 (155) € (i57).

and

0.0sla) = o (3) 405+ 57 Q@)

1-8\° 1-5 )
+ — ) G| - — —G(xr — dy .
/R<<1+ﬁ> ( 1+ﬁ(ﬂc y) (x—y) | 98(y)dy
Using, similarly as above, the estimates on G, and Proposition 3.7 for gg , we have
log |x
/ Gz —y)gsly)dy = O( g‘?,’) :
lyl>[x]/2 |

i 1 /. log |z
G(r —y)g ydy:—/g+—<z/yg+/g>+0< >
/Iyﬁll‘l/? ( )98(y) z Jr pT 2 " B ® B EE

On the other hand,

1 1/ +1/ L 1 o)
v|— ) *xgg=— — —pu| — | * .
poly ) o= [ o8t 5 | vast mrv| ) (s
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From Proposition 3.7, hs(y) = y?gs(y) satisfies hg(y) = O({y)~!) and hs(y) =
O((y)~2). We infer

pv<l>*hﬁ — /Ooohﬂ(w—z);hﬁ(HZ)dz

X
h(x —2) — h
_ / ple —2) —hsle+2)
2] —=[> ] /2 z

+/ holw —2) —hgla+2)
|| —2]<|z]/2 <

/ dz +/ dz
||| —z|>|z|/2 (lz] — 2)? ||z|—z|<|z|/2 |z [{|z] — 2)
= O(z|™") + O(|z| ' log |z]) .

Summing up, we have proved that, as x — oo,

2i 1 _i1-p) - 10g|x|
1+ﬁpv<x>*gﬁ G0 = 0 e Jp P /WO( TP )

It remains to study the last integral, namely

/]R (%)26; (ﬁ 1?"“ - y)> 98(y) dy = /y|gx/2”' + /|y>|m|/2 e

Using again Hélder’s inequality and optimizing on the power, we get

/|y>|m|/2 (%)2 ¢ (‘%(x - y)> 95(y) dy| <

On the other hand, because of the estimates on G’, we have

/Iy§|m|/2 (%)2 G <_]1L J_r g(ﬂﬁ - y)) 95(y) dy =
<%>2G<_;5m> /Rgﬁ(y)dero (t_2ﬁ> _

In view of the identity

(1 - f)log|z|
|z

this completes the proof of (3.15). O

3.5. Further estimates on 03(@Q)g. In this subsection, we improve some the esti-
mates on Qg := d3Q g deduced in Proposition 3.7.

Proposition 3.11. The following estimates hold as 3 tends to 1.

Q41,5 < [log(1 =B (3.23)
- C
Q5 (O] < AT TR (3.24)
Furthermore, if Hz = (1 — ﬁ)@%@g or Hg = 03y0,Q3, we have similarly
1|y S llog(1- B)] (3.25)
P— C
[Hg (§)] < e (3.26)
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In particular,

iu@ﬁu; — O(|log(1 - B . (3.27)
5<DQ5,@5> O(llog(1 — B)) . (3.28)
= /R Qs2Qs = O(Jlog(1 - B)]) , (3.29)

and, if Hg is as above, and pg is defined by (3.9), we have

|(Hg, Qp)| + |(Hp, DQg)| + |(Hp,ipg)| = O(|log(1 — B)I). (3.30)

Proof. We project the equation (2.21) for Qﬁ onto the negative and positive modes.
This gives

(LHWD@g+ﬂ—ﬁmg:

5195 T (QsQa)] + 12105 (1 — 3@ + Q31 - )0l
DQY +Qf — L 21Q51°QF + Q3Q5] = 1 2Qs2Q5 + Q2Q;] .
(QﬁaZQ-i_) (Qﬁ ) 8 Q+) - 0

Using the last equation, the invertibility (2.15) of £ defined in (2.16), and a per-
turbation argument as in Proposition 2.4, we can estimate Q 3 by means of Q g as
follows,

10515 < NQslP05 + Q2G5 1,y S 1035 Iss - (3.31)
On the other hand, the first equation leads to
o l5(6)
% ®) 1—ﬁ+ﬂ+ﬁ%\
ls = 17 ﬁ I-[ms * (1Qs1°Qp) — 1Qs1*Qs] + II-[2Qs*(1 = B)Qs + QE(1 — H)Qp] -

Using the L? bound on (1 — B)Qﬁ from Proposition 3.7, the above expression of /3
implies
sl < C,

which proves (3.24). Coming back to (3.31), we infer, using the L! and the L?
bound on Q%, and from Young’s L' * L? C L? inequality,

- 2 1
. Q@ —n)
+ B
EZLERRS /R/Rl—ﬂ+<1+ﬁ>|n|d” ®

dn dn
</In>1 (1—ﬁ+(1+ﬁ)’7ﬂ)2) +/77|§1 L=B+1+8)n
S [log(1—p)|.

This proves (3.23).

NI

A
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Next we prove (3.25) and (3.26). We apply (1 — 3)03 to the above equations on Q'ﬁ"
and Q5. With Hp := (1-— 5)8[23@5, we infer

(14 B)IDIH; + (1~ B)H; + (D~ 1)1 - A5 =
(1= 510 (125105 ~ TL-(QaP Q) + I 2Qal(1 — H)0s + Q31 - /1) |
DHE + Hj — T [21Qs*H} + Q3HS] =

I 20Qs Hy + Q5Hy +2(1 = 5)95(1Qs%)Qs + (1 — £)95(Q5) Q5]
(HF,iQ") = (HF,0,Q%) = 0.
In view of (3.24), the Fourier transform of (|]D|—1)(1 —ﬁ)QE is uniformly bounded.

Furthermore, using again (3.24) and the L? bound on [(1 — 8)d5]*Qs from Propo-
sition 3.7, the Fourier transform of the right hand side of the equation on Hg is
uniformly bounded. This provides estimate (3.26). In order to obtain (3.25), we
use the equation on HZ{ Notice that, again by (3.23) and (3.24) combined with the
Hausdorff—-Young inequality,

12(1 = B)95(1Qs)Qs + (1 - B)95(Q3) Qs> < (1 = Qg3

J 3/2
S(l_m</R<<1—ﬁ>+<1§+/3>\§r>4/3> + (1= B)llog(1 = HI

SA-p)Y.

~

By the perturbation argument of Proposition 2.4, we infer

1HZ |3 S IQEHS Il2 +O0((1 = 8)'/?)

and we obtain (3.25) exactly as we obtained (3.23) above.
Next we deal with the case of Hg := yBng. Applying y9, to the equation on
@3, we get
L5(y9,Qp) = |Qs1°Qs — Qs
and, taking the derivative with respect to 5 and projecting on the negative and

positive modes, we obtain

(1+ AIDIH; + (1 - B)Hy =

I-[2Qs|*(1 — B)Hp + Q3(1 — B) Hg| + II_(y0,Q3)

1+5

2 : — .
+ m[@g — T (1Qs1°Qp)] + M_[2(Qs*(1 = B)Qs + Q3(1 — B)Qs) — (1 - B)Q5
2 -
- mﬂ—[z\QBPyayQB + Q3y9,Qp)

+ 21 [(1 - £)QsQsy0,Qs + (1 — £)QsQsy0,Qs + (1 — )QsQ559, Q).
DHJ + Hf — 11, [2|Qp’HY + Q3H] =

1L [21Qs P H; + Q3H, +21Qs1°Qs + Q3Qs) - QF

+ 211, [QsQ5y0,Qs + QsQpydy Qs + Q5Q 0, Qs).

(HY.iQ%) = (H},0,Q7) =0
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Again, from Proposition 3.7, we notice that the Fourier transform of the right hand
side of the equation on H g Is bounded. This provides (3.26). Using again the
perturbation argument of Proposition 2.4, we infer

1EE N,y SINQEHS Iz + 1Q3QsI 2 + 1QF 122 + 1Q5Qsy0, Qs 12

and (3.25) again follows from (3.26), (3.24), (3.23), and the L'- and L2 bounds on
Qpy0yQs.
Let us come to the proof of (3.27). We have

d . . .
7519sllz2 = 2(Q5, Q) = 2(Q5, QF) +2(Q5, Q) -
From (3.23) and the L? bound on Qg, we infer

(QF, Q5] < og(1 = B)| -

From (3.24) and the representation of @5, we infer

. (1 - B)1Qs2Q5()]
(90913 [ e e e

This completes the proof of (3.27). The proof of (3.28) is similar. As for (3.29), we

write
d 2 _ 2/ 24
5 | 1asPes =2 [ 1QsPCa+ [ @30s .

Write Qg = Qg + Qg in the two integrals of the above right hand side. The
contribution of QE is O(|log(1 — B)|) because of (3.23). As for the contribution
of @, we evaluate it by means of the Plancherel theorem. In view of (3.24), it is
O(|log(1 — B)|). This completes the proof of (3.29).

The proof of the first two estimates of (3.30) follows exactly the same lines as (3.27).
As for the last estimate, we recall from (3.10) that

¢ = 0(1) .

) 1
lins = Qs — 5DQsll= < (1= B)'/?|log(1 = B)[/2 ,

so that
(Hs,ips)| S [og(1 = B)] + (1HF |2 + || Hj | 12)(1 = 8)'/?|log(1 = B)]"/2
and the proof is completed by using (3.25) and (3.26). O

4. The two-bubble approximate solution

This section is devoted to the construction of the two-bubble approximate solu-
tion. The general strategy follows the lines of [27] for the Hartree problem with
the additional difficulties of keeping very carefully track of the leading order terms
generated by the critically slow decay of the solitary wave and getting estimates
which are uniform in the singular limit 5 — 1.
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4.1. Renormalization and slow variables. Let

1 . ds; 1 x —x;(t)
u-(t,x):—v'(s-,y»)ewf, _]:—’ Y; = ! )
’ y dt N T N = B5(t))

Aj

for j = 1,2. We have

i0yu; — |Dluj + ujluy[?

1 (ID| = BiD)yv; . (Aj)s, i ()
= —— id. v; — J J _ I Avs — I _ B 10, v
Y o 1- T g Uy ) e
i(B;)s; -
+ 3 _j; Y0y, 05 — (7j)s,;05 + vjlv? | €7 (s5,5)-
J
Let us define the relative numbers
A
X =x0 — 21, M:)\—Q, I'=v—m,
1
and
1— f X
b = s R = — 41
1—15 A1 =) (4.1)
We observe the relation
y1 = R+ pbys. (4.2)
We then decompose u(t,z) = uy(t, ) + ua(t,x), expand the nonlinearity
ulul’ = uy(lua]® + 2lug|? + wrin) + ua(Juzl? + 2lur|* + ugty)
and split the contributions of crossed terms using a cut off function
Y1 b
Xr(7) = X (E) =X (1 + Ey2> (4.3)
to obtain:
: 21 im 1 2
i0pu — | D|u + ulu|” = —5E1(s1,y1)e"™ + —5E2(s2,y2)e
AL A
with
. D| - pi1D)v
51 — 13517)1 _ M — v + Ul’,ul‘Q
1-5
(M) i (1) i(B1)
— 1 )\131 AUI — T 131 )\131 _ ,81 8y1v1 + 1_ ,8311 ylﬁylvl — [(71)51 — 1]2}1
9 o—il ol 20
+ Xg | ~vi|v2]? + —=iT5 + 2—|v1 [Pvs + v_wz] :
M N Nz poo?
. D| — p2D
& = idgu— WPIZBDz
1= D5
(A2) i (22) i(B2)
- 1)\—282/\112 - m )\—282 — [ 83/2”2 + 1_ 522 y28y2v2 - [(72)5:2 - 1]”2

+ (1 —xgr) [2m]v1[P2 + 2y/me” v |va|* + /e T3 + pe 2ot |
The full vector of parameters is denoted by

P = (A1a>‘2,51,52aF’R)' (44)
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Following [27], we now look for a solution to
E=E6=0
in the form of a slowly modulated two-bubble, i.e.
vils5:95) = Vj(y;, P(s5))

where the time dependence of the parameters is frozen for translation and phase
invariances:
(xj)Sj

)\j = 5j7 (’Yj)sj =1, (45)

the dependence of scaling and speed is computed iteratively according to a dynam-
ical system

v . :Mj(P), 1-8; :Bj(P)7 (4'6)
7 J
1

Fslzﬁ_L FS2:1_IU'7 Xt:/BZ_/Bl (47)

and the remaining time derivatives for (b, R) are modeled after (4.1), (4.5), (4.6):

Ry =1-— b+ (Bl — Ml)R, R, = ,u(l —b+ (Bl — Ml)R) (48)
Hence
D|— 51D)V; 2%
g = UPIZADWVL vy v A + B, [ylﬁylvl + (1= )5
1_/81 851
. oy . oVi (1= (2)By 0V
MMy — +i\My—— +i— == 4.9
+ A 18)\1—” 1 28)\2—” m 2%, (4.9)
d1—poVvy . ovy
— 1—b+4+ (B1 — M))R)—
T AT B M) R
ok PP+ Ce VT 4 2 iy, 4 eMVVQ]
o )
" V2 Vi 1 V2 i 1" Va2 m 1V
D|— B2D)V. . . oV;
g = ~PLZADIVE e v, +iB, [yzay21/2+<1—/32)—2
1_/82 852
. oVa . oVa . A%
Ao Mo——= + ido My —= 1—81)B1—= 4.10
+ A2 28)\2—”2 1a>\1+w( B1) 195, (4.10)
. oVa . A%
1—p)— 1—b+ (B — Mj)R)—
+ i “)ar + ipu +( 1‘ 1) 3R | |
+ (1= xg) [2uViPVa + 2/ TV VR + e VIVS + pe 2T VEVR]
and we need to solve the system of nonlinear elliptic equations in Vi, Vs,
— : — n=R
{ g h i (411)
E(y2) =0 with y; = R+ buys.

in a suitable range of parameters P.
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4.2. Definition of admissible functions. We define the open set of parameters:
R > R,

1=+ 1= <7’

2 <1—p1 <2, 1—B>ef 0<b<d

for some universal constants R, > 1, 0 < 1,0 < 1 to be chosen later.

PeO= (4.12)

We now define a suitable topology:

Definition 4.1 (Admissible function). We consider functions g = g(y,P) : RxO —
C.
(i) (L>®-admissibility). We say that g is L*>°-admissible if Vo € N7, 3A,, , VP € O,

|5 asz a5 o510 Rge Aot P) | < e (113)

(ii) (Admassibility with respect to a bubble). Let j € {1,2}. We say that g is admis-
sible with respect to the bubble j — or j-admissible — if Voo € N7, 3A,, VP € O,

g ageogzogsope Ageazial. P < Ae (114)

(iii) (Strong admissibility with respect to a bubble). Let j € {1,2}. We say that g is
strongly admissible with respect to the bubble j — or j—strongly admissible — if it
is j-admissible and if, for every family {s}e(p«,1) of multipliers in the class M,
the convolution product

pp; * g(-, P)
1s j—admissible.

Notice that admissibility with respect to the bubble j implies L°°-admissibility.
Furthermore, we have the following fundamental property.

Lemma 4.2 (Admissibility of Qg). For j = 1,2, Qg, is strongly j-admissible.

Proof. Admissibility of Qg, with respect to the bubble j is a straightforward con-
sequence of Proposition 3.7. Given {1} s¢(gs,1) @ family of multipliers in the class
M, let us come to the j-admissibility of pu, * QJg,. From the identity

Qs =mp * (1Qs/°Qs) ,

and the invariance of M by convolution, we infer that

ps * Qs = fig * (1Qp1*Qp) ,

where {fig}ge(g+,1) belongs to M. Then, applying NZAZ to this identity, and using
the stability properties of class M through these operations, the j—admissibility of
pp; * Qp; follows from the j-admissibility of g; and from Lemma 3.5. U

4.3. Stability properties of admissible functions. We now prove some elemen-
tary stability properties of admissible functions.

Lemma 4.3 (Stability properties of admissible functions). The following stability
properties hold.
(i) (Stability by derivation). Assume g is j—admissible (resp. strongly j—admissible).
Then

Ayg7ARga 8)\jg7arg7A6jg (415)

are j—admissible (resp. strongly j—admissible).
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(ii) (Stability by multiplication). If g is j—admissible, h is L*°-admissible, then gh
18 j—admissible. Furthermore, if g and h are j—admissible, then gh is strongly j—
admissible.

(i) (Ezchange of variables). Given a function g = g(y), we define

g ) =g (ylb; R) (4.16)

and

9 (y2) = g(R + buys) . (4.17)
If g2 is 2—admissible, then R(14 (1 — 51)R)b*1XRgg is L>®-admissible, and b*IXRgg
is 1-admissible. If g, is 1-admissible, then R(1 + (1 — B1)R)((1 — xr)g1)° is L>®-
admissible.
(iv) (Stability by scalar product). If g is j—admissible, then (g,iQp,) and (g,0yQp;)
are L*°-admissible.
(v) (Stability by convolution). If g is strongly j-admissible and if {115} pc(ps1) be-
longs to class M, then ug, * g is strongly j—admissible.
(vi) (Mized cubic nonlinearity and convolution). Assume g1, hy are 1-admissible,
and ga, ho are 2—admissible. Then

R(1+ (1 - B)R)b 'xro1g5hs . R+ (1= B1)R)b " xrg1h1g}
are strongly 1-admissible, and
R(1+ (1= B)R)((1 = xr)g1) g2ha » R(1+ (1= B)R)((1 = xr)g17m) 92

are strongly 2—admissible.

Proof of Lemma 4.3. The first two properties are almost immediate — notice that
the strong admissibility of gh is a consequence of Lemma 3.5.
Property (iii) is established by first observing that |y;| < % on the support of xr gg,

so that | R R
y1 —
1— < > (1-— — .
(1—pB2) i = ( 51)2#

Similarly, R + buys > R/4 on the support of ((1 — xg)g1)’, so that

(1= B1)|R+ buys| > (1 —51)§ .

In the first case, we also have, on the support of xr gg,
1
vy = Rl = Z(In1] + R)
so that

Ixrgalls < bligalls, and R(L+ (1= B1)R)|Ixrgsllz= < bllgalls-
We argue similarly for ((1 — xr)g1)°. Furthermore,

R
Ayl (gg) = (Ay292)ti + E(ang)ﬁ ) Ay2gli - (Ay1gl)b - R(angl)b >
with similar formulae for derivatives Aﬁj,A R, Oy, Since
dy.95(y;) = O({y;)™* 1),

this provides the correct decay of derivatives of x g gg and of ((1—xg)g1)’.

Let us prove property (iv). The L®-admissibility of (g,z’ng) is a consequence of
the Cauchy-Schwarz inequality and of the j-admissibility of g and Q. As for the
L*>°-admissibility of (g, ayQﬁj), it is a consequence of the j—admissibility of g and
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of the boundedness in L? of A%QBA%QBA%Qﬁ The latter fact follows from the
identity
9yQp = Oymp * (|Q6|2Qﬁ) )

and of the boundedness of the Fourier transforms of 8yAqu5.
Property (v) is an immediate consequence of the invariance of class M by convolu-
tion.
Finally, let us prove property (vi). By properties (iii) and (ii), we immediately get
that

R(1+ (1 - B1)R)b 'xrg195hs , R(1L+ (1= B1)R)b xrgi1higs

are strongly 1-admissible, and

R(1+ (1= B1)R)((1 — xr)g1) g2ho

is strongly 2-admissible. Furthermore, R?((1 — xr)g1h1)’gs is 2-admissible for the
same reasons.

The strong admissibility of R(1+ (1 — 81)R)((1 — xr)g1h1)’ga requires a specific
proof, as follows. We proceed as in the proof of Lemma 3.5. First of all, the L*-
bound of pg, * R2((1 — xr)g1h1)’g2) is a consequence of L2 x L? C L. Then we
consider the case |y1| > 1. We split

1, * (1= xRr) 91 h92) (y2) =

/ < L2 s (Y2 — y5) (1 — XR) (R + pbys) g1 (R + ubys)h (R + pubys)ge(vs) dys
yhl|< =2

+ /,> ooy P2 (2 = 12) (1= XR) (R + pbya) g1 (R + pibyz)ha (R + pbys)g2(ya) dys -
YslZ—5

In view of decaying properties of p5 and of the L>-bound on (1 — xr)g1h1, the first
term in the right hand side is bounded by

1921l 5. / dyy dy!
2l (1+ (1= Bo)ly2)R2(1 + (1 — B1)R)? Jr (1 + [yh] + (1 — Ba)hl?) 7
|log(1 — f32)

ly2| (1 + (1 = B2)|y2| ) R?*(1 + (1 — B1)R)*

For the second term, we need the following LP bound on pg, proved in Lemma 3.6,

C
<~ 1<p<2
ksl m) < pa p<

Using this bound and Hélder’s inequality, we infer that, for 2 < g < oo, the second
term is bounded by

Cq (/ dys )q
RA(14 (1= B1)R)(1+ [y2)) (1 + (1 = B2)|y2]) \Jr (1+ (1= Ba2)lys])?
< Cq(1— By)~1/4
YR+ (1= B)R)1+ |y2)(1 + (1= B2)ly2l)
Optimizing on ¢, we get the bound
[ log(1 — B2)|
(1+ Jy2)(1+ (1 = B2)ly2 ) R*(1 + (1 = B1)R)

We conclude that
|log(1 — B2)| - 1
(1+1=B)R) ~ RA+(1—-pB1)R)

b byb
1, * (1= xRr) 91h192) I8, S RZ
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because of the assumption

1—By>e (4.18)
from (4.12). Similar estimates hold for the derivatives. This completes the proof.
O

Remark 4.4. Because b is bounded but can be small in the set of parameters O,
there is some asymmetry between bubble 1 and bubble 2, which is reflected by the
specificity of the last case in property (vi), for which we had to introduce assumption
(4.18).

4.4. Continuity of Egl on admissible functions. We claim a uniform continuity

property of Egl with respect to Schwartz-like norms which will be essential to
control the error in the construction of the approximate 2-bubble. Recall that

Qg :=y0yQs+ (1 —B)0sQ5s .
Lemma 4.5 (Generalized invertibility). Let j =1 or j =2, let d be a nonnegative
integer, and o € R such that |a] < ax(d). If n < n«(d) and if g is of the form

d
9w, P) = > gy, P,

r=—d

where P* := (A1, A2, b1, B2, R), and each g, , r = —d, ..., d, is strongly j—admissible,
then the problem

Lp,f—iadrf =g —iM(P)AQg; +iB(P)®s, , (f,iQp;) = (f,9,Qp,) =0 ,
admits a unique solution (f, M, B), where M(P), B(P) are real valued, and
d
P)= > fly, P,
r=—d

where each fr , r = —d,...,d, is in H3 in the variable y. Furthermore, M, B are
L -admissible, and f is strongly j—admissible.

Proof. Since Lz is not C-linear, it is preferable to use the Fourier expansion in
cosines and sines, so we write

d
9(y; P*) = go(y, P*) + Z 9. (y, P*) cos(rT) + g, (y, P*) sin(rT)]

d
fy,P*) = foly,P*) Zfr (y, P*)cos(rD) + f, (y, P*)sin(rT)] ,

d
M(P) = )+ Z F(P*)cos(rT) + M, (P*) sin(rD)] ,

B(P) = By(P*) +Z (P*) cos(rT') + By (P*) sin(rD)] .

The problem on f, M, B is therefore equivalent to the following family of problems
£ﬁjf0 - ZMOAQﬁj - ZBO(bﬁ] +gO 3 (anZQﬁj) - (f07ayQBj) =0 ) (419)

4.20)
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Let us first deal with (4.19). Recall from Proposition 2.4 that

ker L, = SpcmR{iQﬁj 10y, Qs 2

and that the range of L3, coincides with the orthogonal of spanR{iQﬁj,ayj Qﬁj}.
Consequently, the real numbers My, By must satisfy the orthogonality conditions

(g0 — iMoAQg, +iBo®g,,iQs,) = (90 — iMoAQpg, + iBo®g,, 3y, Qs,) =0 .
Notice that, in view of (3.27), (3.28),
(iAQp,iQp) = (AQp,Qp) =0,

. . 1-p54d 1
(i®p,iQp) = (Pp,Qp) = T@\\Qﬁ\\%z = 5llQsl72 = =7+ O((1 = B)llog(1 = B)]) ,
. 1
(iAQp, 9y Qp) = 5(Qp, DQp) =7+ O((1 —f)|log(1 - )]} ,
. 1-p4d
(i®p,0,Qp) = T@(QmDQﬁ) = O((1 - B)[log(1 - B)I) .
In view of these identities, we infer that My, By are characterized for 3; close enough
to 1 — hence for 7 small enough —, given by the following formulae
2(go,iQ3,
By — : (90, 1Qs,) _ (4.21)
HQﬁj ”LQ - Aﬁj HQﬁj ||L2
M, = 290:995) 2(g0,1Qs,) A3, 1@, 1172 . (4.22)

(Qs,, DQp;)  (Qs,, DQs,)(11Qs, 1125 — Ag, Qs,112,)

In view of these formulae and of property (v) in Lemma 4.3, we conclude that M)
and By are L°°-admissible.

Then Proposition 3.3 provides existence and uniqueness of function fj, as well as
the estimate

1 follg; < llgollzz + llms; * goll; -
Applying inductively AZ]X%J, to the identity
fo=mg, * (iMoAQp, — iBo®pg, + go) + mg, * (21Qp; |* fo + Q3 fo)

and using that AQg;, P, and gp are strongly j—admissible, we conclude from Lemma
3.1 that fy is strongly j—admissible.

Let us come to the systems (4.20). Given g € H_%, define

Blg| := 7 ,
g 1Qs; 172 — Ag; Qg7
: 1 2
Mg = 2(9.9,Qs,) 2(9,1Qp;) A3, [1Qp; 1I7.-

(Qs,,DQs,) * (Qs,,DQ3,)(1Q5, 12 — A, 1 Qs,12:)
and let
Egl CH™2( (ker L)+ — Hz N (ker £5)*

be the R-linear isomorphism provided by Proposition 2.4 . Then the system (4.20)
is equivalent to

£ = L5 gf +iarf; +iMgl +iarf]AQg, — iBlg} +iarf|®s,),
fr = L5 (9 —darf +iMlg; —iarfF]AQg, —iBlg, —iarfl]®s) .
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The right hand side in the above side defines a mapping of (f;7, f) € H'Y/? x H'/?
which is contracting if ar is small enough. This provides existence and uniqueness
of (£, f7) as well as uniform bounds in H'/2, and the formulae

M = M(g +iarf; ], B = Blg +iarf ], M, = Mlg, —iarf,"], B, = Blg, —iarf,'].

T

The strong j-admissibility of f and f; and the L>-admissibility of M*, B
are then obtained from the system

= mg; * (iMj—AQﬁj - Z'B;F(I)Bj +g;r +iarf,”) +mg; * (2|Qﬁj|2fr+ + Q%JE) )
= mg; * (iMr_AQﬁj - Z'Br_q)ﬁj +9, — Z'O”"fj_) +mg; * (2|Qﬁj|2fr_ + Q%]f;) )

applying again Lemma 3.1. O

4.5. Construction of the approximate solution. We are now in position to
construct the approximate two-bubble solution.

Proposition 4.6 (Construction of the two-bubble). Let N be a positive integer,
0 <n<n(N). We can find an expansion of the slowly modulated two-bubble for
j=1,2:

N
VIV P) = S Ty P),
n=0
(N) al
MPYV(P) = > M (P),
n=0

N
BI(P) = 3 Biu(P)
n=0

such that the following holds:
(1) (Initialization). For j =1,2, Tjo = Qp,(y;), Mjo = Bjo = 0.

(2) (Control of the error). Let 0 < n < N and (£j,)j=1,2 be given by (4.9),
(4.10) with V; = V™). Then
b (1+(1=B1)R)R"LE, , is strongly 1-admissible, and (1+(1—p1)R)R" &, ,,
1s strongly 2—admissible.

(3) (Control of the profile). For all0 <n < N, j=1,2,
b~ (14+(1—B1)R)R™ T 5, is strongly 1-admissible, and (1+(1— (1) R)R" Ty,
18 strongly 2—admissible.

(4) (Orthogonality). For j =1,2, n>1, (T},,iQp;) = (Tjn,0,;Qp;) = 0.

(5) (Control of the modulation equations). For all0 <n < N,
b1 (14 (1= B1)R)R" By p, b~ (1+(1—B1)R)R" My, (1+(1— 1) R)R" By,
and (14 (1 — B1)R)R" My, are L*-admissible.

Proof of Proposition /.6. We argue by induction on N. In order to deal with the
dependence on the phase I', we need a more refined description of the error and
claim inductively:

dp,
Tin=Y_ Tinyre™" (4.23)
r=—dn
where d,, is an integer, b= (1 + (1 — $1)R)R" T} . is strongly 1-admissible,
(I1+ (1= p1)R)R"I,, is strongly 2-admissible, and they do not depend on I'.
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Moreover,
n+1
= > Enre” (4.24)
r=—dp4+1
where b1 (14-(1—B1) R)R" 1€} 1 is strongly 1-admissible, (1+(1—31)R)R"" &,
is strongly 2—admissible, and they do not depend on I'. Finally,

E nre

r=—dn

dn
Z Bj,n,r eer
r=—dn
where b1 (14+(1—51)R) R" M1 1.1, b1 (14+(1=B1) R)R" By 1, (14+(1—B1) R) R" M .-,
(14 (1= B1)R)R"Bsy,» are L>®admissible and do not depend on I' nor y.
Step 1: Initialization N = 0. We inject the decomposition

Vi = Vj(o) = Qp,(yj), Mjo=DBjo=0

j = 1,2, into the definitions (4.9) and (4.10) of the errors and compute from the
equation of Qg;:

9 5 e—iF P ezF 5 BZZT‘_ 5
51,0 = XR ;Q&‘Q@’ + WQﬁlQﬁz + 2%‘@51’ Qﬁz + 7@51@52 5
£0 = (1-xnr) [261Qs Qp, + 2v/1e™ " Qp|Qs,* + V1T Qp, QF, + 1e™>" QF,Qp,] -
We now recall from that @), is strongly j—admissible. Therefore, a direct application
of Lemma 4.3, property (vi), ensures that b=1(1 + (1 — 81)R)RE1 is strongly 1-
admissible, and (1 + (1 — 81)R)RE, is strongly 2-admissible. Notice that we have
(4.24) with n = 0, d; = 2, and that the admissibility properties transfer to the
Fourier coefficients by integration in the I' variable.
Step 2: Induction. We assume the claim for N = n and prove it for N = n + 1.
We expand

Vj(n+1) _ Vj(n) +Tjny1, j=1,2 (4.25)
and show how to choose (1,41, Mjnt1, Bjnt1) so that the corresponding errors
Ejn+1 are such that b=1(1 + (1 — B1)R)R" & 41 is strongly 1-admissible, and
(14 (1= B1)R)R™"2E 41 is strongly 1-admissible. We focus onto the first bubble,
the computations for the second bubble are completely analogous, except that there

is no gain of a b factor.
In general, we split the error term & into four contributions: the nonlinear term,

(ID[ = B1D)V1

NL; = —~——"——— —V; + V1%, (4.26)
1-5
the interaction term,
9 , e — il 20 )
Int; = xr | —V1|Va|* + Vi Vs , 4.27
p V2l i (V1) i (V2) (4.27)
the leading order term for modulation equations,
~ 1— p oV
Mod; = —iMAV; + iBy[Ay, Vi + Ag, Vi] +i—E 21 (4.28)

g ar
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and the lower order term for modulation equations,

B -~
Modlow; = z’)\l(le%\lVl+M26A2V1)+i72A52V1+ (4.29)

(1-=0
+ Z<—+B1—M1>AR‘/1 .
R
Notice that we dropped the notation V* and V in these formulae, since the indices
1,2 unambiguously suggest the arguments y1, yo.
Step 3: Choice of 11 p41, M1 pt1, Bint1. We inject the decomposition (4.25) into

(4.26) - (4.29) and define 5{{32“, kE=1,...,4by

NLipny1 =NLin = L, T1ng1 + 55,17)&1

2
Ity 1 = Inty, + 0,

. , (1 — ) oT
Mod i1 = Mody , + {—iMi 1 AQp, + iB1ps1®s, } + (1-p) éﬂrm +e3
Modlowy 41 = Modlow ;, + 51(?7)1+1'
Therefore
(1 — ) OT; . .
517n+1 = 51,71 — £51T17n+1 + ( IU) Lol ZML"-HAQﬁl + ZBL”'H(I)ﬁl

or
k
+ Ei=151(,72+1-

The smallness assumption on 7 and the definition of O imply that 1 — p is small
enough with respect to n, and we may therefore use Lemma 4.5 to solve the equation

. . 11—
LT pi1 + My 1 AQp, — iB1,41Pp, — i a

orT1 i1 =E1p -

From the inductive assumption on & ,, and Lemma 4.5, we infer that b=1(1 + (1 —
B1)R)R™ T} 1,41 is strongly 1-admissible, and that b=1(1+(1— 1) R)R" 1 M7 11,
b~ (1+(1=B1)R)R" 1 By ;41 are L°-admissible. Furthermore, T} 541, M1 541, Bjnt1
are trigonometric polynomials of degree d,1.

Step 4: Estimating 51(,1r)z+1' Explicitly:

e = 2[R =100 ] Tiner + |(V™)? = Q3| T (430)

+ QW(N)‘TLnH‘Z + V1(n)T12,n+1 + Tl,n—f—l’Tl,n-i—l’Q-
First of all, we observe that El(lr)b 41 is a trigonometric polynomial in I', with a

degree dg}ﬂ depending only on n. Secondly, using Lemma 4.3, the 1-admissibility

of b=1(1+(1681) R)RF T} i, and the 2-admissibility of (1+(181)R)R* Ty, for k < n+1,
we conclude that b=1(1 + (1 — ﬁl)R)R"‘FzEl(,l)

ni1 18 strongly 1-admissible.
Step 5: Estimating 5{27)1 41 First of all, we observe that 5{27)1 41 s a trigonometric

polynomial in I', with a degree d,(i)LQ depending only on n. We then expand the

interaction term Int; .41 (4.27). Notice that each term contains an exchange of
variables. Let us consider the term
Y] p—

€ n n
p XRV1( )TQ,n+1V2( ).
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Recall that Vj(n) is j—admissible by the induction assumption, and that

(14 (1= B1)R)R" Ty ;11 is 1 admissible by step 3. By Lemma 4.3, (vi), we infer
that

et (n)
b1+ (1- ,Bl)R)Rn+27XRV1n Ty V"
is strongly l-admissible. The other terms can be treated similarly. We therefore
conclude that b=1(1 + (1 — 1) R)R"T2&; (2) ni1 is strongly 1-admissible.

Step 6: Estimating 51(?,2“. Again, 5( ,2“ is a trigonometric polynomial in I'; with

a degree dﬁng)rQ depending only on n.

T . . L.
Let us first observe that the term zluﬂ 9 });“ is absent in 51(372 41 since it is now a

part of the equation of T1 ;1. For example, let us deal with the contribution of the
term —iM{AV] to 5{37)1 i1 The other contributions can be handled similarly. We
have

M1(n+1)AV1(n+1)—M1(n)AV1n)—M17n+1AQ51 M, n+1A(V1 —QB1) M(n+1)AT1 A+l -

Let us consider the first term M; n+1A(V1 — @p,) in the right hand side. By step
3, we know that b=1(1+ (1 —$1)R )R”“Ml n+1 is L>-admissible, and independent
on y;. On the other hand, RA( AR Qp,) is strongly 1-admissible. Hence b=1(1+
(1-p1)R )R”+2M1,n+1A(V1( — @Qp,) is strongly 1-admissible.

Let us come to the second term Ml(nH)ATLnH in the right hand side. From step
3, b1+ (1 — B1)R)R™ T ;41 is strongly 1-admissible, while, from step 3 and
the induction hypothesis

n+1
b 11+ (1 - B)R)RM™™ =711+ (1 - B1)R RZMl 5

is L>°-admissible and independent on ;. We infer that b1 (1+(1—/3; )R)R"+2M1"+1ATML+1
is strongly 1-admissible.

Summing up, b1 (1 + (1 — 4R )R”+25( )+1 is strongly 1-admissible.

Step 7: Estimating 5517)&1' Finally, we deal with b= (1 + (1—31)R )R"HE{?LH via
the lower order term for modulation equations (4.29). In fact, the worst behavior
occurs in this part, and comes from the term

1-b

Indeed, this one only provides a gain of R, so we get exactly that

1—

b '(1+(1—B1)R)R"i

is strongly 1-admissible. The other terms are easier and left to the reader.

Defining d,, 1o := max{dgzﬂ, k=1,...,4}, this completes the proof.

O

As a consequence of Proposition 4.6, we establish some additional estimates which
will be useful in Section 5.

Corollary 4.7. If V; = Vj(N) as in Proposition /.6, and if
J e {0r, AR, a>\j+1? (1- 5j+1)8ﬁj+1}
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with {j,7 + 1} = {1,2}, we have
1 _ .
DIV 5 -
Proof. From Proposition 4.6, we know that V; is j-admissible, and that R(V; —
Qp;) is j—admissible. Moreover, RN “Ej is j-admissible, and RM;, RB; are L*-

admissible. Consequently, in view of the expressions (4.9), (4.10) of £; and of Lemma
4.3, we conclude that

D|—-3;D

where RF} is j-admissible. Furthermore, since 0’ Qp;, =0, RO'V; is j-admissible,
and so is RJ'(|V;|*V;). This implies in particular

D|—3;D

(=221 <2,
The proof is completed by observing that the operator
D| - ;D -
DI~ <7| =5, +1>
1-5;

has a norm O(1 — ;) on L?. O

Corollary 4.8. If M = MQ(N) as in Proposition 4.6, we have

2
1= [+ (1= Bo)[log(1 — Bo)| + B!
‘3FM2\+\R3RM2’+Z(1_5’€)‘85’“M2’ S R(1+(1-p51)R)

k=1
Proof. Since R*(1+4 (1 — f1)R)(Ms — Ma) is L>®-admissible from Proposition 4.6,
we just have to prove the estimate for M. From the construction of Proposition
4.6 — see also the proof of Lemma 4.5, we have

My, = 2(52,0 + i(l - ,U')aFTZ,h angﬁg) 2(‘92,0 + i(l - N)ﬁFTQ,l’ iQﬁNQ)A& ||Q52 ||%2 ‘
, (Q527DQ52) (Qﬁ2’DQﬁ2)(HQﬁ2H%2 _AB2||QB2||%2)
Since Qg,, and R(1 + (1 — B1)R)Ty;1 are 2-admissible, and since (Qgp,, DQp,) ",
(1Qs. 1172 — Ap,||Qp, ||72) ! are Lo°-admissible, the only terms to be estimated are

(52707 ay2 Q52)7 (52,07 iQﬁz )]\52 HQ52 H%Q )

with
&0 = (1=xr) (20lQp, Qs + 2v/ne™ T Qp, 1Qs, |* + V1" Qp, Q% + e > Q3,Qp,) -

We already know that R(1 4 (1 — 81)R)&2 is 2-admissible. Furthermore, from
Proposition 3.11, we have

A5 11Qs, 72| + 1A, [1Qp, 1721 < (1 = B2)[log(1 — Ba)] -

This implies the claimed estimate for (€2,0,iQg,)As, [ Qp, [|22- As for (€20, 0y, Q)
since R(1 —xr)Q@p, is L>-admissible, we just have to study the contribution of the
terms with only one factor Qg,, namely

2\/ﬁ((1 - XR)eiiFQﬁ1 |Q62 |25 ayz Qﬁz) + \/ﬁ((l - XR)eiFQ—&Q%Qa ayQQﬁz) :
After integrating by parts, this quantity is equal to

Vi ([ 00~ X))@ )
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Since R?(1+ (1—B1)R)0y, (1—xr)Qp,) is L-admissible, this completes the proof.
U

4.6. Improved decay for 75 ;. In this subsection, we improve some estimates of
the first correction 751 to g, in the approximate solution we have constructed in
the previous paragraph.

Lemma 4.9. We have

oT. Qs (R) .
< (912’1 ayzQ&) = —2mRe (elrQﬁl(R))+O(’

Proof. Writing i0,,Qs, = Ls,(ips,), we have
(i0rT21,0y,Qp,) = —(0rT21,i0y,Qp,) = —(OrT21, Lp,ips,) = —(OrLp, (T2 1):1p3,)
- <<9r52,0 — i0rM21AQp, + i0r Ba,1(y20y,Qp, + (1 — B2)05,Qp,) + it p RoRTy,1, ZP[a’g)
=TI+ II+III+1V (4.31)
For IV, we have by Proposition 4.6 that

— p| + (1 — B2)Y?[log(1 — Bo)|V/% + R1>
R(1+ (1 - pB1)R) :

1= pl
(I+(1-p81)R)
For III, we have by Proposition 4.6 that |OrBa 1| S m. Then,

(111] = | (100 Bo, (120,,Q, + (1 = 52)95, Q). 103, )

S (169200 Qa0 p3) | + (1= 82)[(105, Q5,5 )|) =
Using Proposition 3.11 and (3.10),

(1 - /82)“1'8526252’1'/052)‘ S (1 - /82)| log(l - /82)| (4'33)
Then, by (3.10), (2.20) and the identity

y9,Q" = Q" + 5 0yQ+

1V| < 4.32
V]S - (432)

1
(1+(1-p1)R)

we have

(20, Qi 195) = (i920,Q> Qs+ 5002Q) + O((1 — o) log(1 — o)1)
= (9,Q",Q" + 50,Q%) + O((1 - B2)? |log(1 - B2)]?)
= O((1~ B2)2|log(1 — B2)|2) . (4.34)

Thus, we conclude that

1 — B2)'/2|log(1 — B2)['/?
R(1+(1-p/)R)

For II, we have by Proposition 4.6 that [OpMa 1| < m

and (3.10) :

) ) 1,. ) ) )
(ZAQ@’ZIO&) = 5(16252’1/052) + (zy28y2Q52,1,052) (4'36)

= Qs Q) + (1@, 10,,Q5,) + O((1 — 52)?log(1 — B)])
(4.37)

1111 < ( (4.35)

Then, by (4.34)

= O((1 — f2)2|log(1 — B2)|7).
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Therefore,

(1= B)2|log(1 — By)|>

= =i+ d-mr)

(4.38)
Finally, for I, we have that
I =—(0r&0,ips,)

= (1= xn) [ 2iv/Ae T Qs Qn [ + i/ @5 QF, — 2ine Q3T i,

A - - 1
— —ViRe (i€ / (1= xR) @5, ) 21Qas Pipas + QB iolde) + O =5y me)

| - 1
=i (¢ [ GalRIQu i, + @Tmle) + (i)

Let 25 := %42 We then Taylor expand for |z| < %, or equivalently |ys| < 5%, and
R Y 2 2bu

obtain by Proposition 3.7:

1
Qo) = Qo (R(1+2)) = Qs (R) — /0 Resy, Qp, (R(1 +t22)) dit

R|zo] B blya|
= Qﬁl(R) + 0 <R2(1 T (12_ ﬂl)R)> = Qﬁl(R) +0 <R2(1 n (12_ ﬂl)R)>
Therefore,
I = /plm (eiFQﬁl (R) /[2|Q62|2i/)62 + Q%2@] (yQ)dyQ) + O(R2(1 + (i — ,BI)R)).
(4.39)

Using (3.10) and Lemma A.1, we have that
[ 1210 Pina, + @3, im) ) =3 [ 100 P Qs + i [ 150y, Qe
~ 5 [ @BuBnGadvn + 01~ 52)¥log(1 - )1
=3 [ PQ -+ [ 107 Po,Q s~ 5 [(@)T@dy+ (1~ ) log(1 — )

= —6mi + 2mi + 210 + O((1 — fB2)2| log(1 — B2)|2)

= —2mi + O((1 — B2)%| log(L — B2)|?). (4.40)
Then,
T 1= il + (1 = B2)%[log(1 - B)|2 1
['=—2mRe <e FQﬁl(R)> +O( R(1+(i—ﬂl)R) : )+O<R2(1+(1—51)R)>'

Combining this with (4.32), (4.31), (4.35) and (4.38), the conclusion of the lemma
follows.
(]

Lemma 4.10. We have

<.3T2,1

om |1_M|+<1—52>%|1og<1—ﬁ2>|%>
OR "’

8y2Q52) = —27Im (¢"'9,,Qs, (R)) + O< RO+ 01— 5)R)

+o(mara—mm)
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Proof. The proof follows the same lines as the above one. With the same notation
as above, we have

(iaRTZ,h ayQ Q52)
== (31352,0 — i0rM21AQg, + i0RrB21(y20y,Qs, + (1 — $2)03,Qp,), i%)

d—p .
— <’L 1 8[‘8RT2,1,Z/)52>
=V +VI+VII+VIII. (4.41)

By Proposition 4.6, we have that

11— pl
1+ (1—pB)R)

VIS 2 (4.42)

Using Proposition 4.6, we have that |OrB2 1| S Yo . Then, it follows by

1
RZ(1+(1-B1)R)
(4.33) and (4.34) that

1 By)?|log(1 - B)|>

(
VIS —mara-6R)

Since |OpMa 1| < m by Proposition 4.6, we have according to (4.36) that

(1 — f2)7|log(1 — Bo)|2
VIS = ma+a-mr)

(4.43)

Lastly, by (4.40) we have that [(2|Qg,[*ipg, + Q3,ipp,)dy2 = —2mi + O((1 —
52)?|log(1 — B2)|%), and thus

V = —(0r&20,ips,) = uRe e / (1= Xr)y, Qp, (2|Qp.*ips, + QB,ips.)dy>
by '\ 1bly2 .
0 ([ (1+022) ELQn P + Qs 10 DIQuios

+0( [ (1= x0)1@5 10 Q| Qi e
(1— B)?|log(1 —ﬁzﬂ%)

= —27Im (" 9y, Qp, (R)) + O ( R* 1+ (1-p1)R)

+0(mrramm)

O
Lemma 4.11. We have
0Ty, (1— B2)7|log(1 — Ba)|> + |1 — Vb
‘(1_52)<Za—52’892%) S RO+ (1= B)R) R+ (1-B)R)

Proof. Using the symmetry of Lg, with respect to the real scalar product, we write
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0T 1
082

8y2Q52> =—(1- ﬁz)(aaTﬁz !

0Ty 1\ .
- —(a-p 22 T Laalivs)) = —((1= B (G2 ) i)
_(1 - /82) <852 (552T2,1) + 2852 (‘QﬁQ ‘2)T2,1 + 352 (Q%g )E? ip52)
2DT;,
- ( 1—py " 52)
We start by estimating the last term. Firstly,

(1- ﬁ2)< 28y2Q52) (4.44)

2DT;,

15
Projecting the equation satisfied by 751 onto negative frequencies, we obtain:

1+ 5
1B

2DT;,
( 1By %)

~

lipg,|lz2-
L2

——=DTy, + Ty, — 21 (|Qp, [*Ton) — T (Q3,T21)

=" (E2,0) — iM2 117 (AQp,) + B2 11" (420,, Qp, + (1 = 52)0p, QD)
+i(1 = p)orTy,
and therefore, using the 2-admissibility of R(1 + (1 — 81)R)T%; and R(1 + (1 —

B1)R)E20, as well as the L*-admissibility R(1 + (1 — 1)R)Bs,1 and R(1 + (1 —
B1)R)Ms 1, we infer

2DT;,
1—ps
On the other hand, by (3.10), we have

1
R(1+(1-p1)R)

lipg,llz2 =

Q, + %0y2Q52“ +O((1 — B2)%|log(1 — B2)[/?) < (1 = B2)% | log(1 — ) |/2.
L2

This shows that

(2DT ing)| 5 L2022 2 |log(1 — )|/
- " R(I+(1-B)R)

Then, by (3.10), we easily notice that, for every p € (2, 0),

1QF, Iz + 1Q5, e + 1@, 1l 2 (1 — B2)"/?| log(1 — B2)|"/?
R(1+(1=p)R)
< [log(1 = Bo)  +p(1 = o) 717 + [log(1 - )|/
R(1+ (1= p)R) ’
where we have used (3.23) and (3.24) combined to the Hausdorff-Young inequality.
Choosing p = |log(1 — /32)|, we conclude

(4.45)

‘ <2852 (|Q52 |2)T2,1 + 652 (Q%Q )E’ ip52> S

. 1 — B2)|log(1 —
(1= 82| (201Qa ) Tas + 02 Q5 Tosio)| < R(f : |<1O g—(ﬁl)g)'

. (4.46)

Finally, we deal with the term

(1 - 52) (852 (552T271)’ ipﬁ2> .
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Recalling the equation of 75 1, we have:

95, (L, T2,1) = 03,E20 — 103, M1 AQp, — iM21AD3,Qp, (4.47)
. 0
403, Ba (120, Qa + (1~ ) 52

+iBa1 [420y,05,Qp, — 05,Qp, + (1 — $2)93,Qp,]
+ (1 — p)0rdp,Ton

with

52,0 = (1_XR) [2\/ﬁeiiFQﬁ1|Q52|2 + NeimrQ%lQ—& + 2NQ52 |Q51|2 + \/ﬁeiFQ—BIQ%J :

Because of Proposition 4.6, we have the pointwise bound on the Fourier coefficients
of 52 0-

2
1
EEy ()| + 1€200(12)| S . (4.48
2. 2150, + 00l S g mgaa Ay (4
Using the fact that g—%é =— 1’13/621, we also have the pointwise bound
2
> D 105,80 m(y2)| + 105,E20,0(42)] (4.49)
+ r=1
|2
S m1|yl\~3,\y2\~§ <\Q61HQ52’2 + \QBI\Z\QBQ\)
2|
72 L5510 Qe (1061951 + 1@, P7)

1152105, Q | (192 + 105, Q5. )
=IX+X+XI.

Using the bounds (3.7) on Qg and (3.23), (3.24) combined with Hausdorff-Young
yield
1

IX|;72 X2 < , 4.50

Xl + Xl 5 (4.50)
_ _ -1/

XI5 BB P = B)T )

R(1+(1-p51)R)
We are going to use this to estimate dg, B 1 and Jg,Ms 1. Recall that
(Expr + (1= T3 ,+iQs,)
. . 0
(1920, Qp, +i(1 — Ba)

+
B3, =—

Qpy . ’

o5, 1Qs,)

and a similar identity for Bo 1 o. Taking the derivative with respect to 82 and using
(4.48), we have

108, B51 | S ‘ (3625§o,r +i(1 - M)aﬁszwiQﬁz) ‘

+ ‘(53,:0,7“ + Z(l - M)T;:l,r’ iaﬁ2Q52)

1 . . . .

+ R(1+ (1—B1)R) HZy?ayzaﬁzQ& — i0p,Qp, + i(1— IBQ)O%QQBQ,ZQﬁg)‘
1 . . .

+ R(l 4 (1 _ ,Bl)R) {(Zy28y2Q52 + 2(1 - /82)852Q5272852Q52)‘ .
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We estimate the inner products in the right hand side of the above inequality as
follows. Notice that, from the admissibility properties and (4.48), for every ¢ € (1, 2],
1 1
1Qs,lle S — :

P g - (¢— DR+ (1-B1)R)

+ +
1’ ||T2,1,r||Lq + H52,1,r||Lq 5

Given p € [2,00), using (4.50), (4.51), (3.23), (3.24), Holder’s inequality leads to

1 | pllog(1 = Bo)l +p*(1 e

(1= B)VBR*(1+ (1 - B1)R) R(1+(1—B1)R)
pllog(1 = Bo)| + p*(1 — o) /P

R(14(1-pB1)R)
pllog(1 = Bo)| + p*(1 — o) /P

R(1+(1-pB1)R)

1

- BRI+ (- B
The other inner products are estimated thanks to (3.30). Choosing p = |log(1— /)]
in the above inequalities, we infer

(1_52)‘35 B:I: ‘ < \/5 (1 B ﬁQ)(lOg(l — 52))2 + |1 — M| )
TN R4+ (1-B)R) RO+ (1-B)R) RO+ (1= B)R)

We obtain the same estimate for (1 — (2)09, Ba,1 0.

Arguing analogously, we obtain

Vb (1 — Ba)(log(1 — B2))? 1 —pl
(1_52)|852M2j,:1,r| S R2(1+ (1 51)R)+ R(1+ (1—$1)R) R(1+(1-051)R) "

Putting together the above estimates and using the fact that |Boi| + [Ma1]| <
we obtain from (4.47):

|(852 g2j,:0,r’ iQp, )N =

’(52{:0,7"7 1.352 Qﬁz ) ’ S

|(T2:l,:1,r’ i852Q52)| 5

|(aﬁ2T2j,:1,ra Z'QB2)| 5

1
R(1+(1-pB1)R)’

. Vb (1= fBa2)(log(1 — B2))* + |1 — p
(1- ﬁ2)<aﬁz(£ﬁgT2,1)JP52>‘ S R2(1+ (1-B1)R) + R(1+(1—pB1)R) )

This together with (4.44), (4.45), and (4.46) show that

_ (1= B)Pllog(1 = B)|7 + 11— ], NG
~ R(1+(1-p)R) R2(1+ (1—B1)R)’

(1—52)<i%,8y26252)

which proves (4.44).

O

4.7. Sharp modulation equations. We now compute explicitly the leading order
modulation equations. We need to exhibit some fine cancellations which could be
computed to the expense of lengthy computations® which can be avoided using the
following nonlinear algebra.

Before stating the result, let us define some more notation. We set

1 1
Ng:i= — 2, ., P3g:=—(D . 4.52
5= 5-1Qsle s Psi= 3-(DQs, Q) (452)
and we recall that

o= 5= [ Qa0 Qs dy

4pecause we need the cancellation to the order 2 in the scaling law.
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and the asymptotics from Proposition 3.11,

Ns = 1+0((1—B)log(l—B)) . AsNs = O((1 - B)log(1 - 8)) .
Py = 1+0((1~B)log(1—B)) . ca=1+0((1~ f)log(1— ) .

Proposition 4.12 (Sharp modulation equations). Let B](-N),M](N) be defined by
Proposition 4.6. The following estimates hold for P € O.

B _ Re(Q&(—ﬁ)W”)+O<b<|1—u|+R—1>>7 s

Ag, Ng, R(1+4 (1 —pB1)R)
Re (Qﬁl( )052 eiir> |1 — | + R!
> _ 1
B I <R<1 - /31>R>> - s
) Ag P vy (b= p[+RTY )
M- 2 =0 (e i) (45

A, P TO- (R T 0y Qs (R)
M) - R0 ) o1 e (75, ) + 21 (73, Qo R (456)
2

o((!l —pl+ R — pl+b+ (1= B5)! /] log(1 — f)|'/?) +R2>
R+ (1-BI)R) '

Proof. We recall the system of nonlinear elliptic equations solved in Proposition 4.6.
I€,xllg, = OR™™71) | [[Eanllp, = O(R™NH) .
N)

To simplify the notation, we will use v; instead of Vj( all along this proof. We

will also drop the indices (V) from Bj, M; for j =1,2.

Let us recall the expressions of &1, &s.

D|— B1D)v ) . ov
& = —M — v + v1|v1|2 — iMiAvy +iBy |y10y,v1 + (1 = B1) 55 !
1-51 0B
Oy Ovr (1= Ba)B Ovy
i\ M A My —— — = 4.57
+ A1 16)\ + 1\ 26)\ +1 m 95, ( )
1 — 0 vy
- 1-b+(By —M)R
- M6F+( + (B — 1))6}2
Py o—il , il . e2iFU—UQ]
R \//_1/ \/,l_,L 2 [ 1Ya 1] »
D| — ByD)v ) . ov
52 _ _M — v + U2|U2|2 — ZM2A'U2 + 1By |:y28y2’02 + ( 52) 2
1—fs B2
Oy 0y Ovy
+ Ao My—— I + 1A M7 —— N + ZM( — 51)316—/81 (4.58)
. 8 8?}2
+ i(l— )BI’ +iu(l —b+ (B — M1)R)——= R

+ (1= xg) [2vRe Tor|vaf? + pe 2 oivs + 2pms|v1|? + /e 03]

Our strategy is to extract information on Bj, M; from (4.11), (4.57), (4.58) and the
admissibility properties of vy, vs.
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Step 1: Speed for the first bubble and estimate on B;. We take the scalar product
of (4.57) with iv;. We observe the cancellations
< _ (D] = BD)un
1—p
Recall from Proposition 4.6 that

— 1 +U1|1)1|2,’iv1) =0, (iAvl,ivl) =0.

S m
~ R(1+(1—p1)R)’
and that b~1(1 + (1 — 81)R)R/Ty ; is 1-admissible. We obtain

|B1| + | My

_ B 1 . 3
Bil( Qs+ 8@, Qo) + O] =~ ( r / xrlon T dyl)

2 2 b !
+O<4XM“HW’@Y+Ra+u—ﬂnm[u_M+?ﬂ>'

From the 2—admissibility of vy, we have

o (VLT R
2 b
This allows to neglect the integral

/ xiloiPoal? dys -
R

SR+ (- BRE

Xr(y1)

On the other hand,

y1 — R -R b?
o (o2 (#57) = (5)) |5 s —mom
and more precisely, since R/(1+ (1 — 1) R)T5; is 2-admissible,

v —RY _ Q _E < b
2\ bu 2\ T )|V R2A+ (1= BOR)?
Therefore we can replace vy by Qg,(—R/(bi)) in the integral

/ Xr|v1|*T1v2 dy;
R

Similarly, because of the estimates on 77 ;, one can replace v; by Qg, in the above
integral, and finally drop the factor xg, since the tale of [Qg, | at infinity is small
enough. Identifying the coefficient of By, we infer

_ 1 R .
—mB1(Ng, — A, Np,) = —ﬁlm (QBQ <E>/R\Q61!2Qﬁ1 €ZF>
b

o <R<1 (- AR) ['1 e %D |

which, using the notation for cg, provides (4.53). Notice that the factor 1/,/u has
been replaced by 1 up to an error

(R(l |+1(If|21)3)> '

Step 2: Speed for the second bubble and estimate on By. We proceed for the
second bubble exactly as in Step 1. This leads to (4.54), as can be checked easily
by the reader. Notice that the absence of the factor b in the remainder term is due
to the slightly different estimate for 75 ; in Proposition 4.6.
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Step 3: Scaling for the first bubble and estimate on M. We take the scalar product
of (4.57) with dy,v1. We observe the cancellation

D|—p1D)v
1—06
We now compute the leading order non linear term. First, by integration by parts,
9 ) e2iF_ 5
XR ;’Ul|’l}2| + - T3 |, Oy, U1 (4.59)

1 1 ‘
= / 012y, (xrlva]*)dyr — 5, 1t </ €2ZFW23y1(XRv§)dy1> :

From Proposition 4.6, we have the rough bound
1

() (1 + (1= B))ly;1)
Combining this with the fact that on the support of g we have 2%5) < lyo| < 2B
we estimate

[vj| + Y30y, 05| S (4.60)

1 R 1 R 2
ly212 5,5 ly212 5.5 b
a 2 < 2pb 2 2pb 8 2 <
‘ y1(XR’U2’ )’ ~ R ’ ‘ bM yz(’vQ‘ )N R3(1 +(1 _,BI)R)Q
Then, by (4.59) and (4.60), we have
9 , el b2
—vp|va|” + v_v],a U)‘S . 4.61
‘<XR[M 1| 2| 1 1Y2 y1 Y1 R3(1+(1—51)R)2 ( )
For the remaining nonlinear term, we integrate by parts and obtain
e*lT elT
<XR [W’U%E_‘_ 2ﬁ|v1|202:| aay1v1>
= Re ( % [e_irv%vﬁ@ylvl + Qeirvlv_lvgaylvl dy1>
= Re ( % [e_irv_g [(9y1 (v%v_l) — QUlaylvlv_l] + Qeirvlv_lmaylvl] dy1>
R </eiF o128y, [x 73] d (4.62)
= —he V1|V1| Oy, [IXRV2] QY1 .
Vi

We extract the leading order term using the following pointwise bound which is a
consequence of the 1-admissibility of 5" 'R(1 + (1 — 81)R)(v1 — Qp,), and of the
2-admissibility of R(1+ (1 — 51)R)(v2 — Qg,),

‘01\01!2@/1 [xr2) — Qs,1Qp, 0y, [XrQp.)
< b
~R3(14+ (1 - B1)R)* ()3

and thus:
Re< 2y, [Tl d > R </eiFQ Qs 1?0y, [xrQ] d )
- 1 XRUV2]0Y1 | = —Ie — XR Y
NG 1l Gy 2] dY1 NG BBl Yy B2 1
b
_|_O 4.63
(o —smr) 09
We now compute the leading order term. Let
n
21 — —

R
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Then, using |(9y2 Qs,| S )3, we have for |z1| < 1 that

0y (42) = Dpa Qs ( f(l - zn)

-R R -R
- yzQﬁQ < bu > +/0 Zl Q62 < bu (1 _t21)> dt
_ R R\zﬂ R 0|y
_8”@52<bu>+0< b <f_?>> ”QBQ<M>+O<R3>'

Thus,

—zF
— Re < \/— Qﬁl ’Qﬁl‘ ayl [XRQ52] dyl)

—
— _Re / L Q5,1Qs *X 1Dy Qi
( Py 7 »

- R _ 1 1 1 2d
</—| © 0l 0l T y)

71'11
= —Re </y1<R bM\/_Qﬁl‘QBII 8y2Q52dy1>

72T - )
e (/y1| bM\/_( R 1)@[31’@[31‘2(%2@526@1) +0 <R4>
0 0. (“F) it b
= — < y2Q52 < bu ) /y1<R bﬂfQBl‘QBI‘ dy1> + 0O <R3>
1 zF )
- _bu ((%zQﬁg ( ) /Q51|Q51| dy1> +0 <R3>

2 4 —-R b
_ bﬂz;glm (gfgﬁlam@ﬁg (W)) +0 ( R3> . (4.64)

Finally we use again the following bound,

1 —R b
by |0 (E)‘ SRR

This together with (4.62), (4.63), and (4.64), yields

72‘[’ b
2 <
| <XR [ i ”ﬁ'”l' ”2} ’6“”1) ¥ R+ (1= B)R)

Combining this with (4.61), we get that the contribution of the nonlinearity is

2 , Xl el o b
2 _ - P < :
‘(XR[MU1|U2| + p U1y + = UQ}’ ylvl) ~ R2(1+(1—ﬁ(1)R))
4.65
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In view of the expression (4.57) of &, we infer —assuming N large enough—,
Ml(—iAvl,aylvl) + B3 (zylaylvl + 2(1 — ,81) 5 3y101>

8 ,31)1 (1 — 52)32 8?}1
+ MM ( a)\ 6y1v1> + AN Msy <’La—)\2,8y1v1> + T 65 8y1v1
61}1

1 (9F

We now compute the terms involving the modulation equations. First, by Proposi-
tion 4.6, we have that

. ) b
(—iAv1,0y,v1) = (—iAQp,,0y,Qp,) + O <R(1 + (1 - 51)R)>
b

R(14(1-p51)R)

= —7mPg +0O < (4.66)

On the other hand,

. ) 0 . 0 1 b
<zy18y1v1 +i(l—By) Zl 8y1v1> = (2(1 - ﬁl)%a@n@&) +0 (R(l +(1— BQR)) ’

) b
= 7hAg, P +0O (R(l +(1— 51)R)> .

Then, by Proposition 4.6,

( g)\ ’8ylvl> o

_|_

<zg§; aylvl) ( (1— 52) aylvl))‘
b

<
~ R(1+(1-p5)R

and

+

(n.a)

v
‘ 1 (8; aylvl)
o W=+ B
Y R(1+(1-p1)R)

The collection of above bounds yields the identity:

7 b(I1—pl+R7)
—7wPg, My + Ag, Pg, By =
T Bl 1+ Bl 51 1 O(R(1+(1—,81)R) ’

which leads to the bound

b(|1 —pul+R™)

Aﬁlpﬁl
M= " PR R soR)

P51

(4.67)

Step 4: Scaling for the second bubble and estimate on M,. We take the scalar
product of (4.10) with 0y,v2. We observe the cancellation

( _ (|ID] = B2D)vy

2
- B ) —0.
-4 V2 +U2‘Ug’ , Oya U2
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We now compute the contribution of the non linear term. Firstly, by integration by
parts,

<(1 — XR) [2,uv2|vl|2 + pe 2 FU2U1] 6y2v2> (4.68)
=i [ leaPoyu((1 = xalon P — e ([ P00, (1 = xwydyine).
By the rough bound (4.60), we have

b
|ayz ((1 - XR)|U1|2)‘ S 1R<|y1\<R|U1| +bﬂl\yl|>38yl(|U1| )

R
i<t | Tzt b |
R(y)? (y1)* ~ R¥(14 (1 - B1)R)?

Then, by (4.68), we have

b

‘<(1 — XR) [2p0|v1[* + pe T 307] 6y2v2> S R3(1+(1-pB1)R)*

(4.69)
For the remaining nonlinear term, we integrate by parts and obtain
((1 — XR) [\/ﬁeirvgﬁ + 2\/ﬁe_ir|v2|2v1] ,6y2v2>
e (/ Vil —xgr) [eirvgv_lm + 26_”’02@2}1%] dy2>
e (/ Vil = xgr) [ewv_l [(9y2 (v%v_g) - 2@26y202v_2] + Qefﬁjz@@vlm] dy2>

“Re ( / SR valvs[20,, [(1 = x )] dy2> (4.70)

We extract the leading order term using the pointwise bound:

va|v2|*0y, [(1 — XR)TT] — Qp,|Qp, 0y, [(1 — XR)Qp, |
Pilacipict by, o8
Ry)(1+ (1 = B)yil) — (w)2(1+ (1 = B)|y1l)

1
R<y2>3

Thus,

< b
~ R3(ye)3(1+ (1 - B1)R)’

) ( [ VRt nluaPo,, 10 - xaen] die

e ( f Vi 01000 10~ @i ) +0 (=)
(47)

We now compute the leading order term. Let 29 = b“ %2 then for |z9| < %:

0, Qp, (1) = 0y, Qp, (R(1+ 22)) = 9y, Qp, (R / R0, Qp, (R(1+tzo)) dt

R b
= 0,Qum+0 (B2) <o, 0u0m + 0 (2]
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and thus:

Vi Qs Qa0 [(1 — x1) Q5] dy2>

</| | bu\/ﬁeﬂ (QBQ‘Qﬁz‘Q()yI [(1 XR)Qﬁl] dy2>
Y2 >t

e </| 1<z bur/he" Q| @, "0y, [(1 = xr)@p,] dy2>
Y2|S<5p

b3
= —Re (/ b/‘\/_BZFQ52|Q52| ay1Q51dy2> + 0 <R4>
ly2| <505

e

\yQI\QbH

Qﬁz ‘QﬁQ ’ dy2>

b? b |y
+ O —+b/ — dys
<R4 yal< g 1 (y2)°

= e (b0, Q) [ Qi) +0 (75

- O<R2<1+<f—ﬁ1>R>>

where we used (3.15) in the last step. Combining this with (4.70) and (4.71), we
obtain that

‘<(1 —xn) [\/ﬁezrvgv—l + 2\/ﬁe*ZF|v2|2v1} ,8y2v2) = R2(1+(1—B)R)

This, together with (4.69) yields

b
R2(1+(1—-p1)R)

( ( (1= xr) [2pv2|v1[? + pe™ M0} + /e v3or + 2y/me” " [va| o1 ,avaz) \
S

In view of the expression (4.58) of &, we infer

) 0
MQ(—ZAUQ, 8y21)2) + By <2y28y2v2 + 2(1 — ,82) ;2 8y21)2>

Oy Ovy . 0y
+ oMy < 8)\ 8y21)2> + Ao My ( 3}\ 3y202> +MBl (Z(l — 51) ,8 3y202>

Ova 0
+ (1—,u)< 3 8y2v2> —|—(1—b—|—(Bl—M1)R)< 312 83/21)2)

0 b . 1
R2(1+(1—p1)R) RNtL)®
Next we compute the terms involving the modulation equations. On the one hand,

1 1

(iAUQ, ayQUQ) = (iAQ527 8y2Q52)+O <

R+ (1 —ﬁl)R)> =P t0 <R<1 +(1-B)R)

)
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On the other hand, taking into account Lemma 4.11 and (3.23), (3.24),

0 . 0Qp,

S omin) = (i(1- 5 552.0,,00,)

0 1= [+ (1= B2)'2[log(1 — Bo)|V> + R
R(1+(1-p51)R) ’

= 7whAg,Ps +0 (‘1 — |+ (1 = B2) 2| 1og(1 — Ba)|/? —i—Rl)
2 2 .

<iyzay202 +i(1 — f2)

R(1+(1-p51)R)

Then, by construction,

(20 ) |22 )| |1 - 022,

Moreover, by Lemmas 4.9 and 4.10, we have

(1— ,U)( %F 8@/2”2) +p(1 - b)( (;R 8@/2”2)
= (1= )| = 27Re (T Q, (R))| + pu(1 = b)| — 27Tm (€9, Qp, (R)) |
(1= @2+ |1 — pul((1 — B2)"/[log (1 = 52)|/* + R +R2)
R(1+(1-p51)R) '

Notice that, in view of (3.15), the factor p(1 — b) in the above right hand side can
be replaced by 1 up to the expense of the additional error
Summing up, we obtain

b(|1 —p|+ R
0 (R(l + (1 - 51)R> '
Ag,P

5, —22 B, 4 2(1 — p)Re (" Qp, (R)) + 2Im (¢ 9y, Qs (R)) =

0<<I1 —pl+ R = pl +b+ (1= B2)!/?|log(1 — Bp)['/?) + R~
R(1+4 (1 - pB1)R)
This completes the proof. O

< 1 _
~R(1+(1-51)R)

+0(

My —

N—

4.8. Solving the reduced dynamical system. Our aim in this section is to
exhibit a suitable exact solution to the idealized dynamical system

(2)e = Bir (v =%

(9 3 (e =M(P), L =BT j=12 (4.72)
To—T1

=y —m, R= N (1-B1)

with P = (A1, A2, f1, B2, ', R), which will correspond to the leading order two-soliton
motion, and where from now on and for the rest of this paper we omit the subscript
N for the sake of simplicity.

Let 0 < n,0 < 1. Define the times

5
Tn= o <T7 =1 (4.73)

72
and consider explicitly the solution

7300:( 7, ,ﬁ1 ,52 ,71 a72 y L1 aﬁﬂz)
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o (4.72) with data at t = T":
=1 ArF=1,
=7 =0,
1— B =n, b“:ﬁ ie 1-85° = 7,
=0, R=T" e a5 =T"n=0.

(4.74)

The fact that the system (4.72) with data (4.74) admits a unique maximal solution
is a simple consequence of the Cauchy—Lipschitz theorem.

We first claim the backwards control of this solution in the following perturbative
form.

Lemma 4.13 (Control of the solution in the perturbative turbulent regime). Let
d > 0 small enough and 0 < n < n*(§, N) small enough. Let P be the solution to
the approrimate system

(@) =Bi+0 (%), (=5 +0(H)
W)e=M(P)+0 (%), E=3F10(), j=12 (A7)
I'= Y2 — 71 R= )\f& xﬁll)

with initial data at T~ satisfying :
[P(T7) = P=(T7)| <n', (4.76)
then the parameters satisfy in t € [Tin, T~ the bounds:

M) =140 (T, rao(t) =1+ 0 (L0grent)

1= Bi(t) = (1 + O(P)), b(t) = YD (4.77)
I'(t) = O(nt|log nt|)
R =t(1+0(n)).

Remark 4.14. Notice that the small quantity nt|lognt| grows on [Ti,,T] from
(1—8)n' % logn| to §|log é|. Therefore, if § is small and if n < n*(§), this quantity
is first smaller that 7%, then it becomes bigger than 1. This explains why we have
to keep both quantities in the remainder terms.

Proof of Lemma 4.13. From (4.74) and (4.76), we may assume the following bounds:

)

(M) -1 < T, j=1,2

Mo(t) — 1] < K S 4nt| log(nt)|

+4
11— Bi(t) —nl <™,
%?2 <11 (t)g%z (4.78)
<’

0( )I K(?? + nt|log(nt)])

and aim at improving them for some large enough universal constant K, and for
0<6d<d(K),0<n<n"(K,d), which proves (4.77) through a standard continuity
argument. The difficulty is that the growth of Sobolev norms in (4.77) relies on an
uniform control of the phase which is not allowed to move, and this requires two
integrations in time in the presence of O(t%) decay only and hence some suitable
cancellation in the modulation equations.
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Step 1: Leading order modulation equations. We extract the leading order modu-
lation equations of Proposition 4.12 in the regime (4.77) using the sharp description
of the asymptotic structure of Qg given by Proposition 3.9. We estimate from (4.78)

1)
R~t< =
n
and hence
0<(1—-B)RSnt <6< 1.

Now we appeal to the precise description of Qg given by (3.18):

0u(R) — 1+0((1 —51]! log(1 — f1)]) 1+ 0((1— A1) Rlog((1 — B)R))] + O (%)
b
% + 0 <777 + n|log nt|> (4.79)

where we used the localization of R given by (4.78) in the last step. Similarly, using
(3.15), it follows that

9y, Qp, (R)
_ %\JOMD {_1 + %(1 — B1)R[L+ O((1 — B1) Rl log(1 ﬁl)Rl)]} +0 <Z—i>
1 i U
= 3 [_1 + §nt] +0 (t—Q +1 Ilog(nt)|> : (4.80)
We also have
<1—62>£ ZWSO—&)R@
and thus,
or ()
_1+0((1— 5)[log(1 ~ By))

- {1+0((1 —52)%1053((1 —62)%))] +0 <;—22>

= ()(%). (4.81)

We now compute the leading order modulation equations of Proposition 4.12. We
first have the rough bound

Tl

B0 (%) )

and the finer control from (4.79):

By = 2[1+0((1—f)|log(1l — B2))]Re {(COSP —isinI") [% + O (775 —Hﬂlog??t’)}}

t
1—p 1
+ O(T*ﬁ)
2cosT 8 1—
_ 2 +O<%+Mbﬁmﬂ+L7ﬂ> (4.83)

)
= %+O<%~+mbgmﬂ> (4.84)
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where in the last step we used from (4.78):

2 _ KX0® + P log(nt)?) _ 1’
t o~ t ~

+ | log(nt)| K *nt|log (nt)]

S 1
< -+l log(nt) | K3 log 8] S - + n|log (nt) (4.85)
for § < 0*(K) small enough. We similarly derive the rough bound
b(1— b 20
23] £ 1= Billtog( — gl + PN BT (s

We now estimate M. First we compute from (4.79), (4.85):

2(1 — )Re (e Qp,(R)) = 2(1— p)Re {(cosr+z’sinr)<1+0< 5+n\10g77t\>>}

2(1 — ) cosT
= %Hl—u!O( +77!10g77t\>
2(1 —p)

= f—i-O( + Kn \10g77t\2>

where we used in the last step from (4.78):

)
tl1 t
1=l < o= 1+ A — 1] < &1t los(t) (4.87)

~+

and hence

5 ) 2
\1—m( +77!10gnt!> < gl iz )

n’
2 S 5+ Kn*[lognt |

for n < n*(K,0) small enough. similarly from (4.80):

9Tm {eiFm} 2Im {(cosr+z'sinr) FQ ( 1+ 5m t) +O< +1 \10g(77t)!>]}

2sinl’ 7

= g —i—tcosI’—i-O( +77]10g(nt)\>

2F
- +”+o< +n\1og(nt)y>

where we used in the last step the development of cosI',sinI" with the bounds:

LG S K3(n® + P3| log nt[?) +77K2(n25+772t2!10gnt!2)
2 2 ¢

)
< 77— +n?|log nt| [K*nt|log nt|* + K*nt|log nt|]

< 77 >+ 1°|log nt| K36 log 6]* < —+n ?|log nt|

for § < §*(K) small enough Using from (4.83) the rough bound |Bs| < 1 ensures
the finer bound from (4.56):

2(1 — 2T 0 1= Bylllog(1 —
Mri.%_t_z_i_g 5%+K2772’10g(?7t)\2+| Bal| tg( 2)]
n’ 2 2 2
S gz T K[ log(nt)] (4.88)

where we used (4.78) in the last step to estimate 1 — fs.
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Step 2: Control of the speeds. We first integrate the law for [y from (4.83):
B 1 [2
Bake _Ba_ [ +0 ( + 1] log(nt)!>] =-+0 < + 1 log(nt)\)

1-B X X
We integrate on [¢,7~| and use

T )
/ nl log(nr)|dr < / llog oldo < /3
t 0
T .5
/ Lar=0 <n5\ 10g77!> <V,
t T

for n < n*(K,J), to estimate

—log <%> = 2log (TT> + O(V9)

from which using the initialization (4.74), (4.76):

1 — Ba(t) = (T t_z 5T7) jows) _ [1 + O(x/S)] t% (4.89)
We now compute for 5y from (4.82):
b 1
25l s sz
which time integration using (4.74), (4.76) yields
1= Bi(t) = (1 = Bu(T )2 ®) =1 (1 +0 (%2)) : (4.90)

Since t > Ti, = 0%, this improves the estimate on 1 — 3; — 1. This yields with
(4.89):

1+ O(V59)
Step 3: Control of the scaling and the phase shift. We need to be extra careful
to reintegrate the law for I' which requires two integrations in time in the presence
of tig decay only, and hence the possibility of logarithmic losses which would be
dramatic to control the smallness of the phase and hence the growth of the Sobolev
norm. We first integrate A; from (4.86):

(4.91)

)il S M) S ”

and hence from (4.74), (4.76):

M) =140 ("—) . (4.92)

Now consider

. Using (4.92), we have

. G

- v+o<’75>+0( ).
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and we now estimate from (4.87):

§ 2 S
+nt lo t
,02 5 Kv2 (77 nt|2 gn |) 5 ;72 F(2772|1 nt|2a

whence the first equation,
,,76
Ii=v+0 (t_2 + K| 10g77t\2> .

Hence from (4.86), (4.88):

w o= =G GO M2
¢ t o A AN

26 26 26
n n n
- M,y |1 n L Ui
f1+0 ()| o (%) =m0 (%)
and hence from (4.88):

20 2I'
w=—r-jty

1
n
PR +0 (t_2 + K% log(nt)|2> .

We therefore obtain the following system,

Ft =v+ R[‘ (t),
4.93
i A S e
with
776 2, 2 2
[Br(®) +[Ro(0)] S 5 + K[ log(nt)[7,
and with the initial data
D(T7)=00") ,o(T7) = 0(n").
A basis of solutions to the linear homogeneous system
I'i=v
{ o2 o (4.94)
t — t $2

is given by {(T'1(t),v1(t)) = (t,1), (T2(t),v2(t)) = (2,2t)}, with Wronskian
W = vy — Tqvy =17
and hence the explicit solution with data (4.74) is given by:

T T
Rrvy — R, T R,I'1 — Rrv
D(t) = To(t) — Ty (1) / e ) / LU
t t

" Bros— BT T RT - R
o(t) = wo(?) —vl(t)/ %dr—w(t)/ fulls — fires
t

t

dr,

where (Tg,vg) is the explicit homogeneous solution given by

T T
To(t) = T1(t) <0(771°) +/ Zw%) —Ts(t) (O(nlo) +/ 2F1%> = O (nt(|lognt]))

t t
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and

T T
w(t) = w) <0(?710)+ / %%)—w(t) <0(771°)+ / 213%)

T T— —
n n T 1 1
= —dr — 2t —dr =nl — )| —-2nt| - — =—
/t 7 /t 2 "0g<t> "(t T)

_ 0 (nt(llognt|)> .

t

We now estimate the error:

B B UF ~ UF -
Rrvs — R 20 2}2(75)/ R,I'y — Rrup
p w

w
Ty i’ s i’
< / [ + K*n*|log(nT) } —+K277/ llogT\QdeJ?—i—K%d]logé\Q
t 0
77_5 N K?26|log §|*nt|log nt| - 77_ n K?26|log 6|2 nt|log nt| - n® + nt|log nt|
~ot t| log nt| ~ot | log 4| t ~ t ’

for 0 < §*(K) small enough, and similarly:

T T
Rrvs — R,y R,I'1 — Rru;
Iy(t / —————dr —D'q(¢ / —_
®) ¢ w ®) ¢ w

The collection of above bounds using the modified initial data easily ensures

< n° + nt| log nt|.

1
n° + nt|log nt|
o) g THToE]
which closes the bootstrap (4.77) for Ao, I" on [Ti,, T~ ] for K universal large enough.

IT(t)| < n° + nt|log nt|

Step 4: Control of the centers and the relative distance.
We compute from (4.90), (4.91):

(w2)t — (1) = Po—P1=1-p1—(1—p2)=(1-p1)(1—0b(t))

()22 a(o(2)

Hence using (xo — 21)(T~) = nT~ + O(n") from (4.74), we obtain by integration in
time:

(w2 = 21)(t) = (@2 —2)(T) + 0t =T)+ 0 (F) =nt+0 (7 ,
and hence, using (4.90), (4.92):

R(t)—t T — T1 T — T 26
= 1= 1+0 -1
= O(n™) i% ’

which closes the R bound in (4.77).
(]

We now come back the exact solution P> of (4.72) with data (4.74) and claim
that the corresponding dynamics is frozen for ¢t > T~
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Lemma 4.15 (Post interaction dynamics). For § sufficiently small and n < n*(9),
there holds on [T~ ,400):
AP(E) =1+0(m), A@(@)=1+0( )

yalee] — — (% o e ( )
R = t(1+ O(n°)).

Proof. We bootstrap the following bounds on [T, +00),

‘1 — )\1(15)’ + ‘1 — )\2‘ < K,
1—B1—nl < Kn’, [1—faf <7 (4.96)
R(t) > §

for some large enough universal constant K = K (4), and where we omit the oo
subscript for the sake of clarity. Notice that the notation A < B in this context
means A < C' B with a constant C' independent of ¢, assuming n < n*(9).

By (4.96) we have

bl < n (4.97)
and using (3.17) and (3.15), it follows for R(1 — 1) 2 0 that

1
Qs (R)] S W’
b1

R
'Q@ (‘@) S =B

We may therefore estimate in brute force the parameters using Proposition 4.12:

Kn? 1
|BI|N—+?Nt—2
By| < 1 Kn 1

’NW—i_ntQNntz

|M|<(1—ﬁ1)|10g(1—ﬁ1)|JrKn2 Kn _ nllogn|
He 2 nt2 7S
’M‘< ‘1_M’

n?

We therefore control the speeds on [T, +00) using (4.77):

1(6—1)5]51 SRS tiQ e, 1- A1) = ne”(7) = (1 + O)
1 L 1
‘1(62)15 S B S g e 1—Bo(t) = (Tﬁ eo(ﬂ_) _ O

and similarly for the first size,

' Qo)

i<l £ YL e M) =140,
1

Hence:
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from which we infer, using pu(77) =1,
1 "= ()]
1—p)| < — —dr.
By Gronwall’s lemma, we conclude

1 1
11— n(t)] 5 =e”(7) = e
Hence the control of scalings and speeds is closed for K = K(0) large enough in
(4.96). We now integrate the position.

(x2)t —(r1)e =P —P1=1-p1— (1= F2) =n(l+0(n))
from which we get

zo(t) — a1 (t) = (1 + OM)(t = T7) +nT~ =nt + O(n*t)

=

) .

and 5
To9 — 1
Rit)=—"——2>—,
W= a—p "~ 3
which concludes the proof of Lemma 4.15. O

5. Energy estimates

This section is devoted to the construction of an exact solution to (1.1) with two-
soliton asymptotic behavior and transient turbulent regime. The strategy is based
as in |27, 10] on an energy method near the explicit approximate solution which can
be closed thanks to the arbitrary high order expansion of the approximate solution,
and the R(t) ~ t distance between the two waves.

5.1. Backwards integration and parametrization of the flow. Given param-
eters

P - (AlaA25ﬁ17ﬁ2aF,R)a ﬁ = (Pa$1,$2,’71a72)a

we let N N1 No
o (z) = " (2) + 20" ()
with
, 1 ‘ T —
(b(,\{vhj) ) = _V(N) y”]) eZPYJ" y fry 7‘7’ ]: 1’27
P ( ) )\j% 7 ( J ) J )\j(l _5],)

constructed in Proposition 4.6. We now fix one and for all a large enough number
N > 1, and for the rest of the paper, we omit the subscript N in order to ease
notations. We then pick a small enough universal constant § > 0 and, for 0 < n <
7*(0), we consider
P = (AT, A, 917,757, a1, 57)

to be the exact solution to (4.72) with data (4.74) which is well defined on [T~ +00)
from Lemma 4.15.

We now build an exact solution to the full system (1.1) by integrating backwards
in time from +o00: we let a sequence T,, — +oo and consider uy, () the solution to

10ty = | Dty — |tn|*tn,

We will very precisely study the properties of u,(t). Here and in the sequel, we
omit as much as possible the subscript n to ease notations.

(5.1)

. . . . 1
From standard modulation argument, as the solution remains close in H2 to a
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modulated tube around the decoupled two solitary waves , we may consider a de-
composition of the flow
u(t,z) = D5 (x) +e(t,x) (5.2)

where the parameters

ﬁ(t) = ()‘1 (t)v A2 (t)7 Ei1 (t)7 65 (t)v L1 (t)v 1‘2(15), F(t)7 R(t)) )
with the explicit dependence
9 — 1
A(1=p1)
are chosen for each fixed ¢ in order to manufacture suitable orthogonality conditions
on the remainders

l y . .
ei(ty;) = A2 (De(t, A (D)(1 = B;(1)y; + i (1) e, =12, (5.4)
Observe that

F=y%-m, R= (5.3)

lellfe = (1 = B)llesllze, 4 =1,2. (5.5)
Let w be the symplectic form

w(fg) = Im / fadz = (£.ig),

and consider the generalized null space of the operator iLg formed of functions
f € HY? such that (iEB)Qf = 0. This generalized null subspace consists of iQ)g,

0yQp, AQg, and ipg, where pg is the unique H> solution to the problem (3.9).
Indeed, one can directly check that iL3(iQg) = iL5(0yQs3) = 0 and

(iLp)*(AQp) = (iLs)*(ipg) = 0.
We then impose the set of symplectic orthogonality conditions:
W(&j,iQﬁj) = W(&j, aijﬁj) = W(&j,AQﬁj) = W(c?],lpj) =0, =12
or equivalently,
(gj’QBj) = (€j7iaij6j) = (gjviAQﬁj) = (€j,pj) =0, j=12 (5-6)
Let 0 := (\j,xj,7,0;), j = 1,2 and ¥ be a compact subset of
(REXRXRx (1— 6*,1))2.
For (01,02) € ¥ and f € H'/?, we define

1 Tr — X, 5
So; [(z) = )\;/2f<)\j(1 _éj))ﬁ '

The existence and uniqueness for each ¢ of P(t) ensuring the decomposition (5.2),
(5.6) is now a standard consequence of the implicit function theorem applied to the
function G : H'/? x ¥ — RS, G(¢,0) = 0, where G is defined by

(¥ = 80, Vi(P) = 85, V2(P), 501 Q,)
(¥ = 851 Vi(P) = 85, V2(P), 56,10:Q,)
(¥ = 8. Vi(P) = 85, V2(P), 551 1AQp,)
Gy, o) = (= So Vi(P) = S5, Va(P), So1 1)
’ (¢ = 801 Vi(P) = 85, V2(P), 55, Q,) ’
(¥ = 861 Vi(P) = 85, V2(P), 56,10:Q,)
(¥ = 85 Vi(P) = 85, V2(P), 55,1AQp,)
(¥ = 85, Vi(P) — So, Va(P), 802p52)



A TWO-SOLITON FOR THE CUBIC HALF-WAVE EQUATION 71

where o = (01,02) and P = (A1, Ae, 1, B2, 1", R). The key ingredient here is that,
for any (09,09) € ¥, the Jacobian matrix

Oy G(S OV(N) +SUOV2(N),O')
2

o=(0%,09)

is invertible, which follows from the fact that the matrix

(AQﬁj ’ Qﬁj) (AQﬁj ’ iayj Qﬁj) (AQBJ ) iAQﬁJ) (AQﬁj ’ ,Oj)
A= | Qs Qp)  (iQp;,i0,Qp)  (iQp,,iAQp;) — (iQg;,pj)
! (% Q5J7Q6J) (9y, Qﬁjﬂ ,Q8,)  (0y,Qp,,iAQp,)  (9y,Qg;,p;)
( ) ( JvZ Yj 5) ( J’iAQﬁj) (Ejvpj)
with
Yj = yayQﬁj +(1- Bj)aﬁjQﬁj (5.7)
is non degenerate
ﬁligll |det A;| #0, j=1,2, (5.8)

see Appendix C.

5.2. Localized H %—energy. The heart of our analysis is the derivation of a suitable
monotonicity formula for a suitable localized H 3 energy identity. The localization
procedure is mandatory in order to dynamically adapt the functional to the dra-
matically changing size of the bubble, but this will lead to serious difficulties due
to nonlocal nature of the problem and the slow decay of the solitary wave. The
limiting Szegd problem will arise in the form of various different estimates for II*e
which will be essential to close the estimates.

Let us start by introducing suitable cut-off functions which adapt the energy
functional to the dramatic change of size of the second solitary wave.

Space localization. We pick explicitly a sufficiently smooth non increasing function

1 for =z gi
Ui(z1)=| (1—21)1 for $ <2 <1 . (5.9)
0 for z; > 1.

and let

1 for = gi
b(t) for z3 > 1. (5.10)

From this function of (¢, z1) we deduce a function of (¢,y;) and (¢, z) via the following
change of variables,

o(t,x) = o1(t,y1) = @i(t, 21), 21 =

Qi(t,z1) =¥ +0()(1 - V) =

Y1
R(t)(1—0(t))

We then define the localization associated to kinetic momentum

C(t @) = A(t) + (1 = B1(0)(1 = o2, x)), (5.11)
so that (b))
) = _ ﬂl(t) for Y1 <#
C(t,x) = Gt y) {52(0 for 1 > (1— b(E)R(). (5.12)
similarly, let
?ﬂ(t,zn=u<t>w1<zl>+<1—%<zn>=' ua) for m s (5.13)

1 for 1 >1,
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with the same change of variables as before,
it 7 T Y1
ot z) = d1(t,yn) = @1t 21), 21 = 5y -
R(t)(1 = b(t))
We define the localization attached to the localization of mass,
1

0(t,x) W

o(t,x) = 01(t,y1), (5.14)

so that
A=b(t)R()

Ot y1) = N
(t,y1) = =7 for v > (1-b()R()

Explicit estimates used throughout the proof involving functions ¢, are stated in
Appendix E.

Localized energy. We now introduce the localized energy functional:

G(e): = 511Dl ~CDe,e) + (6,2)]

— H/R(|e+q>|4— |<1>|4)d:c—4(6,<1>|<1>|2)] (5.15)

Notice that the inner products are taken in the x variable, and that ® denotes
the approximate solution Qﬁ(t). This functional will be used as our main energy

functional. We indeed first claim that G is a coercive functional.

Proposition 5.1 (Coercivity of the localized energy). There holds® :

G(e) 2 (1= ) [ [k + [ ¢1\1D\%em2dy1] + [IDlerPay (.10
where €1 was defined in (5.4).

The proof adapts the argument in [33] and relies on a careful localization of the
kinetic energy and the coercivity of the limiting Szegé quadratic form. A key fact is
that the relative distance R between the solitary waves is always large. The presence
of the localization ¢ in (5.16) is an essential difficulty of the analysis and shows that

one looses control of HD%€+HL2 as 1 — 1 (through the factor 1— ), which reflects
the singular nature of the bifurcation @™ — Q. This will be a fundamental issue
for the forthcoming analysis. The proof of Proposition 5.1 is detailed in Appendix
F.

5.3. Bootstrap argument. Since ¢(7;,) = 0 and P(T},) = P*(T},), we run a
bootstrap argument in the following form. Let

B = log(1 - 8,) (5.17)

and

[AN|(8) == sup [Aj = A|(7), [AB;|(1) == sup |B; = B5l(r), (5.18)

TEL,Tn] TEL,Tn]
|AR|(t) == sup |R— R™|(1), |AT|(t):= sup |I'=T°|(r), (5.19)
TER,Th] TEL,Tn]

Sfor some universal coercivity constant which is related to the coercivity of the limiting Szegd
functional (2.17).
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we assume on some interval [T, T),], with Ti, < T < T, the H'-bounds:

Get) < &
le(®) 2 < 2 (5.20)

N
4

Vt e [Ena Tn]’ {

t

and the bounds on the parameters:
1. post interaction estimates: for ¢t € [T, T,| N [T, T,],

|AR| <
|ABj| + !AP! < f% (5.21)
¥ inal AN <
2. rough turbulent bounds: for ¢t € [T}, T~ N [T, T,],
L'A1<_11’+‘);2;12‘ - %1 < t%b(t) < 2
P A 0:22)

<Rt
The heart of our analysis is that all these bounds can be improved.

Proposition 5.2 (Bootstrap). For N > N* large enough and 0 < n < n*(N) small
enough, the following holds:

Get) S —x
vt € [T, T,), { eI NN:;JX (5.23)

and the bounds on the parameters:
1. post interaction estimates: fort € [T, Tn] NI[T,T,],

AR ;

Nt§ - .
|ABj| + |AT] S T (5.24)
Zj:1,2 ’A)‘j‘ S W;

2. rough turbulent bounds: fort € [Ty, TN [T, T,], P satisfies (4.77).

Of course, the bounds (5.23), (5.24), (4.77) improve on (5.20), (5.21), (5.22) for
N universal large enough, so that we can finally set T" = Ti,. Proposition 5.2 is
the heart of the analysis and implies Theorem 1.2 through a now classical argument
which we detail in Subsection 5.8 for the convenience of the reader.

From now until Subsection 5.8, we assume the bounds (5.20), (5.21), (5.22) and
alm at improving them. Since t > Tj, = 77%’ we will systematically use the bound

1
nCt\/N

<1 for N> N(5), n<n*(N).

Let us also observe from (5.21), (5.22), (4.95) injected into Proposition 4.12 the
bounds: Vt € [Ty, Th,],

S
—_
—_

|B1] + M| S

~ 27 ’BZ, g " ’MQ

. (5.25)

t2
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5.4. Equation for e. Let us start by writing the equation for e. Using % =5

we compute from (5.3) the generalized modulation equations:

1 -1
-SR-S COMESINE S M CED

and
_ 1 ($2)52 1 (551)31
Ry, = 1—b+(Bl—M1)R+1_51< o —52>—1_ﬁ1 <)\—1—51>
()‘1)81 (/81)51
— R ()\—1 — M1> + R <1_—51 — Bl> (5.27)

We compute by construction:

i0,®p — |D|®p + p|0p|° = \I/+Z £S5 (ty) e, j=1,2,

2
]1)\]

where

Sj(tsyj) = —i [% - Mg} AV - — [(xj)sj - 53} 10y, V;

\j 1—6; | X
. [fﬁi);’j By it10, V5 + (1= 5)05, V3] - [0y~ 11V
+ 5 (5.28)

encodes the deviation of modulation equations from the idealized dynamical system
(4.72) with the lower order error computed from (5.26):

&g . | Vs2 —1 - o %
4 "Z[T (s 1)} it (5.29)

1 [z, 1 [z (A1)sy
- {1—51<__52>_1—ﬁ1<)\_1_51>_R< A1 _M1>

(/81)81 8V1
i (1 —h Bl) }ﬁ

+ Ml[%—M]%ju Al[%_]\@]%

)\1 a)\1 )\2 6)\2
(1= 5) [ (B2)sy ag
e It [1—52_32]5—52
- A%
Sy =ilye — 1 plys — Dl 55 (5.30)

+ R(fﬂ_l)ﬂl Bl> }%

. (M)s Vs (A\2)s, Vs
+ 2)\2 |: )\1 - M:| a)\l + )\ |:—>\2 — M2:| a—)\2
51 oVs
+ ip(l = fBr) [iﬁ_l)ﬂl - 31} 3—ﬁi
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The error term
2

1 i
U(t,z) =) A—geij (yj, P(t)) (5.31)
=LA

encodes the error in the construction of V; and satisfies by construction

Cn - 1
qOORN+L S [CN+1

[RZIFPERS (5.32)

where we recall that N will be fixed later and n < n*(IN). We write the equation
for e,

i0e — |Dle + 2|‘1>p|26 + ((I)Iz.)2§

Il
|
=
T
S
|

where

N(e) = (®p +)|[@p +el* — p|@p° — 2057 — (€p)?

ol

In the sequel, we use the notation
j+1=1 for j=2.
5.5. Modulation equations. At this stage we can evaluate the right hand side

of the modulation system applied to the parameters P(t) given by the modulation
argument.

Lemma 5.3 (Modulation equations). Let

(Aj)s, 1 (s, ‘(5])5
Mod;(t) := L — M|+ L — B+ = — Bi|+ |[(7)s;, — 1],
then
1 llejllz2
Modj(t) < O + jt L= (5.34)

Proof of Lemma 5.3. Let j =1 or j = 2 and consider a generic multiplier

1 .
@(t, 1‘) = )\—l@j(yj, ,8]')61%7 (5.35)

N

J

with ©; strongly j-admissible. We compute from (5.33):

d

%(a, ©) = (£,0,0) + (i0,c,i0) = (g, —i9,(i0) + |D|(i®) — 2|05 |*(i©) — (©)*O))

1 .
— [ N@E) +v+ EizlA—%Sk (yx) €%, i0 (5.36)
k

and estimate all terms in this identity.
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The linear terms. Using the fact that Mj;, B; are L°-admissible, we estimate:

A2 1—B; ! Aj 71— p; )\]
21 — B; [yﬂ y; O + (1 _5J) B J] - ((’VJ)SJ' —1) ]]e (y])
— 3.D)O.; )
=—— [% + @j] et (y])
)\]2 J

+ O (Mod;;(t) (|A®; (y;)| + 10y,0(y;)| + |y;0y,05] + |(1 = B;)9s,0;| + 10;(y;)]))
+ 0 (10,1146, + (B, ly;9,,0; + (1 = )95, 4]

L [(\D! — BiD)®;

+@ ei'Yj .

1
+ (Mod; (1) + 5) O (151 + 10, 051 + 465 + (1 = 5;)9, 0,1 ).

Then, changing to the y; variable, using the definition of €; in (5.4), and Cauchy-
Schwarz, we have:

(=, — i0,(i0) + |D|i© — 25 [*(i0) — (©,)(i0)) = (=,

(1 ) (Mod, (e = + 152122
% 0(11; 1112 + 10y, ©;lz2 + 14052 + (1 = 8,)5,05112)
+ (1= 801V — 1Qs, 20512 151152 )

+ (1= )0 (1I1V+11705 2l 12 )

+ (1= B0 (VY1052 I 112

with the convention y;41 = y1 for j = 2. To estimate the remainder, we estimate
using that R(V; — Qg,) is j-admissible:

1 1
< Z

L2 ~ *

R(y;) | t

14V = 1Qs, )85l < |

We now use

y1 = R+ buy (5.37)

so that |y1| < & implies |yo| > Z_ﬁb and hence the bounds

dyi B dyx dyx
/ Wt /y1| 2 ()2 <y2>4+/|y1 5 g (2

b d 1 bd b b
_4/ 2 + 2/ y24 S 2 S 12’
R Ji<z (y)? " R2J (y)* VR
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/ dy1 _ / dy: +/ dy1

(y2)*(y1)* i< (W2)2 )t Sy n (y2)* (yn)!
B dn 1 fvin o
R? Jiy <2 (1)t RYJ (y2)? 2

which implies

—_

Vi1 P05l + [ViViaO,lz2 < <

The above collection of bounds yields
(e, —i0:(i®) 4 |D|© — 2|® 5|*(i©) — (P 5)*(i© 10, G0,
, 10, (i0) + | D [@57(10) = (®5)°(i0)) = % (), £5,(i0;))
P
+(1 - 0[S 4 Moy 1) (5.39

The nonlinear term. We estimate using (5.20):

12 P - 13
(Ve 5 -5 [ 2l g;'j 0 gy < (= 8) (120 + Nl Bl )

S U=l < (o -yl (5.39)

The ¥ term. From (5.32),

1

(5.40)

The S-terms and conclusion. We now pick

@] € A] = {Qﬁj7i8ijﬁj7AQﬁj7pj}

which are strongly j-admissible, and estimate all terms in (5.36) using (5.38), (5.39),
(5.40). The derivative in time of (e,0) drops using the orthogonality conditions
(5.6). Moreover, the same orthogonality conditions (5.6) imply that (g, L, (i©;)) =
0. We now use Appendix C to compute all the scalar products and conclude:

(((Sj — §;)e, i@) ‘ ~ (1 — B;)Mod.

Thus, in order to estimate Mod;, we are left with computing the crossed terms and
the error S; terms given by (5.30), (5.29). The detailed estimates are given below.

Case j = 1. We rescale to the y; variable and use the 1-admissibility of R(V1 —Qg,)
to estimate:
|Mod; | 4+ [Mods|

(Bre,i0)| 5 (1 - py) ot E0,
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We now recall (5.37) to estimate:
/ dy:
(y1) (1 + (1= Bu)(yu))(y2) (1 + (1 = B2){y2))
dyy
/y1|<§ (y1) (L + (1= B1)(y1)){y2)

N

dyi
i /y1|>§ (1) (14 (1 = B)(y1))(y2) (1 + (1 = B2){y2))

<L dy, . by
~ R () 4+ A =80)w))  RA+nR)J (y2)(1+ (1= B2)(y2))
b|logn| +logt _ bllogmn|

t 14+ngt ot 7

and hence the estimate of the crossed term:

S

- b|1
‘(526172,@1)’ g (1 — 51) [M(Modg + Modl)] .

This yields the first bound,

Mod; + Mods n He’:‘lHLz 1

<
MOdl ~ t t 770tN+1 )

(5.41)

Case j = 2. We estimate similarly

(526,0)] < (11— o) o T X%
and
/ dys
(y1)(1+ (1 = B1){y1)) (y2) (1 + (1 — B2){y2))
>y &z _ Jlog]

b/<y1>(1+(1—ﬁ1)<y1>)(<yz>(1+(1—ﬁ2)<y2>)N t

—_

from which

le2]lz2

Mod; + Mod 1
Mod, < ModitMody |logy t

~ t
< |logn|
~o

(Mod1 + MOdQ) —+

lle2llz2 1
(M0d1 —|—M0d2) + , + nCtNJrl'

Conclusion. Combined with (5.41), since ¢ > |logn|, this yields

lexlle> + lleallr> 1

Mod; + Mods < ; e

and hence using ||e1||z2 = Vb2 2

leallze + lleallpz 1 1 leallz2(1 + V)

< <
Mods S Mod; + Mods S 7 nCtN"H ~ nCtN'H n

1 leall >

nCtNJrl + t

and from (5.41):

S

ot el dele o 1 el [, 1
~ nCtNJrl t $2 NnCtNJrl t t\/l;
1 lle1]| 2
nCtN"H t

M0d1

N
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where we used
tvVb>1 (5.42)
O

5.6. Energy estimate. We are now in position to derive the key monotonicity for-
mula for the linearized energy G which is the second crucial element of our analysis.

Proposition 5.4 (Energy estimate for G). There holds the improved pointwise
bound on [Tin, T),):

C

Get) € —x

Nt2

for some universal constant C' independent of N,n,t.

(5.43)

Proof of Proposition 5.4. The proof relies on the careful treatment of all terms in-
duced by the localization of mass and energy when computing the time variation
of the energy G. The main difficulty is the loss of control of the kinetic energy and
mass as 3 — 1 for e] as reflected by (5.16), which forces different set of estimates
for e*.

We rewrite (5.33) as:
i0ie — |D|e 4+ (® +€)|® + ¢|* — D> = F, (5.44)

2
1 .
F:=—-V— S, S = E —QS]' (y]) BZ’Yj,
j=1 )\]2

or equivalently
i0ie — |Dle + 2|®|?c + ®?e = G
N(g) := (P +¢)|® +¢|* — ®|D|? — 2|D|%c — B%E (5.45)
G:=F—N()=—-¥—-5—N().
Step 1: Localization of mass. We compute the localized mass conservation law and
claim

dl
a§(98, g) = ((00)e,e) + (—i|Dle, Oe) + (i<I>2, 052) + (iS5, 0¢)
1

+ tN+1> . (5.46)

Indeed, from (5.45):
dl1

Ei(@g,g) = (98t6,€)+%((8t9)6’6)

— (=i|Dle + i(2|B e + %) — iG, 0c) + %((ate)g,g)

= (i®%, 0% — (iG, fe) + %((Bté?)a,a)

(5.47)

_ %((ate)g, £) + (—i|Dle, 6) + (192, 6c%) + (iN(2), <) + (i, 62) + (i5, 0e).

We estimate from (5.32), (5.20):

ez _ 1

’(\11705)’ S nCtN+1 ~ N+

For the nonlinear term, we estimate from (5.20) and (5.16),

g
[(N(e),02)] < /(!6\4 +1el”) S lellz<llellzz < 5
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and (5.46) is proved.

Step 2: Localization of kinetic momentum. We compute the localized kinetic
momentum conservation law and claim

ld = G 1
S ((Dze) = (20 +B,(0,8) + O (? ' m) (5.48)

+ %(@CD&,&) + (—i|Dle,(De + %aDC) + (iS,¢De + %aDC).

Indeed, we compute from (5.44):

li(CDe,e) = %(@CD&,&H—

1
2 dt (CDe,€) + 5(CDe, e)

DN | =

—~

= %(@CD&,&) + (0, (De + %sDC)
= %(@CD&,&) + (—i|D|e +i(2|®|% + ®%&) — iG, (De + %eDC)
= %(@CD&,&) + (—i|Dle,(De + %sDC)
+ (i(2|®[2 + B22), (De + %ng) + (—iG,(De + %aDg).
We integrate by parts the quadratic term using the pointwise bound (E.2):
(i(2|®|%e + ®22),(De) = (2®|e|? + B2, (0, D) + O <@> .
We estimate from (5.32) after integrating by parts:
69,¢De + 22D0)| S Wl llell 2 S oy

For the nonlinear term:

+1Q

, 1
|(iN(e), (De + 5eDE)| S lell g llell?2 <

~

and (5.48) is proved.

Step 3: Localized energy identity. We now compute the variation of the linearized
energy:

G {500k~ 7 | [t ot - jort) - e, wiop)| | (5.9

= (04, |Dle) — ((e + @)|e + @|*, Oe + @) + (D|®|*, 9, P)

+ (0, D) + (2, 01(@|[))

= (0ie,|Dle — (e + ®)[e + > + @[D[*) — (8;P, N(¢))

= (iV +iS,|D|e — (¢ + ®)|e + ®|* + ®|®|?) — (8;®, N(¢))
We estimate all terms in (5.49) and in particular first extract the quadratic terms.
From (5.32), Sobolev, [|®]/r~ <1 and (5.20):

1

(%, Dle = (@ + )| +ef* + @[@*)| < 1W]|m el < N (5.50)
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Let us estimate the term (9;®, N(¢)). Since Vj, R(V; — Qp,) are j-admissible, and
RM;, RBj are L*>°-admissible, we compute

2
(Br)s; 1 | 0V, oV,
0s, Vi = 1— —jFS. —R,.
2V = Z[mk T Bk)aﬁk 1—p5) Far TR
and hence, using (5.34) and the bootstrap assumption, we infer
1
|0sV;]| < ——. (5.51)
T Hyy)

Consequently, the admissibility of V}, (5.34), and the bounds 1—3; ~ nand 1—£2 2
n3 ensure

2
= T S 1) P A
0P = le )\]% [351‘/ - \j AV — 1— 5 [ by - ﬁ]] 0y, Vi — 1_—]&8%{/’]
(Bj)s; 2
8 V V. 'Y] — O L -
13" +1i(75)s; ] () ; e (5.52)

We use this with (5.20) to estimate:

_ 2 2 2 2=
—\Ut¥, - ) - - -

(0,8, N(e)) = —(0,®, (B +£)|® + €2 — B|D[2 — 2| |2 — B%)

— £ I 2 —
= — (0,®,2P[e]* + ®*) + O el ey _ _ (0,®,2®[e|* + ®*) + O 9).

n° t
similarly, using (5.34) and (5.20):
(iS,|Dle — (® +&)|® + |* + ®|®|?)
. _ Mod; + Mod

— (iS,|D]e — 2|®|% — &%) + O <%H€H%g>

= (iS,|D|e — 2|®*c — &%) + O (%) .

The collection of above bounds yields

jt{ (ID)e,e) — i U(ys+<1>\4 — o) - (45@@\2)“ (5.53)

= (e,|D|(iS) — 2|®[*(iS) — ®*iS) — (0., 2®e|* + P<?)

g 1
v o9 k)

We now treat the remaining quadratic terms more carefully and combine them with
the leading order quadratic terms in (5.46), (5.48). Indeed, we rewrite (5.52) using
(5.34), (5.51), (5.25) and the j-admissibility of Vj:

o ®

2

ZAL% [asjv W ).S”WJ' - g {(x - } 0y, Vi + 1 (B = yi0, Vi 4 i(v5)s, Vi | €7 (y5)
J

= Aj — B

<.

2

2
: 11
= > oV -p;0,09 10> -—
i—1 J ’ j:1t<y]>

<.
>’|s.
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where we have set

. 1 Tr—x; i
o) =00, ()
J J

We infer the bound

— (0@, 20|¢|? +6<€2) + (€2,i0®%) — (2®¢|* + B2, €0, P)
= (ﬁla oW 4 50,00 +0< ! <1>> 20¢|* 4 de ) — (20[e]? + DE?, (0, D)
J
1 . 1) @
+ (2@ [acp - Eily‘b“)}) 20| 5-+ T) (@ 4+ o) ef?)
i 2

C Qe+ T (¢ — 51)0u Y 4 (C — B2)0,0®) 4 (2, D52 <9_A_>q>o>>

J
F(9) R 2
_ 3(‘5’272(@(1)@(2)) — 3(’5‘272®(2)¢(1)) +0 w
A1 Ao n

We recall (5.37), and hence |y1| < & implies [y| > % from which

1
(Y1) (y2) i~ 2 t

| =

e e®| = S|

and hence

_ . 2
(ef2, 19T 4 |(ef2, 1930, 5 1122 < &
We then use (y1) 2 R on Supp(l — ¢1) and Supp()\—l1 — 0) and the explicit formula
(5.11) to estimate:

Similarly, we use (y2) = R on Supp(b — ¢1) and Supp(A—l2 — 0), and the relation
P2 —C=(1=p1)(¢1 —b) to get
lb—¢if 1

¢ - 80,0 s T2 <

b(y2)?
<9 )\2>q>(2) <L a

The second estimate above is straightforward. Let us explain how to obtain the first
estimate. Recall that b — ¢ = (b— 1)Uy, and 0 < W(z;) < 1, with ¥;(z;) =1 for
21 < 1/4, Uq(z1) = (1 — 21)10 for 1/2 < 21 < 1, and ¥y(z1) = 0 for z; > 1, so we
may assume z1 > 1. Moreover, recall that

~ot

Y1 R+ by —b 1Y
“ R(1-b) R(1—b) 1—b(+R)_
If
HYy2
_1>_>__,
TRV
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then |1 — 21| < v/b, and

4 4
S S S
b(y2)? ~ (y2)? ~ Rt
On the other hand, if
Hy2 1
P22 < —
R = Vb
then (y2) > R/+/b, and
| < I 1 1 .
b(y2)? ~ bly2)? ~ Rt

We conclude using [|®||fe < 1:

— (8t<1>,2<1>|e|2 +6€2) + (€2,i09?) — (20|e|? + D2, (0, D) = O (%) .

Injecting this estimate into (5.46), (5.48) and (5.53) yields the full localized energy
identity:
d

{500k + 022~ ScDe2) -

g 1| [ ol =121 - e 0l0p) ||

4
%((8,59)5,5) + (—i|Dle, 0e) + (e, |D|(iS) + i0S — 2|®[*(iS) — ®%iS)
— %(@CDE,E) + (i|Dle, (De + %EDC) — (iS,({De + %aDC)
g 1

= %((&59)6,6) + (—i|Dl|e, 0e) — %(@CD&,&) + (i|D|e,(De + %sDC)
+ (&, (|D] = ¢D)(iS) + i8S — 2|®|*(iS) — %iS) + %(6,2’SDC)

g 1
where we integrated by parts the term (i, (De + %EDC ) in the last step. We now
estimate all remaining terms in (5.54). The linear terms in (5.54) induced by the
localization of the mass and kinetic momentum® are particularly critical for our
analysis.

Step 4: Modulation equations terms. We estimate the remaining modulation equa-
tions terms in (5.54) and claim

1
(NTL
.28), (5.29) and

_l’_

(e, (ID] — ¢(D)(iS) +i0S — 2|®[*(iS) — ®%iS)| + |(¢,iSDC)| < (5.55)

> +lQ

Indeed, we first estimate the S terms in the y; variable. From
(5.34) with [jeg|| 2 = 122,

Vb
M0d2 1 H61||L2 1
< < S
19y, S Modi+ == S ooy + 7 |1+
1 leallz2
S OtV T (5.56)

6which is necessary due to the dramatic change of size of each bubble.
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where we used (5.42) in the last step, and
M0d1 < 1 ”{‘:ZHLQ.

15213, S Moda + —— 5 ORI . (5.57)
We also have similarly the pointwise bound using the admissibility of V:
1 1 lle2l| 2
k L
|08, 85| < ) o p (5.58)
In particular,
ISla, S USillee, + IS2llzz, S IS1llzz, + Vol Selze,
1 leal]z2
S nCEN+1 t (5.59)
We therefore renormalize to the y; variable and estimate from (5.59), (5.11):
. 1
(e,iSDQ)| < (1 = Br)l(e1, Sy, 61) S H 1172 + N

and similarly using ||®||z~ < 1:

1
tN+1

[|(,i08 — 2|@*(iS) — 9%8)[ < (1 = Br)llexlz2lIS 2, <1

)
We now use (1 =1+ (1 = p1)(1 —¢1) =1— (1 = 1)¢1 to compute:

(e, (ID] = ¢D)(iS))| 5 [((ID| = GD)er, i)
S (1= B)l(¢1Der,iS)| + [(iey, DI S)| := I + I1.
We claim: g
I+II'S 5+ 5 (5.60)

which concludes the proof of (5.55).

Control of I. We split § = 51 + S92 and first estimate after an integration by parts
and using (5.56):

1 1-05 9 1 g

(1=B0)I(61Der, i8] S (1=Bu)lleallaSillmy, S srpr =2 lelle S st 2

Next,
|(1 = B1)[(¢1De1,iS2) S (1 — B1)|(d2De2, iS2)|
< (1= B2)|(e2,iDSs)| + (1 — B1)|(e2, D((¢2 — b)iS2)].
The first term is estimated from (5.57):

(1= B2)|(e2,iDS2)| < (1 — Ba)lle2llr pemE t | Samt T

1 |ygz|yL2]< 1 g

The second term is estimated using (5.58), (5.37), (y2) = % on Supp(b — ¢2) and
10y, P2l Lo S 0|0y, 1|10 S R so that:

(1= B1)l(e2, D((¢2 — b)iS2)] < (11— 61)% [UC;V“ + Hezﬂﬂ / <|22|>dy2

1— 09 9 1 g 1
S : H52”L2+W5;+m

which concludes the proof of (5.60) for I.
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Control of I1. Consider S; — S~j. Then by commuting the null space relations
Ls(AQp) = —Qp, L5(iQp) =0, L5(9,Qp) =0
and (2.21) with II™, we estimate:
IDII™ (AQg) |2 + | DI Qg 2 + [DII™AQgs| 12 + [[DII0,Qsll 12 S 1 — -

Hence from (5.28):

- S 1 llejll e
IDIC (85 = 85, S (1= )Mo 5 (1 6) |~ + 1
from which:
: - S 1 ledllez] G 1
(1, DI (81 = 80 £ (L= Bller s | gy + 02| £+
and renormalizing to the ys variable:
OIS — S = lies. DI~ (51 — Sl < 1 el
|(ie1, DI (S2 — Sa))| = [(ig2, DI (S3 — S2))| S (1 — B2)llezll 2 O +—
g 1
Syt
We now argue similarly for the Sj terms. Indeed, from Corollary 4.7, we have
_ _ _ _ 1-5;
| DI 00V | 2+ DI ARVl 2+ IDTE 0y, Vil DI (154085, Vil S~
Hence, arguing like for (5.56):
- 1- B 1 lenllre
10T 51, 5 = Mods +Mods] £ (1= A1) |~y +14
which implies
: e 1 lellzz] G, 1
(i1, DIITS1)| S (1 = Bi)llen |2 pemEs T ST e
similarly:
- 1By 1 leall L
DI S5, 5 22 Mo + Mods] § (1 = ) [ iy + 122
and
: iy 1 leallzz] oG, 1
|(ig2, DII" S2)| < (1 — B2)lle2]l 2 pemE | STt
This concludes the proof of (5.60).
Step 5: Linear momentum terms. Let
~ € Y1
&1 = T Rl = 35 (5.61)
(22)% R
we claim:
1 , 1
—§(BtCD5,€) + (i|Dle, (De + §5DC) (5.62)

% {on—0(1)G} + O (tN1+1 * % [g(t) i @D '
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We first compute:

(0 De,e) + (=i|D|e,eD¢) = (0,¢(Det + De™), et +e7) + (Det — De™, (e* 4+ £7)0:()
= ((0:C+0:0)De™,e™) + (8¢ — 02¢) De™,e7) + (B¢ — 026)De™, ") + (8¢ + 02¢) D™ e7)
= (9 + 0:) D, e™) + (8¢ + 9:C) De™ 67 ) + ((9:¢ + 02¢) D™, e™) + (0 + 9:() De™,e7)
— 2(0,CDe™,e7) = 2(0,(De",e")

and now estimate the various contributions.

Term [(0z¢De™,e7)|. We claim:

1 &1)?
00 I 5 7 o0+ 2122, (5.69
Indeed, recall (5.11) and renormalize to the y; variable to compute:
[(0:CDe™,e7)| S [(Dey, 0y, dney ).
We then commute:
1

1
De7T . 0, )| = DeT . e
|(Dey, y1¢161)| R(l—b)|(<Z1>HTaXR €161 )l
Ll D3 xgIDIber + 1D Xl Dl er)
—_— — 2 2 2 2
R(l—b) <21>1+Ta XR 81 »yXR 81 781
1 1 1 1 1 "
S = {IrIDIzer, IDI28)| + (D127 (DI xalé)}
1 1 1ta 1 1 1 -
S DBz | Ixaten) 5 o | —z D13 e 2 + DI, xmléil 2 |
(z1) 2

We estimate from (D.1):

1 1
Dz, xrléillre S —=lleillre
DIz, xrlenllL \/ﬁll I

and from (D.2) applied to —i=

<Z1>_2_
1 1 1 1 1 1 _
|[——== D21l < MDI2ey |2 + [|——5= [IDI2, —=ler 22
(21)72 (21)72 (21)72
1 1
S Dlze o+ —|leq]l 72 5.64
[1DI2ey | \/}—%H iz (5.64)

and hence the bound:

(Der Oine)| S & [lofter 2+ Eliz] < 1, P
1%y1 1 ~ R 1L R ~ t ’

this is (5.63).

Term (0,(De™,e"). This term cannot be treated directly due to the n loss in
lef e < % We claim that

tN+1

_ d 1 G(t
(0:¢D=" %) = 5 01000} + 0 (i + T2 ). (5.65)
Indeed, first we renormalize to the y; variable,

_ 1 _
(8$CD€ =5+) - F(Dgl 7ay1¢1€ii_)
1
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and now we need to use the equation. We rewrite (5.44) as
i@ta — ’D‘&’ = F
F(t,z) = =¥ = 8= (2 +e)|@+ef — @|0), F(t,x) = Fi(s1,3)

r—x1

and renormalize to the y; = X (=50 variable so that

105,61 — DI = /D ﬁlDe
s1¢1 1 _51 1
141 (M)sy €1 (B1)s; (21)e — B
= )\ 2F +1 N 1(2 + 13y1 1) 21 3, 18y1 1+ 1—,3 8y1€1 + ¥s1€1
and thus after projecting with I1~ and using [IIF, d,] = [II*, yd,] =
O -
One] + 15 D (5.66)
(A1) (B1)s _ L m)e=B, _
— )\1 21‘[ Fi+i N ( 5 + y10y,61 ) — zl_ﬁllylaylal +21—7ﬁ18y1€1 + (71)s1€7
and
i0s,67 — Def (5.67)
i I A S T S . -
= AR+ z'(lﬁ(g—1 +y10y,67) — i%ylﬁylef + zwaylef + (71)s:67 -
A1 2 1—=75 1—=75
Using (5.66), we have
1 1-5 .
x (Dey, Oy, e ) = m(—laﬂﬁ , Oy 1€7)
1—- 75 1+~ .(>‘1)s1 €1 — . (/81)81 —
——— | A} I F — (= 19) — 0
+ )\%(1+51) < 1 1+ )\1 (2 +y1 y151) Zl_ﬁlyl y1€1
(1) =P, _
+ Z(l)iiﬂlayﬁﬁ + (M)si 61 aay1¢15;r> :

We use Supp(9y,¢1) C {% <y1 < t}, |0y, ¢1 L= < 1 and the rough bound

A |, [B)s |, @) =Bi| 1 -
)\1 + 1— 51 + 1— 51 ~ t’ ‘(71)51‘ ~ 1 (568)
to estimate
A)si €1 - p g
(=50 | (P22 + ey et )| £ 252 el < 5.
and
)\ . S — . - —
(1—=75) < ( )1\3 Y10y, €1 _Ziﬁ_l)ﬁllylayﬁﬁ "‘Z(xll)iiﬂlﬁlam% aay1¢1€f>‘
1—
s a5 Y

Indeed, in order to absorb the derivative in the second estimate, we make use of the
commutator estimate (D.9). For instance,

|10y, €7+ 0y o167)| = 19y, I, 310y, diler . €0)] + O(llenllZ) < Nleallze -
ad the two other terms are treated similarly.
The rough L*-bound ||e1]|z~ < 1, (5.32) and (5.59) ensure

- 1
112 S llenllpe + pon Ex) (5.69)
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and hence:

(1— B0 Fy, 8y, dre7)] < -

We now integrate by parts in time:

— 5
t

1 < g 1

2
H€1HL2 + W ~ ? + (N1

1 — 1-B81 ., G 1
)\_%(Dgl Oy 7)) = —m(13t51 L0y p1ef) + O <? + W)
_ 4 1=K - + 1-6 - P g 1
T dt {)\1(1 +51)(261 , Oy, 167 )} M1+ By (61 s Oy, 91107 ) +0 ; + PN
where we used (5.68) and the rough bound
1

0,0y, P11 < i

in the last step. We now inject (5.67) and conclude using a similar chain of estimates
as above:

1, d [ 1- - g 1
)\—%(Da1 Oy nel) = 7 {rfgl)(“ﬁ 73y1¢1€f)} +0 (? + tN+1>
1-6 +
Ar(1+ ,81)(81 GurDer)

The last term is handled using again the commutator estimate (D.9):

- - _ lex 7
(e, 0y 01 D) = (e [0y, 61, T IDEN)] S e (221D [0y, 61, T ey 122 S 55

and the boundary term in time is estimated using ||0y, 1|z < %

1- 1-p g
T < a2 9
A1+ 51)

(ig{vayl(blEIL) ¢ ~
The collection of above bounds yields (5.65).

Term (—i|D|e,(De). We claim similarly

(—i|Dle,(De) = %{onﬁo(g)} +0 (tNlﬂ + @) . (5.70)

Indeed, we compute:

(—i|Dle,(De) = M(—i(Def — De7), G1(Def + Del))
= m [(—iDef, (1 Dey) + (iDey , (1 Dey)]

2 2
= ———— (iDey, (1 Def) = —= (iDey, 1 De7).
)\%(1_51)( 1 1) )\%( 1 1)
We compute from (5.66):

1 1—p

— (iDey ,¢1Def) = (iOey i1 Dey)

N PR
1-5 4y = (M)sy 7 a (B1)s, -
vl S 2 21 -
N1+ B1) <)\1 P+ A ( 9 + y10y,67) &) —ﬁ1ylay1€1

(z1)e =P, - _
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We estimate from (5.69), (D.9):

(1= BN By, i1 D) = (1 = 60| By, [T, 1] D<)
S (- BIDIT, o Aulgalef e S T2 1R ler e S 7= le + ey
S 5o
We integrate by parts,
nder 61D = [(ie7 . 011619y,

S ey, (91 + 9185, 61)0ye0)| + (iey s y1610,67)] -
For the first term, we estimate from (D.9):
- _ 1
(i1 (81 + 410y, 61)0y 1) S e 122010y, [0, 61 + 119y, 61ley [lz2 S S llenllze-
For the second term, we use [II', y1]0,,e1 = 0 and (D.10) to estimate

(e o0y, en)| = (i, Il (1205, €7))| = (iey, (61, 117 (1195, €1)))

- llex 17
S et ezl )y, [0, éiler llre S —5

Similarly,
. _ _ 1
|10y 1,61 De])| + (61, o1 De])] S < llenlZe-

We therefore integrate by parts and using (5.68)

1 1-— g 1
)\2 (1Dey ,¢1D51 )= (17_{_55)(261551 ,Z¢1D61 )+ O ( + m)
d 1-— 1— 1
= % {)\1(1 +/8151) (El_a(leET)} (1 +—18/8 )(2¢1€1 ,Dlaslefl ) + 0 <g + m) .

We now reinject (5.67) and estimate all terms similarly as above using (D.9), (D.10),
and (5.70) follows through a completely similar chain of estimates.

(01 + 05)C terms. These terms gain an extra 1 — ; which is essential to treat the

degeneracy of the kinetic energy and the L? mass for 6IL in the lower bound (5.16),
and we claim:

(OH + 0.0 Dt ,e5)] + (A€ + 0uC)De, )| + (B¢ + o) D=, &)
1@+ 0,00 ) £ 2. (5.1)

Indeed, let
bita) = 200y — ). (5.72)

Vo
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We estimate, after renormalization to the y; variable, using (5.11), (E.3), (E.12),
(E.14), (E.15),

(D", (91 +0:0%)| S | (V/orDet e
o/aet )|+ [P ey
< D (VaeDl (1D wrlelle + InlDlbetl] + = e 2
1 1-— 1
S [IVaIDLe I + llealie | x [P eallse + flwamml oo

1
1Py S 26(1) -

N

+

Finally, we infer
(0 + 02 Q) De™,e¥)| = [(¥/dDe™,e¥)| = [(Vor1Dey, et
= |(Wor IDIEer + IDIEVan DI e et
< NVEn DRy s lnetlle + IVaiIDer Iz (Ial D3k e + 1101, wileallze)
and hence, using (E.14), (E.15), (E.12),

(@16 + 00D )| 5 =P el

1 —h 1-p g
+ Dte I (SR IVEID e + 2 el ) 5

and (5.71) is proved.

Step 6: Control of mass terms. We claim:

S((@h0)2.2) + (—ilDlz02) = 0 {0,0(G)) (573

1 1 w2
+ O(tN+1 +3 [g(tHTLD'

Indeed, we split € = e* 4+ ¢~ and compute:

%((6,59)6,6) + (—i|Dle, fe) = %((ate)(e+ be) et 4e) 4 (—i(Det — De), 0t + )
= %((&e@)(e* +e), et ) = (OpeT — e, 0(T +67))
= %((&g@ + 0,0)eT, ™) + %((&59 — 0:0)e,e7) 4+ (00T, e7) 4 (O™, 0ch) — (0™ ,0e7)
= %((&g@ + 0,0)eT, ™) + %((&59 — 0:0)e™,e7) + ((0:0 + 0,0)e™,e7)
— (0.0, 67) + (0pe™,0e1) + (67,006 + 00,67
= @0+ 0)FE) + (00— 0)= ) + (A0 + 0= )

+ 2(0eT,0.¢7)

and estimate all terms.
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(0r + 05)0 terms. We estimate from (E.19),

2
(0,0 + 010)e™, %) < H€|t|L2 < %
Term ((0p — 0y)0e,e7). For t > T~ , we use
A2 =AMl S
and (E.17):
< =Ml e G
< 22 - < X7

For t < T, we use the bound

1
Ao — M| S -
A2 = X[ S5
and the space localization of dy,6; to estimate from (E.16):
- o Pl &z
(@0)e ) 5 (0 oa,00a. 5] < Rl 2, < BBl

Term (0et,0,e7). For the last term, we renormalize to the y; variable

1
(Ope™,0cT) = A_1(D6I’ —iﬂlef)

and hence, using (5.66),

(Oze™, 65+) = i _T_ gi (iate’-:l_, 19151’—)
1—-p 1+~ (A)s ] B
+ )\1(1+51) <)‘1 10 F1+Z()\31(?1+y13y181)
(B)s _ (@)= B _ _
— g YO H I T e + (M) 017
1-61,., . 1-—
- 17 gi (iOey ,i01e]) + O < tﬁl H51H%2>

and hence, integrating by parts in time and using (5.67), (5.68), (5.69),
d [1-
(Ope™,0eh) = — {—ﬁl(sl, 615{“)}
dt 1
11—/

A(1+B1)
We estimate from (D.9),

7 I 1
(e1,61Df) + O < " lexlZ2 + W) :

_ _ 1
|(er, 01 D)] = [(DIIT, 1er, )| S < llenlZ
and, for the boundary term in time, we use

1
91:—[,[L\I/1+1—\If1] ,

A2
to compute
1-051, _ 1-58 , 1-75 _
,9+:7 (U +1-v N=—" (41 ,\Ier.
1 +51 (61 161 ) )\2(1 +51)(61 (Iu’ 1 1)61 ) )\2(1 +/81)(1u’ )(61 161 )
Hence
1—-p

_—1(€f791€fr)\ S A2 = M1 = By)lerl|72 S n°G
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which concludes the proof of (5.73).

Step 7: Small time improved bound for ||€1||z2. The collection of above estimates

yields the differential control:
d 1 2] 1
G OO0 o 0| 57 00+ 2 o e

We now estimate the £; term first through the following space time bound:

/t lErmllze </tTn [Q(TH N1+1]d7 (5.75)

T

which improves on the trivial bound ||€1(2)[|2, < [le7 |22 S g(t) for t <T~. Indeed,

let N
Y1 o dz
h =H| = H = —_
(3172/1) <81> ) (Zl) /z1 1+ <Z>1+a

We estimate from (5.66):

1d _ 1 1461 _
S == [ (o, - Lo, ) hler|?

1 ~ Al)s - B )
o (et P B G e - 2

1 1+ 5 2 1
= 3/ (- 1500 ) s+ 0 (Jlal + g
where we integrated by parts and use (5.68), (5.69) in the last step. Moreover,
1+ 8 1 145 1 145 1
05y — ——0y, |h=—1{— 0., H=—
<81 1—,81 y1> Sl( 21 — 1_5 21 1+1_51 1+<21>1+Oz
and hence the bound using <Z1|§{‘+a <L
L1468 P g 1 1d / -2
— <C —~—+=— [ h .
S1 <1—51> 1+<21>1+0‘ 1—,81+tN+1+2d81 ’51‘

We integrate this on [s1(t),s1(T},)] with e1(s1(7)) = 0 and (5.75) follows from
sp~t~ R 2<1— 61 < 2.

(1)t — B
1-5

13@11 1t

g el + (’Yl%ﬁf)

Step 8: Conclusion. We integrate (5.74) in time on [t,T},] using €(7,,) = 0 so that

Tn Tn ||Z 12
o< [ I +/t Hgl!LgerriN.

~
t T T

The first term is estimated using the bootstrap bound (5.20):

Tn Tn
Sl [* s L L
‘ N

N N
¢ T itz tz

For the second term, we estimate from (5.75):

T ||&a I 1 (T &7 I 1
L2 172
ar < - iz <2 d
/t 2 TS /t T T /t [g(T) " TNH] !

1 1 (Tmdr 11
S WJFQ/ N Syox
t 2 2

which concludes the proof of (5.43). O
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5.7. Proof of the bootstrap Proposition 5.2. We are now in position to con-
clude the control of the geometrical parameters and the H' bound.

Proof of Proposition 5.2. First observe that (5.43) yields the improved H> bound
in (5.23). Moreover, the bounds (5.21) at 7~ and (5.34), (5.16) (5.43) allow us
to apply the perturbative Lemma 4.13 and conclude that P satisfies (4.77). We
therefore need to prove (5.24) and the improved H' bound in (5.23).

Step 1: Proof of (5.24). Recall (5.17) so that
(1 —85)9, = (9@_.
Since RMj, RBj are L°°-admissible, we have
2

2
D |00 My| + 105, My + ) [RORM;| + 00 M;| S
jik=1 j=1

(5.76)

| =

| =

2 2
> |0y, Bi| + 105, Bel + Y |ROrB;| + 0rBj| S
jk=1 Jj=1

(5.77)

For t > T, the same chain of estimates like for the proof of Proposition 4.12 using
1—plSn for t>T°

ensures the more precise control:

2 2
1
> |00 M|+ [RORM;| + > 05 M| S 5 (5.78)
j=1 J,k=1
Indeed, if j = 1, we know that b1 R(1 + (1 — 81)R)M; is L>-admissible, so that
: b 1
M ROr M 0z M| < <

since, for t > T, b~n? 1—; ~nand R~ t. If j = 2, Corollary 4.8 leads to

2
1= pl+ (1= Bo)|log(1 — Bo)| + R
M|+ |RORMs| + 1-— 0, M| <
Since, for t > T~ |1 — pu| <0, 1 — Bo =11 — 1 ~n, R ~ t, we infer (5.78).
Recalling (5.18), (5.19), then (5.76), (5.77), (5.78) ensure:

2
1 ~ 1 1
|1Bj = Bl S 5 [ 2_UANI+]AB]) +|AT]| + 5|AR| S e
j=1
2
1 1 . IAR| _ 1
My = ME| S 5N+ 3 | D aG+lar] | + 55 s
j=1 j=1,2 ts
Moreover, from (4.72), (5.34), (5.43):
(Ag)s;,  (AF)see
), — (\® = J _ J < PR 0 <
[(A)e = (A7)l N e |~ |Mj — M7°| 4+ Mod; S X2

which time integration using (5.82) ensures:

1

AN < .
[AN] Y
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We now compute similarly:

~ ~ 1 1 1
|(B5)e=(B5°)e] = X [Bj + O(Mod;)] — )\TOB}?O S t—ﬂ+|Bj—B}?O|+|B}?O||)\j—>‘?O| =
J 1 1
and hence by integration in time:
~ 1
ABI S —=-
Nts
We now compute the phase shift:

1 1 1 1 1
ry—-Trr¥=————[(——-— O(Mod; + Mods)| S ——
hem =S A5 <A2 >\§°>+ (Mody = Mod)| 5 -0y

and hence )
AL S —=
2t§
We now estimate from (5.27):
0| < ) 1 < 1
|Re — R[S Y [AB)] + |AN| + Mod; + |AT| + JIARIS ey
§=1,2 8

which time integration concludes the proof of (5.24).

Step 2: Proof of the H! bound in (5.23). Since we have closed the H? bound at the
linear level, closing the H' bound or any higher Sobolev norm is now elementary.
Recall (5.45)

i0ie — |Dle + 2|®|%c + ®?E = G.

Let )
z = |D|2¢,
then:
i0;z — |D|z +2|®*2 + ®*2 = G
~ 1 1 9 1 e - (579)
G = |DI3G — 2|}, 02 — D]}, 8%z
We now run an energy identity on (5.79). We consider
1
Go(2) = 5[(IDlz:2) + (22) - (21022 + 02, 2)|
then from (5.20):
1
12112 3 < Go(2) + lI=IIZ2 590(2)+t—ﬂ- (5.80)
2

We compute the associated energy identity:

d 1
2700 = (0= Dz + 2 = 210z — #%2) — (0,(|2)z + 50,92, 2)

—iG,|D|z + 2 — 2|®|?z — ®%2) 4 (22,iD?) — (0, D, 20|2|* + D2?)
22,i®%) + (i|D|2 (¥ + ), | D]z + 2 — 2|02z — %7)

(
=
+ (i [20D13, [0 — [|DI3, 9%z, D]z + 2 — 2|02 — 0%2)

+ (iDIEN(), D]z + 2 — 2|0z - 9%)
— (0®,202]* + ©2?)
— [+ T+ IIT+1V +V. (5.81)

1

5+l
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We now estimate all terms in (5.81). From (5.20) and ||®|/z~ < 1:
1

U2 2 < (el . < —

1] = 1" i@7)[ S el g < -

For II, we use (5.32) and an integration by parts and (5.20) to estimate:

@ D[2 ¥, D[z + 2z = 2|9|"2 — @72)| S V] 5 llzllr2 S OV S s
For the modulation equation term, we estimate in brute force using the admissibility

of Vj, (5.34) and (5.20):

1 1 1
S| 3 < —(Mod; + Mods) < ——
115 5 ;o (Mods +Mods) £ -
and hence:
oL _ 1 1 1
|(iID|2S, Dz + 2 — 2|22 — 8%2)| S 18]l 3 ll2llz2 < SxTE S X
n ta ta ta

For I1I, we use that for any function y:
Lot 1 1
IDI2(IDI>,x] = (1Dl x] = [ID2, x| D2
and hence using (5.20), (D.1) with R =1 and the admissibility of V;:

. 1 1 1
(201013, 196, 1DI) | S WDIEIDIE, [@Plell a2l
1 1 1
< (NDLI@ PNz + NIDIE, [#PUDL3elle Iy S el g el

1 1

S ol S
4

n
The term (QiHD\%, |®[%]e, z — 2|®|?2 — ®2%) being easier to handle and proceeding
analogously for the terms containing iHD\%,CI)Q]é, we conclude that
1

patl

[I1I| <

For IV, we develop the cubic non linear term. The most dangerous nonlinear term
is the following which we estimate in brute force by Sobolev and (5.20):

(#1DI% (ele), D12 ) | = | (#1DI(1=f2), | DI £2)
S 1Dzl e lleli N5y S (2= + D)1=

1
g+l

SID(ePel Nzl 3

Then, by the fractional Leibniz rule and (5.20), we also have

. 1 _ 1
|(i1D1 eleP), = — 2192 — 8%2) | S 11D Eellualle®llzalzlize S lp3 il 4 12l
1

We argue similarly for the quadratic terms and obtain:
d L — _ 1
|(i1DI3 @leP® + 2B), D]z + 2 - 21022 — 0%2) | § (el + lel% )21,
7’] 2

< 1
~ t%Jrl
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Finally, to estimate V, we use from (5.52) the rough bound ||0,®| e S 7]% to

estimate:
1 < 1

V] =102, 20]2” + 82°)| < [0l || @[l | lIZ> <

nCtz ~ At
The collection of above bounds yields
d 1
_ <
dt gO ~ t%‘f’l
which time integration using (7)) = 2(7;,) = 0 with (5.80) yields
1
412, S —-
Nta
This concludes the proof of (5.23) and of Proposition 5.2. O

5.8. Proof of Theorem 1.2. We are now in position to conclude the proof of
Theorem 1.2 as a simple consequence of Proposition 5.2. The argument is now
classical [31], we recall it for the convenience of the reader.

Proof of Theorem 1.2. First observe that Proposition 5.2 implies that u, (¢) solution
to (5.1) satisfies:

=

Vn 21, VEE [T, Tol, [lun(t) = @ (8)]| i < (5.82)

Sl=

t1

We now let n — +o00 and extract a non trivial limit to produce the dynamics de-
scribed by Theorem 1.2.

Step 1: H%—Compactness. We claim that that the sequence u,(7;,) is up to a
subsequence H 2 compact. Indeed it is H' bounded from (5.82). We now claim
that it is 2 tight: Ve > 0, 3R(gg) such that:

[ @b [ pRun@oP s (68)
|z[>R(0)

|z|>R(0)

Indeed, pick g9 > 0, then from (5.82), we may find a time 7'(g¢) such that
[un (T (€0)) = Ppee (T(€0)) | 11 < €0
and then by construction of @5, we may find R = R(gg) such that
VR Re) (= xn)@pe TP + (1= xa)lIDIs g (M) <0
from which
[0 = xlun(TE)P+ [ - xllDlbunTE)P < .

We now propagate this information backwards at T;, by localizing the mass and
energy conservation laws. Indeed, a brute force computation and (D.4) ensure

d 2
— /(1=
& [0 xwlul
- T,

/(1 — XR)|un(Tin)|* S 0 + % S €o

~ R "R

and hence
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by possibly raising the value of R(gp). We similarly localize the conservation of
energy with (g = 1 — xr and estimate using (D.3):

d (1 1 1 1 1
i {a [ ol + [ Gl = @an 1DE Gl Dl

s + lunlfn o 1

from which

1 9 T(e0) — Tin
=D (TP S 0+ S S

by possibly raising the value of R(eq), and (5.83) is proved.

Step 2: Conclusion. The H! global bound and the tightness (5.83) ensure using
1

the compactness of the Sobolev embedding H' < HFO . the strong convergence up
to a subsequence

Un(Tin) — w(Tyy) in H? as n— +00.
Let u be the solution to (1.1) with data u(T;,) , then the continuity of the flow in
H? now yield the convergence of the whole sequence
Vit > T, un(t) = u(t) in H? as n— 400
and hence from (5.82) and lower semi continuity of the norm:

1
Vt > Tin, |Ju(t) — Ppo()llan < T
10
Moreover, since the modulation equation are computed from local in space scalar
products, we have’
Vt > Ty Pu, (t) = Pult) as n— +oo,

and hence passing to the limit in the estimates (5.24), (4.77) ensures that u satisfies
the expected dynamics of Theorem 1.2. O

Appendix A. Algebra for the Szegd profile
Lemma A.1 (Algebraic relations). There holds:

[iarp=2m [2,0"Q7 ~2in, (A1)
[1@aar -2 [@)8,a - -1 (A2)
[1@aF = 2in, [@ QT = -2im. (A3)
(y9,Q7,iQT) =0 (A.4)
(y9,Q",0,QT) =0. (A.5)
Proof. Since
1
Q+(y) = )
y+3

these formulas are for instance easy consequences of the residue theorem. O

Tsee for example [33] for a detailed proof in a similar functional setting.
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Appendix B. The resonant two-soliton Szegé dynamics

This appendix revisits the result of Pocovnicu [413] about two-soliton solutions for
the cubic Szegé equation on the line, by putting emphasis on the ODE system on
modulation parameters. For ease of notation, in this appendix we set

1

;)
T+

Q) == Q" (v) =
and we look for a solution u = u(t,z) of the cubic Szeg6 equation on the line
i0yu — Du + TI(u*7) = 0

of the form

o) =n()Q (D) oo (T ) =i+ ants

B.1. Derivation of the system. Notice that

1
Q/ = _Q2 ’ xQ’(m) = —Q(x) + §Q(x)2 ’
so that
. . .
Du—idpu = itQ} — (iéq —i—ioqﬂ) Q1 — (zﬁ + —ﬂ> T+
k1 K1 K1 2K
& o R iy 1k
Z_ZQ% — (Zaz + za2—2> Qo — a2 (Z_Q + __2> %
k2 K2 Ko 2 Ko

On the other hand, using partial fraction decompositions, it is easy to check the
following identities, for j, k = 1,2,

279\ _ j ' 2
H(Q;Q,) = - e\ 2 Qj + ' R Q5
<mj —xh— ZJTk) x; — xp — -5k

Kk

M(QiQ:0,) - Kokj Q1 K1k; Q2

+ .
(z1 — mg + 182551 (3:1 — T — z%) (22 — @1 + 189552) (azg — T — zmTJm]>
This leads to

Mw*a) = T(QIQ) +T(QIQ,) + 2I(Q1Q2Q;) + 2I1(Q1Q2Q,) + I(Q3Q,) + I1(Q2Q,)
= B1Q? + Q1 + £2Q3 + 12Q1 ,

with
. 9 R2 92—
B = iajag + a0
(wl — T9 — 2’“+“2)
5 ola 1‘6116204%042 2iKo0r] ror 2%%&1@2@2
1 = 101 —
(ml—x2—2“1+“2)2 T — 29 + i (xl—xg—i—z’” ””1)(901—962 ””H’”)
.9 R1 2
B2 = iajon+ a5
(xQ — T — 2—"‘2;“1)
9_ @ma%@l 21K1 901 o 2/6%0[20[1@1
T2 = Qyhz —

(9 — ay —if2bi)?  wg — g MG (g — @y 1052 (22 — @y — )
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Identifying i0;u and II(u?%), we obtain the following system,

d—21 1/ I K2 _
i i vl ilon|” + ($1—$2—i'ﬂ2ﬂ)ala2

; K — la 9 K1K201 09 1Ko 0] 2k3|ag|? (ﬂUl — X2 — i%)il
- <a_1 H_1> =l - (21 — 29 —i%)z Ty — T2 + 175 (21 — @wg + %2551
P T L

[ ke B 9 KoK 2iK1 0109 2Ky |2 (9U2 —x — i%)il
- <Oé_2 H_2> = o= (22 —x1 — z%)Q Ty — x1 + 1G5 * (zg — w1 + 183552)

B.2. Comnservation laws. Taking the real part of the combination of the first and
of the third equation with coefficients x; and ks, we derive the first conservation
law,
K1+ Ko
2
The other conservation laws are not so easy to figure out. The first one corresponds
to the mass conservation,

[ull7z = laa Q172 + la2l?|Q2ll72 + 2Refaras (Q11Q2)] -

An elementary computation leads to

~K . (B.1)

_ (e51ey)
(27T) 1HUH%2 = ‘O‘l’Q’%l + ‘O‘Q’Q’KLQ + 2k 1R2lm (gﬂl — X9 — Z'Kl'5f€2> =C. (B'Q)

For the other conservation laws, we use the Lax pair property for the Hankel oper-
ators Hy, ensuring that the eigenvalues of H? are conservation laws. Recalling that
Hy,(h) :=II(uh), the matrix of H, in the basis (Q1,Q2) is
y Qa1 R2
% _ ;Lmolll mlfl'glfiNI;NQ

1
:1:27117@'7'{1;”2 2

Since H, is antilinear the trace of H2 is

Q10

tr (///]) = |on |2 + || — 2K1K2Re < 'R1;R2)2> =M, (B.3)

1 — T —1—— -

which is also the momentum of u, divided by 27. The determinant of H2 is

2
R1K9
et |* = a1 [Has)? [ 1 — =D. (B.4)
(1 —x2)? + (_51352)2
Let us specify the link of D with the conservation laws K, M and
1

= - llul

We claim that
A4KD =2MC — H .
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Proof. Let us check this identity by calculating H. We set X := x1 — x».

Q117 Q2117 1Q1Q23
H = |041|47L2 + |042|4TL2 4|041|2|Oé2|27L2
2 2
+ 2Re 165(62 ’Qz) + 4Re aloc 1009 (Q ‘QlQQ) + 4Re 041042042(621@2’@2) .
2 2
Using
Qa7 _ ” |1Qall7 — 9, 1Q1Qall7: _ 2Krins  (QF1Q3) _  2inin}
2w ’ 2w ’ 2w X2+ K27 21 (X —iK)3
(Q1Q2) _ —imky kiR (Q1Q2]Q3) _ —imke kK3
2 X —iK (X —iK)?’ 27 X —iK (X —iK)?
we infer
8K K1K9 iKk2 K2
H = 2%1’@1‘4 —+ 2/412’042‘4 + ‘041’2’(12‘2)(2 K2 + 4Re (a%a%ﬁ

. 2 ) 2

—1K1K2 R1KR2 —2 [ TWR1hk2 F1k2
AR - R N
oo (25— ) v (25~ 25)
8KI€1I€2 — Z"‘iz"iz
= 2r1|ag| + 2kalas|t + \a1!2!0¢2\2m +4Re (O‘%O‘%ﬁ
19
X —iK

O
) — 4d(k1|oq|? + Kalao|?)k1ko K Re <#> .

+ 4drika(laa]? + Jaf*)Im ( (X —iK)?

On the other hand,

. 2 2 Q102
M = |a1]® + |ag]® — 2k1k2Re <7(X - ZK)2> ,
C = 2 2 4 9% ol ( —2222
lil‘ozlf +I€2’a2‘ + 2K1K2 m(X—iK ,

hence
(X —iK)?

2 2 Q10 Q10 a0
+  4A(Ja1]? + |az]?)k1keIm <X — ZK> — 8k%K3Re (W) Im <X — 2K> ,

102
2MC = 2/-@1|oz1|4 + 2/-@2|oz2|4 + 4K|a1|2|a2|2 - 4(/-@1|oz1|2 + /@2|a2|2)/<1/<2Re <7>

and

2/‘61/{2
OMC — H = 4K|ay|? 21— ==
PloaP (1 - 322

8k2k3Re (%) Im <Xaia;[(> — 4Re ( _2%> .
Now just observe that, for every complex numbers a, b,
—8Re(a)Im(b) + 4Im(ab) = 4Im(a)Re(b) — 4Im(b)Re(a) = 4Im(ab) .
Applying this identity to

oo _apap
(X —iK)?2 T X —iK’

we infer

— — )
1 Q10 1070y 4K
8Re<(X—z‘K)2> m<X—z‘K> Re((X—z'K)3> (X2 1 K2)2
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and finally
2K1K9 K2 K2
2MC — H = 4K oy [*as]? [ 1 — 172 =4KD .
Ploal (1 50 + e By
O
B.3. The reduced variables. Notice that
T1+1o=2-0C. (B5)
Therefore, it is natural to introduce
X:=x1—29, Vv:= R
2
Setting
o L
=X R T X iR

the system reads
X = (X*+ KK -v)|Gf - (K +v)af],
v = —2(K?—1*)Re[1((X —iK)] .
Furthermore, the last three conservation laws read
C = (X2 + KK +v)|Gf + (K = )G +2(K* = v*)Im[( (X — iK)]
M = (X2 + K)(GF +[Gf) - 20K = v*)Re(G1(y)
= (K= )G =GP + (X2 + ) (G + [¢ef?)
D = |GG (X +v?)?

B.4. The resonance condition. Notice that

M?—4D = (K? = v*P°|C = Gl + 2(K? = v*)(X? + v2)|¢1 = QPGP + |¢f?)
+ (X2l ~ e

Therefore, this conservation law cancels if and only if

G=GG=(.
In this case, the above three conservation laws degenerate as
M
|<|2(X2+u2):7 —VD,C=KM.

Using the laws M, C, H, K and the identity
2MC — H=4KD ,

we observe that the condition M? = 4D is therefore equivalent to the set of two
conditions,

MC=H and C=KM .

Indeed, on the one hand, M? = 4D implies C = KM as we have already observed,
and therefore,

AKD =2M?K — H=8KD — H
so that H =4KD =2MC — H, hence H = MC. On the other hand, if MC = H
and C = KM, then MC = 4K D and C = KM, hence KM? = 4K D, so M? = 4D.
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Under the resonance condition, the system in the reduced variables can be written

In particular,

X =

d

—Mv

X2+ K2
X242
K2 — 2

—-MX ——

X242

%(Xu) = -MK?.

This means that X v cancels exactly once, so either X cancels and v keeps the same
sign, or v cancels and X keeps the same sign. In both cases, | X (¢)| tends to infinity
like KM]|t|, and |v| tends to K. Furthermore, in this case, we have

and the phase shift is given by

aq
a2

o | =

T _

|al,
X —iK
X +iK’

so the phase shift cancels at infinity. More precisely,

. X
i =

X

X —iK X<+iKk

X242

14

(X +iK —

(X —iK)] =

X2

— 21K M v

+ 12

Since | X (t)| tends to infinity like K M]|t|, we conclude that |I'(¢)| cancels as fast as

t2.

Appendix C. Proof of the non degeneracy (5.8)

The non degeneracy (5.8) follows from an explicit computation on the limiting
Szegd profile QF. However, before proceeding with the limiting process, we need
more precise information on ipg and (1 — 3)03Q3.

By (3.10) and Lemma 3.8, we have

, 1
p=—iQs + 509,Qp + 05-1(1),

which together with Lemma A.1 ensures:

AQﬁ] ? QB] )
ZQﬁJ s Qﬁj)
ay] Qﬁj P Qﬁj )

(
det A; = det E
(%

and (5.8) is proved.

0
0
T
0

0
0

(
(
(
(2

AQ[;],Z

norn)

ZQﬁJ P Zayj Qﬁj)
ay] Qﬁj ) Zayj Qﬁj )

j» 10 vj

7'('

Qs;)

as B; 11

(
(
(
(2

AQs,.iAQ)

ZQﬁJ ) ZAQﬁ;)

ayj Qﬁj P ZAQﬁJ )
j:1AQg;)

Y= y(?yQﬁ + 05_>1(1).

(
(
(
(2

AQﬁ] . Pj)

ZQﬁJ P p])

ay] Qﬁj P p])
js Pj)
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Appendix D. Commutator estimates

This Appendix is devoted to the derivation of commutator estimates used all along
Section 5. All proofs are more or less standard but the involved norms and associated
decay are critical for the proof of Proposition 5.4, so we display all estimates in
detail.

We let in this section x denote a bounded Lipschitz continuous function and let

Xr(7) :x%), R>1.

Lemma D.1 (|D|% commutator). There holds the global bound

Ixllw.e
D 2, R , D.1
IID12, xrlgllze < VE gl 2 (D.1)
and the weighted bound for 0 < o < 1:
1 HXwao g : x
I (D1 Xl S PRl with 2= % (D2)

Proof. Step 1: Kernel representation. First we provide a description of the operator
1

|D|z in the space variables. This operator is the convolution operator with the

tempered distribution

1 1
(I€2) -
From the properties of the Fourier transform we know that k is homogeneous of

degree —3/2, and is even. As a consequence, it is characterized up to a multiplicative
constant. For every function ¢ in the Schwartz space, we therefore have

(k,@:C/Rde,c:—( IM

22 =S
R 3

2|2
k*ap(x):c/Ri( v) gpg()x)

|z — y|

and

Consequently, we can write

101 xelg(o) = [ XrW) ZXA(@) oy gy

[z —y|=
Step 2: Proof of (D.1). We split the kernel in two parts,
D2 xRl g(@) = (T g(x) + T g(a)) .
Tmedg(x) — / XR(y) - Xf(x) g(y) dy 7
lz—y|<5R - |z —yl|2
T g(a) = / XrW) = XR(E) o gy
lz—y|>5R |z —y|2

We have )
IXr(z) — Xf(y)’ < HXRHLT’ < 1 1
|z —y|2 [z —ylz  Rlz—yl2
and hence, by Young’s inequality,

oo Ljz|<5R Ixllwie  Lz<sr lIxlywr1.00
Tmed ||X||VV1 |$|\ * 9 < w S L 9 < wis 9
| [l 2 7 | i} gllr2 S R | ! Iz llgllz STUR gl
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Similarly,

>5R >5R X || pp71,00
HZOR e S e 2222 < Idlwree o

N 7 Iz llgllze <
|| || VR

1
1T || 12 < lIxlzee |

and (D.1) is proved.

Step 3: Proof of (D.2). For |z —y| < 5R, we have (%) < () and we infer

~

| 1 Trmedg| < X100 1\x\<5R* lg]

o Ita
(7) R oz (%)
from which, as above, from Young’s inequality,

1 med

<}%>H—Ta gHL2 ~ \/E

For |z —y| > BR, we distinguish

o xr(Y) — xr(x
Tlff:/ X&) = xr(@) 3()g(y)dy
le—y|>5R, |y|<2lz|

Ixllwiee 9]
S | = Il 2

H S

lz —yl|?
XR\Y) — XR\ZT
Tzoff:/ ( ) §( )g(y)dy
lz—y|>BR, |y|>2|| |z — y|2

For the first kernel, (%) < (%) and thus
1

liz1>5R
Toff | < x|l nes |z| « lgl

1ta 3 1ta
(£) 2 lz[2 (F) 2
from which, as above,
1 |2 >5R g Ixllwie, g
| T gl S Il I 22— 12 < e e,
<§> 2 |z|2 <§> 2 <§> 2

For the second kernel, |y| > 2|x| and |x —y| = 5R, we have |y| 2 R and |z —y| = |y|.
Therefore, from Cauchy—Schwarz’ inequality,

1+«
lgw)| (lyl\ 2 dy
e N A &
WIzR (%) 2 ly|2

1
< HXHLOO || H / dy ?
~ 1+a <%> \y|ZR ‘ylgfa
me g
< |— 2
Rt
where we used a < 1, from which
uzﬁmu ey 9 o2y, g w9
(£)5 L VR ()5

where we simply changed variables and used a > 0 in the last step. This concludes
the proof of (D.2). O

We shall also use the following slightly different version.
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Lemma D.2 (Commutator estimate in L?). For a general function x such that
Opx € LY, there holds the following bounds.

1 1 1
D1z, xlgllrz < MEPXI L llgllze S (10exl L [10maxllLr)? lgll L2, (D.3)
1
11D, xgllzz + NITFDL Al e < (10l 19311 21) 2 gl 2, (D-4)
1 1
IDIZ[1D]2, x]gll 2 (D.5)

1 1 1
S (10exllpa 10zaxlzr) 2 11D1Zgl 12 + (10exI L2 103X 1) 2 gl 2

Proof. Step 1: Proof of (D.3). Since d,x € L', Y(¢) is discontinuous only at £ = 0,
with a mild singularity justifying the calculations below for every ¢ in the Schwartz
space. We have

B

D17, x]g = ID|2 (x9)(€) — x(|D|29)(€) = / (€12 — [n12)%(€ —m)a(n) dn.

We use ) ) )
|1€]2 — [n|2] < |€ —nl2. (D.6)
to estimate pointwise
‘HD! \ [ 1= ni¥1xi(e = nal(o) dn = Il 11 9.

We conclude, from Young’s inequality and the Plancherel formula,

1 ESEN ~ 1
D12, X9l 2 < € 1xD * g2 < 1€ Xl L llgll 2

Finally, we estimate

L RS 18| £ L 10wexln
€3 Rlde < / 19xllzee e o / 1Oeaxlie e < A0 + 12Xl
/ < |¢]2 G VA

1
S (19exllr 10zaxll )2 (D.7)
by optimizing in A.

Step 2: Proof of (D.4). We compute

—

DT = [IBT0a)(e) - TP = | [ ~ Iabste - mata) dn
< [ 1~ nlgiie - mialon) dn = (el « g
R

and hence

D1 xgllze < I1AENXD % a2 < €l gl -

We now estimate

/ Il < / 10l ade + / 19X e < (ol o)} (D.8)
l€]<A =a 1€

and the first commutator estimate in (D.4) is proved. Similarly,

—

DIyl = 1 [ (a0~ el — g dn

< / € — nlIRIE — )31 dn = (RN * 19
R
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and the conclusion follows as above.

Step 3: Proof of (D.5). We compute, using (D.6),

IDI3ID . 9(€)] < /R €13 [lef? — i3

IX(& —m)g(n)|dn
. . 1 1.
S [ 1=l = mllataldn+ [ 16 =116 minllal( o
. 1. 1,
S lExIx1gl + [€1z X[+ [n2g]
and the conclusion follows as in the previous two steps. O

We similarly estimate II* commutators.

Lemma D.3 (II* commutator). Assume that the derivative x' is supported in [1,2].
Then there holds

X k+1,00
|phe xalg]| |, < Py k=1 n (D.9)
and
Iy
) D2 x| < T2 g (D.10)

Proof. We recall the standard representation formula
1‘ J—
[IT%, xrlg(z) = ¢ / xelo) - xnly) XR(y)g(y)dy-
T—y
Step 1: Case k = 1. We take a derivative,

O, xilg(a) = —c [ XD ZXA =G I g,

We now split the kernel as

Y, xrlg(z) = —c(TE“g(x) + T g(x)),
med o xr(x) = xr(Y) — ( — y)XR(7)
TR“g(z) = /|m—y|<R =) 9(y) dy ,
off (0) Xr(x) — Xr(Y) — (z — y)xr(x)
T g(x) = /I e e 9(y) dy

We estimate

Xr(@) = xr(W) — (@ —yxe@) | _ o IXlwee
o S D.11
L < Il 5 (D.11)
Hence, by (D.11) and Young’s inequality,
[[x[yy2.00 1 [[x[lyy2.00
Tgetgle < DIy s alie 5 el lalze 5 P2 g

Off the diagonal, we use the special structure of xgr. Firstly, we have

" () —
R P B
|lze—y|>R |$ - y| |x—y|>R |£C - y|

1
* / Xr(W)g()|dy := T+ 1T+ I11.
je—y>R |2 =Yl
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The first term is estimated by Young’s inequality,

1 1
iz < lIxllze iz Lesr > 9lllze S IXlze iz o> Rl 9]l22
] ]

< ey,
For the second term, we use Young’s inequality and the fact that x’,(x) is supported
in R < |z| < 2R. We obtain

XNl e~ dx
1|2 < R L3 r*gle S IR L3 rllztllgllze < g1l 2 T
o] o] R 2jaj<or (2)
[tz
S T gl
The last term is treated with Young’s and Cauchy Schwarz’s inequalities,
1 1 < IXllzee
II7 < =1 * (] <=1 / —
| Iz Sl 2] |z|>R (XRQ)HL2’ S 2] |m|>R”L2HXRg”L ~ VR ”gHLl(R<|a:|<2R)
[tz
g ey,
The collection of above bounds yields (D.9)for k = 1.
Step 2: Case k = 2. The proof is similar. We take two derivatives,
Xr(@) = Xr(Y) = (z = y)Xp(@) + 3( — y)°*xp(2)
I xalg(o) = 2 | T 50 )y

= o(TF“g(x) + T g()).

We estimate

XR(2) = XR(Y) = (@ = y)Xp(@) + 5@ =y XEh@) | _ o xllwses
() < el = g

from which

I llyy3.00 1 X llvs.0
TR 12 < T”l\x—yKR*g”L? S ﬁ”lm—ykRHLng”B S THQHB

Off the diagonal, we split

gly
T gl < Il / oW,
|lz—y|>R ‘.%' - y‘

/

() Xl a0
+ /x—y>R ’ y’2 ’ ( )‘dy + /|$_y|>R ’1‘ — y!Q g(y)]dy

IXR(2) — XR(®)| L
n /x . |g(y)|dy+/| IXr(¥)9(y)|dy

|£C—y| z—y|>R |£C—y|
= I+ 114111

The first term is estimated by Young’s inequality,

1 1
e < HXHL“HWI\xbR*‘g’HL?gHXHL“HWl\xbRHLngHL?

~
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For the second term, we use Young’s inequality and the fact that x';(x) is supported
in R < |z| < 2R. We obtain

! !
XR XR HX ”L dx
=5 esr* gl S 5 Lesrllollgll: S —5—Igllz T
271 27 Relol<er (2)?
and
1 1 HXHW3<>° 1
HW1|¢|>R*(X'RQ)HL2I S ||’ B Losrlleellxrylln S ——5— ||9HL 1(R<|2|<2R)
and hence
||x||w3°o
I1g lgllz2

For the last term, we have

1 1

XR XR XNl dr
1Tl zsrx gl S 1T asrllollglle S ——5—lgll —
Fle Flse R? Rejal<on (@)

and
! 1  xllwse 1
Hmlwxbm(x'z%g)\lml S ||| |1|m|>R||L2||X Rl S TR 72 ll9llz (rejul<an)
lIx|lws.00
<  HAUW=

s e
The collection of above bounds yields (D.9) for k = 2.

Step 3: Proof of (D.10). We revisit the estimates of step 2 in the presence of the
additional (x) weight. For |z| < 10R, we estimate directly from (D.9),

< Il

DF [T
@Dt xala] o Sl

We therefore assume |z| > 10R. Since X' = 0 outside [1,2], |z — y| < R implies
Xr(z) — xr(y) = 0 and x'z(z) = 0. For |z —y| > R, we have |z —y| > || if z,y
do not have the same sign, and if x,y have the same sign, necessarily |y| < R, for
otherwise xr(z) — xr(y) = 0 again. In both cases, |z — y| 2 |z|, and hence

1 || 1
1T gll Lo (o[> 10R) 5/ —loWldy < Mgl 22 H 2 S —5 llgll 2,
l—y|>|2| 1T — Yl | | |z|2
therefore
1 llgll 2
@)T gl 12 (w12 10m) S 1902 ll—= I 22> 108) S R
()2
and (D.10) is proved. O

We will need a standard localization formula for the kinetic energy.
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Lemma D.4 (Localization of the kinetic energy). There holds for given functions
Z,f,

[1zeioise = [k (D.12)

1 1 1
+ O (DI, Z)f 2 (1D (Z )z + 1 21DI3 2] )
In particular, for xr(y) := x(%) with x a smooth function satisfying
L oiflyl < g
x(y) = { . h
Oa /Lf |y| > 2

we have

2 Pk 2 Lo 1£122 + 111212 (xa )12
/ \AIIDPE 2 = / D13 (x&f) +o< S . (D13

Proof. We expand and estimate

/ IDI3(Zf)? = (ID|2(Zf),|D|2(2f)) = (|ID|2, Z]f + Z|D| f,|D|>(Z))

1 1 1 1
- / Z2\DIE P+ O (IIDI, Z1f |2 |I1DIF(Z )l + 1ZIDI3 [l 12 )
and (D.12) follows. We then estimate from (D.1),
1

1
D12, xRl 212 S Nio
and (D.13) follows. O

Finally, for establishing the coercivity of our energy functional, we need the fol-
lowing — non sharp — estimate.

Lemma D.5. Let x be a smooth function satisfying
Loif [yl < §
x(y) = .
{0, if lyl > 3,
There holds:

Jr —
XRU 1
s W= (D.14)
(v) 2R3
Proof. Using a standard duality argument, it suffices to show that
_ 1
[((xru®)™,0)] < EHU*HBH(ZJWHB (D.15)
3

for any v € L?(R) such that (y)v € L?(R). Let 0 < n < 1 and consider a cut off

function
3 1 for |¢] <1,

a©=c(£). co={ 5 m fIS,

0(8) = Go0(&) + (1 = ()0 (§) =: 1(€) + a(E)-
For the high frequency part, we compute, using Plancherel’s identity, and the fact
that |y| > £ on the support of 1 — xg:

and let

[((xru™) ™ v2) = [(xru™, v9)| = (1= xr)u", vy)| S l“u+“L2”<y>U;HL2

O (IIDI%, 2112 1DI*(Z )llz2) + (ZIDI3 £, | DI%, Z)f + Z|D] f)
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and, by construction and Plancherel’s identity,

_ . —~,_ 1 X - [{y)vllZ
bz 22 5 105+ 126 P 5 o5 | [ 10 + foeoP| < Hee
We estimate, for the low frequency part,
[((ru™) vl = llut [z lloallze S lutllzzllon]]z2

and

[GAFES / 101 S llolie S nllvllz S nllw)olze
|€]<2n

The collection of above bounds and the choice n = R% yield
3

_ 1 1
Oty )| |+ V| I el 0)olze £ —lht sl ol
n R3

which proves (D.15). O

Appendix E. Estimates on the cut-off functions

This Appendix is devoted to the derivation of various estimates related to the
localization of mass and kinetic energy which are used throughout Section 5. Recall

(5.9), (5.10).

¢ estimates. We recall the definition of the cut-off functions, see (5.10), (5.13). The
function ¥y is smooth enough, non increasing, with

1 for zlgi

Uy(z1) =] (1 -2 for % <z <1

0 for z; > 1.
Furthermore, ®; = ¥; 4+ b(1 — ¥4), and

Y1 T — 1
P1(y1) = O (R(l — b)> ;o) = ¢1 (Al(l — 51)>
Then, by construction, b0y ®; = &1 — ¥y < &4, and there holds the global control

|(1 = 21)0, ®1| < 1. (E.1)
Then, since, by (5.11), ( = 1 + (1 — 51)(1 — ¢), we have
1
10261 S (1= B1)0z0 S 55, 1601 S b S @1 (E.2)
We estimate )
|ay1¢1| ~ E’ (E3)
and
82 < 1 63 < 1
|| y1¢1HL1 ~ E’ H y1¢1||L1 ~ ﬁ
from which, using (D.3),
1 1
I[1D=, 0y, dlllr2~12 S —3- (E.4)
R2
More generally,
1@ pee 1, k=23 (E5)
21
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and hence, from ¢; = @, (%) and (D.9),

DM glze < W22 g = ()
1
DI, 8y, dnlglle < 5l (&)

Next we compute

NC+ 0:C = (B1)ed1 — (1 = B1)(Orp1 + Opp1) = (1 = B1)W (t, ﬁ) , (ES8)
with
(B1)e by

1= (z1)s
At L B VT A

(A)e | (B b Ry
—<— N +1_51 +1—b_ 7 210,, P1

W(t, Zl)

(B1)s by MRz — 1 b
Vg 2, —w 8.0+ —— 5. D
T1-/4 p (P1— T+ Y G AR WA YR
(1)t — B (A)e | (B by
0,91 — [ — 9,91 . (E.9
+)\1(1—ﬁ1)(1—b)R 11 N 1o tTop) 0% (B9)
We now use the bounds (5.25), (5.34), (5.20) and b < ¢; to derive
(B1) ' A)e| | [(@)e =B <751
+ + |6 < - —
‘ 1-p51 1-75 1ol 5 t
and hence, we obtain
0, P
0+ 001 £ 7o - g - e 2220 o)

Then we compute

_ (@) — (1) (M), (B
e = A(1—=py) +R[ A1 +1—ﬁ1}

and hence

+ O(b):| z1=1—2z + O(bzl)

Injecting this into (E.10) with (E.1) and b < ¢, R ~ t, finally yields the fundamen-
tal estimate,
1-p
t

0:C + 0aC| S o1 - (E.11)

Next we estimate the first three derivatives of y/¢; with respect to y;. Since &1 =
b+ (1 —b)¥y, with ¥y non increasing, we have

®y(21) > om
hence 9% /®1(z1) are bounded for k = 1,2,3 and 5
1
Vi(21) = (b+(1-b)(1 - zl)m) 2,
hence again aflxﬂbl(zl) are bounded for k£ = 1,2,3. Consequently,

k /
Hayl (blHLl S f(1_4b)R<|y1\<(1—b)R %dyl S #7 k= 17273 5
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and thus, from (D.3), (D.5),

11D17, Vo1l f e S \FufuLz IUDI Ve < <liflle (B12)
IIDIZ(1D|7, V1) fll 2 S H\Dr flle + = HfHLz- (E.13)

According to (5.72), consider now

Y = M;\/;zé-, ¥(z) = Pi(y)
then from (E.11):
s G (E19)

In order to estimate the first two derivatlves of 11 with respect to y;, we use (E.8),
(E.9). We already noticed that the first three derivatives of v/®;(21) are bounded.
By a similar argument, the first two derivatives of ¥;/{/®; are bounded. Conse-
quently, using again R ~ t,

51 2 ,81
3y11/11 =0 <t—1R(1 b)<y <R(1-b) y 8y11/11 =0 t—].R(l b)< \<R(1-b) |

Hence

1- 5 1-05
10y, 11 S . H@;%HLI N 2
We conclude, from (D.3), that
1 —
L (E.15)
2
0 _estimates. Recall from (5.13), (5.14):
1 1
0, x) = 0(t,y1) = —Vi(z1) + —(1 — ¥1)(z1).
A A2
Hence | |
Ao — A\
10y, 01l S —F—La-wr o, cqpr (E.16)
and therefore
|0:0] < ﬂ . (E.17)
(1-B81)R
Next oy
1 2— A1
I+, 0,] = [IT%, Ly 1-v I+, o
[ ? 1] [ )\1 1 + )\2( 1)] )\1)\2 [[ Y 1]
and hence from (D.9):
A2 — A
[0 = 01Jgl] 2 < P22 g (6.18)
We now estimate more carefully:
(A1) (A2)
(O + 0,)0 = — Aztml —~ Aztu — )
1 2

11 B — (1) 1
*‘(E‘Xﬁ[u—&umu—m+Amu—wk%%

11 (A)e , (Bu)e  Re b
+<___>le*um_§+1bk@ﬂl
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and hence

(0, +0,)0 = O (-) . (E.19)

Appendix F. Proof of Proposition 5.1

This Appendix is devoted to the proof of Proposition 5.1. We recall the coercivity
of the linearized Szegs operator which we will use in the following form: there exists
1

a universal constant 0 < ¢y < 1 such that for u & H_E,
2 1

(Lyu,u) = collull” ) ——

H_E €o

[(u,0,Q%)” + (u,iQT)?] . (F.1)

Proof of Proposition 5.1. We define the following functionals:

1
1-75

Gole) = By / ID3et Pdys + (1 — )G (e)

Gi(e) = / |D|2e [dy: + /HD!;&ﬂzdyl +Atllen ]2 — (2/0W2e; + (@MW), )

where

1 .
oW (y) = Vi(P,y1) + —Va(P,y2)e™ .
ILLQ

Then the full functional G is exactly given by:

111

Gle) = 3 [A—lgo(e,e) — ((De,e) + ((0 — 1)6,6):| (F.2)

- Vﬂe Ol = [0f) — (e, @|0f) - 22| % + ‘bzg’e)}

The heart of the proof is the derivation of a suitable coercivity for Gy.

Step 1: Splitting and coercivity for the first bubble. Let x4(y1) = X(O)(%), where
9 is a smooth cut off function satisfying:

We now split the L? norm:

/ ey, = / &5 |y + / &5 Pdyy = / et Py + / (13t Py + / &5 [Pdy

= [l P + [ 100y P+ [ (= xDlei P + [ ler P,
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We now split the kinetic energy according to (D.13):

1
/ ID|3et Py,

/xl||D|zel| dy1+/<1—xl>||D|zel 2dy,

1 2 1 12
J ot | e+ [ |[1DEueh)]
+ /(1—X%>||D|%ef|2dyl

1
Lo le1ll7z + 1D[2 (i) |17
VR

We now decompose the potential energy. We first estimate:

dy1

(2100022, + (@) 257, 1) = (2100 2o+ (@0)7F 1) +0 (@027 |zl
We now estimate from |V;| < y ;7 and Sobolev:
- ey 2
/!‘/1\4151 dyr < / <y11> 1 S ller e S et lzzller I,y S lleallzzller 3
—2
_ € —
[ Walter P 5 [ Fiin S Vileliell I

We now develop the potential term:

[P Py = [ 0OR [P+ (1 xlet P dn

[ 105t Py + 0 (I

+ [ ROPE - Dl Py

= [1@ Phaet P+ 0 ([PE 4 (53 tog(a = 5o el

+ / D21 — \2)[ei Py,

by construction of V7, the support properties of x; and the rough bound

1Qs, — QT |z S Qs — @l S (1= 1) |log(1 — )2

We now use (D.14) and [QT] < @ which ensure

|(xied) ™12
/ Ly, NRQHQHLQ (F.3)

to conclude:
(1)12|+2 +12 g+ 2 1 1 1 )
|7 [Pdyr = | Q] “(Xlgl )] ‘ dy1 + O P + (1 = B1)2[log(1 — B1)|2 | lle1 |72
3
+ [190P = et P
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We argue similarly for the second potential term and obtain the first decomposition:

Gi(e) = (L4 (xaer) ™, ael) ) + (A = 1)/|(Xe61+)+|2dy1 (F.4)

by Py + [ 1D Gast) P+ [ 10as) P+ [ Jer P
1
4 / (1= I 3ei Pdys + M / (12t Py
- /\«b 2(1 = x2)let \2—Re/< WY1~ D) 2
1
; o({ﬁm—m) log(1 - B} ]\\5111L2+\\51\\L2\\\Dr el + =l <xlel>up)-

From the choice of orthogonality conditions (5.6) we have:

0 = (1,Q5)" = (/,Q") +0((1 = B1)2|log(1 = )|z 1 [72)
= et @ +0 ([ - Bltog1 - sl + 3 i)
~ (et @0+ 0 (1= B3 on(r = )l + 1]l
and similarly:
0= (61,10, Qa)* = ((us) .19, @+0 (| (1= 8t 1os(1 = Al + ] el ).

We now apply the coercivity estimate (F.1) to (y;e] )" and obtain from (F.4) the
control:

G1(2) > co [IIDI* DI + e 1] + =5 [ 1DIEe7 (F.5)
+ Ou=1) [ louety P 1670 (0= ) dtota = gl + =] e )
b fa= e+ fa-xler
~ 2 [P )P - Re [(@020 - )T

1/2(

3 1 1
+ Ol falDte f + =D (eI

Step 2: Coercivity for the second bubble. We now consider xg(y2) = X(l)(%),
where YV is a smooth cut off function satisfying

(1) . 0 for Y2 < —3
X (12) _{ 1 for yo > —2,
and let
Go(c) - / ID et Py + M / hoet]? — 2 / B0 22 dy,
“Re / (@022 )2dy,.
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Go will be useful in finding a lower bound for G;. We observe from the support
property of x;, x, and by construction of V; the bounds:
2

1 1
Gi(e) = Ga(e) + <o [H\D! (DI + Iast HL2 m/!\l)!%l_!zdyl (F.6)

12 / BME(1 - \Z — \2)et Pdys — Re / @W)2(1 — \F — ) (&) 2dy| <

and therefore rewrite (F.5):

L) / Ceest )Py + A / &5 [Py, + / (1— 3 — b2)|IDlEef Py

+ @ =t P

1

[1D]2 (xee

1 1 1 3 1 )17
+ O |1 =B1)z2|log(l = B1)|2 + —=]| lle1llF2 + llerl| 21| D] 2e7 172 + L)
([( 0 tog(1 = BuI% + = lealEs + el L 1D [+ 122

We renormalize to the ys variable using the formula

T B il
) = Sz (L) = Feat)

and compute:
1
1Ga(e) = 0] [ 2Dl Py + 2o [ s Pyo =2 [ 1922214 Py
~Re / (@) (=F)2dys .
where

@ (ya) = p2Vi(P,y1)e ™ + Va(P, ).
We estimate using (D.13):

1
Ja—xpipliet P = [ -t — @Dl Pdya + [ IDIE ) P

o <||e2 2 + IDI (e >\|L2>

VR

and estimate as for the first bubble the potential energy to obtain:
1 _ _
iG2) = | (Crlus)t et )+ [IDE e P+ [ I0oe) Pae]

L obe 1) / Ot Py

1
D] (MJ)II%)

N bO([Lw—/fz)%uog(l_ﬁz)ﬂ Jealf + S

VR

We estimate using the orthogonality conditions (5.6):

(7@ + (O 10,07 5 (1 ) los(1 = o)l + ] el
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2= i) e

b 1 1 D% 7"+ 22
+ ;o([%+<1—ﬁz>auog<1—/32>ﬂ el + PR <>.7>

Step 3: Coercivity of Gg. We sum (F.6) and (F. ) and conclude:

and hence conclude using the coercivity (F.1):

be 1
Qo) > 2 [H|D|z<xre;>||ig + [ et Py, ]

51‘ dy

Gi(e) > o [IIDIF e + s3] +
+ =) [ty Py + / \a;\ dyn

T /<1—xl —b2)|DJ3er dy1+/<1—xl 2)let Py,

NGz
1
© e [|||D|2<xre2+>uiz+ / xr|ez|dy2]+bu2—1 / (red )+ Py

11D G >HL2> |

1 1 1 3 11
Lo ({(1 ~ B log(1— B + —} el + lerl D ey 17, +

+ b0 ([% + (1= B2)%|log(1 — ﬁz)\%] leallz= +

VR

which after renormalization to the y; variable implies:

Gie) > e [ +0DIDIE P+ Jeala) + ¢ terPagFs)

T / (12 — b A)IDI3ei Pdys + Err(e),

where

1
err(e) = o, = 1) et s + col = Dllwee)* I3+ 22

Moot 2
+ O = Dl 132+ 0((1 = B [Tog(1 = B)[F + (1 —/32>5uog<1 — B)lE +

1 1
L0 I1D12 (xeei )17z + BIIIDI= (xrey )17
VR

3 IR
+O(llerll 2 1DI2er |1 72)- (F.9)
Equivalently, this yields the lower bound:

Gole) = ﬁ1/||D|261 2y, + (1 B1)Gy

WV

co(1 = B1)ller]|?s + / 81+ (1= B1)(1 = o + coo)] || DI [2dy

+ [IDier P + 0 - poere)

with
b0 = X} + bx;. (F.10)

11D (xeet) 122
VR
1 2
ez
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We now observe from the support property of x,,xi, ¢1 that ¢1 > ¢g and since
co <1land 1— B >0, we have

B+ (1= B1)(1 = o+ copo) = B1+ (1 = B1)(1 — d1 + o).

We therefore have obtained the coercivity:
6o(e) > a(l-p) [laf (F11)
+ / [B1+ (1= B1)(1 — h1 + cor)] ||D|%5IL|2
[l + (- BEree)

Step 4: Control of the kinetic momentum and coercivity of G. We now consider
the full functional given by (F.2):

G(e) = [%190(5,5) ((Dee) (0 - Dee)| + N ()

2
N(e) = i [/<|€ + 01— ||Y) — 4(c, ®[0[2) — 2(2D|%e + B2, ¢)

The cubic and higher order terms are easily estimated using the rough bound
el < 1:

£) 5/!6\4+C\63H¢!dw S HaHLw(HEHLw + @l lelze < lella (el + DllelZ

N

¢
Lel2a = 2 (1= Br)ller|?.
10 10
The L? error is estimated from |u| < 1:

(6 = Ve, o)l < lulllelZ: <

We therefore conclude from (F.11):
c
DE | fla dy1+/¢1umaelr |+ 252 )

[/ QllDet + 5 [ 1Dl ey Py - (@Del,el)} |

We now estimate the kinetic momentum term. We first compute from (5.12):

/41 DIt - (GDet, )
- / (1— (1= B)oDIDIf 2 — (1 - (1 - B1)é1)Det &)

10(1 - B1)llex 7

2G(e)

WV

= ~-p) | [ alDllP - iDet )]
We then estimate using (E.12) and (D.12):
(61Det,ef) = uIDIet &) = (VarIDlet, v/oied)
— (Vo IDlet + IDIVaieh) Vo) = [IDEVErE P +0 (Gl

[ aulDEetr+ 0 (Gl + = [levl + IV/aIDIE! 1) )
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which yield thanks to the smallness of Nk
1 co(1 =51
[ et Pan - @pet.ct) > ~2EG [ouniet Pan -+ [1erPan].

similarly using (D.1):
_(Cngl_vgl_) = (51 + (1 - /81)¢1’D‘€1_7€1_)

. s el
— BullDler I+ (1= )0 1Dl s +

> LIDRerI3 - 20— sl

For the crossed terms, we estimate from (D.9):

[(GDey e )| + [(¢1, Dey ey )| = (1 = B1)(41Dey ,e1)| + (1, Def 7))

S (=) [l DI, é1le)] +1(ef, DI dnleq )] 5 - ;fl e

The collection of above estimates yields the lower bound:
57“7“( ).

o) > U | [1ap+ [aipiep] + [Iopkerp+
(F.12)

Finally, we need to treat the error Err(e) defined in (F.9). Most of the terms can
be bounded using the hypothesis

1
])\1—1]—1—\)\2—1\—Hu—l]—i—\l—ﬂﬂ-ﬁ-]l—ﬁz!ﬁ-ﬁ<<1.
We turn to the last term in (F.9) and by Young’s inequality obtain that
3 1 1 Cco 3)\10 1l %
Clleal 2 IIDIEer |12, = ¢ 3Alc||slum) (= Dt e

C(3)\10)3
408

1 _
lexllz + I1DIzey |72

<
oY

Thus, the last term in 1;161 Err(e) has a lower bound:
co(1 —B1) CBMCP(L=B1) ik — 2
- el - SRR

Since 0 < 1 — 1 < 1, it can be absorbed by the main terms in (F.12) to obtain:

o) > PG [/| 2+ /¢1||D|Qef|} = [

which concludes the proof of Proposition 5 O
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