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#### Abstract

Jarník gave a relation between the two most classical uniform exponents of Diophantine approximation in dimension 2. In this paper we consider a twisted case, between the classical and the multiplicative one, and we show that no analogue to Jarník's relation holds.


Keywords twisted Diophantine approximation, Simultaneous approximation, Jarník's relation

Mathematics Subject Classification (2010) 11J13

## 1 Introduction and main result

Given $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}, \theta_{2}$ linearly independent over $\mathbb{Q}$, the exponent $\omega(\boldsymbol{\theta})$ (resp. the uniform exponent $\hat{\omega}(\boldsymbol{\theta})$ ) is defined as the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H$ ) the system of inequalities

$$
0<\left|q-p_{1} \theta_{1}-p_{2} \theta_{2}\right| \leq H^{-\nu}, \quad\left|p_{1}\right| \leq H, \quad\left|p_{2}\right| \leq H
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$.
On the other hand, the exponent $\lambda(\boldsymbol{\theta})$ (resp. the uniform exponent $\hat{\lambda}(\boldsymbol{\theta})$ ) is the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H$ ) the system of inequalities

$$
0<|q| \leq H, \quad\left|q \theta_{1}-p_{1}\right| \leq H^{-\nu},\left|q \theta_{2}-p_{2}\right| \leq H^{-\nu}
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$.
Dirichlet's box principle (or Minkowski's first convex body theorem) provides the lower bounds

$$
\omega(\boldsymbol{\theta}) \geq \hat{\omega}(\boldsymbol{\theta}) \geq 2 \text { and } \lambda(\boldsymbol{\theta}) \geq \hat{\lambda}(\boldsymbol{\theta}) \geq \frac{1}{2}
$$

The first result is Jarník's relation [4] linking both uniform exponents:
Theorem 1 (Jarník, 1938). For any pair of real numbers $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}$, $\theta_{2}$ linearly independent over $\mathbb{Q}$, both uniform exponents satisfy the relation

$$
\begin{equation*}
\hat{\lambda}(\boldsymbol{\theta})+\frac{1}{\hat{\omega}(\boldsymbol{\theta})}=1 . \tag{*}
\end{equation*}
$$

Recently, Laurent [5] proved a theorem giving every possible value of the quadruple $\Omega(\boldsymbol{\theta})=(\omega(\boldsymbol{\theta}), \lambda(\boldsymbol{\theta}), \hat{\omega}(\boldsymbol{\theta}), \hat{\lambda}(\boldsymbol{\theta}))$ when $\boldsymbol{\theta}$ ranges over $\mathbb{R}^{n}$ such that $1, \theta_{1}$, $\theta_{2}$ are $\mathbb{Q}$-linearly independent, called spectrum.

Theorem 2 (Laurent, 2009). For any pair of real numbers $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}$, $\theta_{2}$ linearly independent over $\mathbb{Q}$ the four exponents of Diophantine approximation satisfy the relations

$$
2 \leq \hat{\omega}(\boldsymbol{\theta}) \leq+\infty, \quad \hat{\lambda}(\boldsymbol{\theta})+\frac{1}{\hat{\omega}(\boldsymbol{\theta})}=1, \quad \frac{\omega(\boldsymbol{\theta})(\hat{\omega}(\boldsymbol{\theta})-1)}{\omega(\boldsymbol{\theta})+\hat{\omega}(\boldsymbol{\theta})} \leq \lambda(\boldsymbol{\theta}) \leq \frac{\omega(\boldsymbol{\theta})-(\hat{\omega}(\boldsymbol{\theta})-1)}{\hat{\omega}(\boldsymbol{\theta})} .
$$

Conversely, for each quadruple $\omega, \hat{\omega}, \lambda, \hat{\lambda}$ satisfying

$$
2 \leq \hat{\omega} \leq+\infty, \quad \hat{\lambda}+\frac{1}{\hat{\omega}}=1, \quad \frac{\omega(\hat{\omega}-1)}{\omega+\hat{\omega}} \leq \lambda \leq \frac{\omega-(\hat{\omega}-1)}{\hat{\omega}},
$$

there exists a pair of real numbers $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}, \theta_{2}$ linearly independent over $\mathbb{Q}$ with

$$
\begin{array}{lll}
\omega(\boldsymbol{\theta})=\omega, & \lambda(\boldsymbol{\theta})=\lambda, \\
\hat{\omega}(\boldsymbol{\theta})=\hat{\omega}, & \hat{\lambda}(\boldsymbol{\theta})=\hat{\lambda}
\end{array}
$$

In [4], Jarník noticed that there is no analogue to relation (*) in higher dimension. It is an open question to find an analogue to Jarník's relation in the multiplicative case, recently studied by German [2].

Given $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}, \theta_{2}$ linearly independent over $\mathbb{Q}$, the multiplicative exponent $\omega_{\times}(\boldsymbol{\theta})$ (resp. the uniform multiplicative exponent $\hat{\omega}_{\times}(\boldsymbol{\theta})$ ) is defined as the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H$ ) the system of inequalities

$$
0<\left|q-p_{1} \theta_{1}-p_{2} \theta_{2}\right| \leq H^{-\nu}, \quad \max \left(1,\left|p_{1}\right|\right) \max \left(1,\left|p_{2}\right|\right) \leq H^{2}
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$.
On the other hand, the multiplicative exponent $\lambda_{\times}(\boldsymbol{\theta})$ (resp. the uniform multiplicative exponent $\hat{\lambda}_{\times}(\boldsymbol{\theta})$ ) is the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H)$ the system of inequalities

$$
0<|q| \leq H, \quad\left|q \theta_{1}-p_{1}\right| \cdot\left|q \theta_{2}-p_{2}\right| \leq H^{-2 \nu}
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$.
Minkowski's first convex body theorem [6] provides the lower bounds

$$
\omega_{\times}(\boldsymbol{\theta}) \geq \hat{\omega}_{\times}(\boldsymbol{\theta}) \geq 2 \text { and } \lambda_{\times}(\boldsymbol{\theta}) \geq \hat{\lambda}_{\times}(\boldsymbol{\theta}) \geq \frac{1}{2} .
$$

We observe that

$$
\left\{x, y \in \mathbb{R} \mid \max (1,|x|) \max (1,|y|) \leq H^{2}\right\}=\cup_{0 \leq i \leq 1}\left\{x, y \in \mathbb{R}| | x\left|\leq H^{2 i},|y| \leq H^{2(1-i)}\right\},\right.
$$

where we have a union of uncountably many sets. It is thus natural to consider the following twisted exponents. See the paper of Harrap [3] for further twisted Diophantine approximation.

Given $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ with $1, \theta_{1}, \theta_{2}$ linearly independent over $\mathbb{Q}$, and $i, j$ non negative real numbers with $i+j=1$, the twisted exponent $\omega_{i, j}(\boldsymbol{\theta})$ (resp. the uniform twisted exponent $\hat{\omega}_{i, j}(\boldsymbol{\theta})$ ) is defined as the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H$ ) the system of inequalities

$$
0<\left|q-p_{1} \theta_{1}-p_{2} \theta_{2}\right| \leq H^{-\nu},\left|p_{1}\right| \leq H^{2 i}, \quad\left|p_{2}\right| \leq H^{2 j}
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$ with $\left(p_{1}, p_{2}\right) \neq(0,0)$.
On the other hand, the twisted exponent $\lambda_{i, j}(\boldsymbol{\theta})$ (resp. the uniform twisted exponent $\left.\hat{\lambda}_{i, j}(\boldsymbol{\theta})\right)$ is the supremum of the real numbers $\nu$ such that for arbitrarily large real number $H$ (resp. for every sufficiently large real number $H$ ) the system of inequalities

$$
0<|q| \leq H, \quad\left|q \theta_{1}-p_{1}\right| \leq H^{-2 i \nu},\left|q \theta_{2}-p_{2}\right| \leq H^{-2 j \nu}
$$

has an integer solution $\left(p_{1}, p_{2}, q\right)$.
Again, Minkowski's first convex body theorem [6] provides the lower bounds

$$
\omega_{i, j}(\boldsymbol{\theta}) \geq \hat{\omega}_{i, j}(\boldsymbol{\theta}) \geq 2 \text { and } \lambda_{i, j}(\boldsymbol{\theta}) \geq \hat{\lambda}_{i, j}(\boldsymbol{\theta}) \geq \frac{1}{2}
$$

In his PhD thesis, the author gives relations analogue to those of Theorem 2 in the twisted case. At present, there is no construction proving that these relations are best possible.

The goal of this paper is to show that there is no analogue to Jarník's relation in the twisted case. We first need to introduce the following notion.

Fix two real numbers $R>1$ and $\mu>1$, we call $(\mu, R)$-sequences a pair of sequences of positive integers $\left(A_{n}\right)_{n \geq 1}$ and $\left(B_{n}\right)_{n \geq 1}$ satisfying the following properties:
(i) There exist disjoint finite non-empty sets of prime numbers $S$ and $T$ such that, for each $n \geq 1$, the set $S$ contains all the prime factors of $A_{n}$ and the set $T$ contains all the prime factors of $B_{n}$.
(ii) For each $p \in S$ and $q \in T$, the sequence $\left(\nu_{p}\left(A_{n}\right)\right)_{n \geq 1}$ and $\left(\nu_{q}\left(B_{n}\right)\right)_{n \geq 1}$ are strictly increasing sequences of positive integers.
(iii) We have

$$
\lim _{n \rightarrow+\infty} \frac{\log \left(A_{n+1}\right)}{\log \left(A_{n}\right)}=\lim _{n \rightarrow+\infty} \frac{\log \left(B_{n+1}\right)}{\log \left(B_{n}\right)}=\mu \text { and } \lim _{n \rightarrow+\infty} \frac{\log \left(B_{n}\right)}{\log \left(A_{n}\right)}=R
$$

For fixed $R>1$ and $\mu>1$ and any choice of $S$ and $T$, one can construct such sequences. For example, suppose that $S=\left\{p_{1}, \ldots, p_{k}\right\}$ and $T=\left\{q_{1}, \ldots, q_{l}\right\}$, where $p_{1}, \ldots, p_{k}, q_{1}, \ldots, q_{l}$ are distinct prime numbers. Setting $P=p_{1} p_{2} \cdots p_{k}$ and $Q=q_{1} q_{2} \cdots q_{l}$, we consider

$$
A_{n}=P^{\left\lfloor a \mu^{n} \log Q\right\rfloor} \text { and } B_{n}=Q^{\left\lfloor a \mu^{n} R \log P\right\rfloor}
$$

where $\lfloor x\rfloor$ is the integer part of the real number $x$. Then the sequences $\left(A_{n}\right)_{n \geq 1}$ and $\left(B_{n}\right)_{n \geq 1}$ form a pair of $(\mu, R)$-sequences, provided that the real parameter $a$ is large enough to ensure property (ii).

Theorem 3. Let $i$, $j$ be two non negative real numbers with $i \geq j$ and $i+j=1$. Fix two real numbers $\mu$ and $R$ satisfying the conditions:

$$
\begin{equation*}
\mu>2, R<j(\mu-2), R>\frac{\mu}{\mu-2} \quad \text { and } R>\frac{\mu}{i(\mu-1)} \tag{1}
\end{equation*}
$$

For any $(\mu, R)$-sequences $\left(A_{n}\right)_{n \geq 1}$ and $\left(B_{n}\right)_{n \geq 1}$, we consider the pair of real numbers

$$
\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)=\left(\sum_{n \geq 1} A_{n}^{-1}, \sum_{n \geq 1} B_{n}^{-1}\right)
$$

Its twisted exponents satisfy

$$
\begin{aligned}
& \hat{\omega}_{i, j}(\boldsymbol{\theta})=\min \left(2 j \frac{\mu-1}{R}, 2 i \frac{\mu-1}{\mu} R\right) \\
& \hat{\lambda}_{i, j}(\boldsymbol{\theta})=\min \left(\frac{1}{2 i}\left(1-\frac{R}{\mu-1}\right), \frac{1}{2 j}\left(1-\frac{\mu}{(\mu-1) R}\right)\right) \\
& \omega_{i, j}(\boldsymbol{\theta})=2 i(\mu-1)
\end{aligned}
$$

Hence, for any $(\mu, R)$-sequences, one gets a point $\boldsymbol{\theta}$. Theorem 3 then computes the three exponents $\hat{\omega}_{i, j}(\boldsymbol{\theta}), \hat{\lambda}_{i, j}(\boldsymbol{\theta})$ and $\omega_{i, j}(\boldsymbol{\theta})$ for each $i, j$ for which (1) holds.

Note that in the case $i=j=1 / 2$, one gets

$$
\begin{aligned}
& \hat{\omega}(\boldsymbol{\theta})=\min \left(\frac{\mu-1}{R}, \frac{\mu-1}{\mu} R\right) \\
& \hat{\lambda}(\boldsymbol{\theta})=\min \left(1-\frac{R}{\mu-1}, 1-\frac{\mu}{(\mu-1) R}\right)
\end{aligned}
$$

which agrees with Jarník's relation $(*)$.

With a suitable choice of the parameters $\mu$ and $R$, we can deduce the following theorem as a corollary.

Theorem 4. Let $i, j$ be two non negative real numbers with $i>j$ and $i+j=1$. Let $\hat{w}$ be a real number with $\hat{w}>6 i$ and

$$
\hat{\lambda} \in\left(\frac{1}{2 i}\left(1-\frac{2 j}{\hat{w}}\right), \min \left(\frac{1}{2 i}, \frac{1}{2 j}\left(1-\frac{2 i}{\hat{w}}\right)\right)\right)
$$

There exists uncountably many $\boldsymbol{\theta}$ such that $\hat{\omega}_{i, j}(\boldsymbol{\theta})=\hat{w}$ and $\hat{\lambda}_{i, j}(\boldsymbol{\theta})=\hat{\lambda}$.

Thus, no analogue to Jarník's relation holds for the twisted Diophantine approximation. It is still an open question to find the optimal interval for $\hat{\lambda}_{i, j}(\boldsymbol{\theta})$.

Notation: Given two sequences $\left(a_{n}\right)_{n \geq 1}$ and $\left(b_{n}\right)_{n \geq 1}$, we write $a_{n} \gg b_{n}$ (resp. $a_{n} \ll b_{n}$ ) if, for sufficiently large $n$, there exists a real number $c_{1}$ such that $a_{n} \geq c_{1} b_{n}$ (resp. there exists a real number $c_{2}$ such that $a_{n} \leq c_{2} b_{n}$ ). Finally, we write $a_{n} \asymp b_{n}$ if both $a_{n} \gg b_{n}$ and $a_{n} \ll b_{n}$.

## 2 Sequence of minimal points and proof of Theorems 3 and 4

The main tool to compute the exponents of Diophantine approximation and prove Theorem 3 is the notion of minimal points, as introduced by Davenport and Schmidt in $[1, \S 3]$ or Jarník in [4].

Let $L$ and $N$ be two functions from $\mathbb{Z}^{l}$ to $\mathbb{R}_{+}$where $l$ is a positive integer.
Definition. A sequence of $(L, N)$-minimal points $\left(M_{k}\right)_{k \geq 0} \in\left(\mathbb{Z}^{l}\right)^{\mathbb{N}}$ is a sequence such that
(i) $\left(N\left(M_{k}\right)\right)_{k \geq 0}$ is an increasing sequence with $N\left(M_{0}\right) \geq 1$,
(ii) $\left(L\left(M_{k}\right)\right)_{k \geq 0}$ is a decreasing sequence with $L\left(M_{0}\right) \leq 1$,
(iii) for every $k \geq 0$ and every point $M \in \mathbb{Z}^{l}$, if $N(M)<N\left(M_{k+1}\right)$ then $L(M) \geq$ $L\left(M_{k}\right)$.

We can normalize any functions $L$ and $N$ to satisfy the conditions $N\left(M_{0}\right) \geq 1$ and $L\left(M_{0}\right) \leq 1$. These conditions are not restrictive. They are imposed to simplify the further use of minimal points. Note that there is no unicity, because there may exist $M_{k}$ and $M_{k}^{\prime}$ such that $L\left(M_{k}\right)=L\left(M_{k}^{\prime}\right)$ and $N\left(M_{k}\right)=N\left(M_{k}^{\prime}\right)$ but $M_{k} \neq M_{k}^{\prime}$.

Let $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{1}\right)$ be an integer triple. Consider the following functions with parameters $i, j$ and $\boldsymbol{\theta}$

$$
\begin{aligned}
L_{\lambda}(\boldsymbol{x}) & =\max \left(\left|x_{0} \theta_{1}-x_{1}\right|^{1 /(2 i)},\left|x_{0} \theta_{2}-x_{2}\right|^{1 /(2 j)}\right), \\
N_{\lambda}(\boldsymbol{x}) & =\left|x_{0}\right|, \\
L_{\omega}(\boldsymbol{x}) & =\left|x_{1} \theta_{1}+x_{2} \theta_{2}-x_{0}\right|, \\
N_{\omega}(\boldsymbol{x}) & =\max \left(\left|x_{1}\right|^{1 /(2 i)},\left|x_{2}\right|^{1 /(2 j)}\right),
\end{aligned}
$$

where $|x|$ is the absolute value of the real number $x$. They are related to the twisted exponents through the following proposition.

Proposition 1. Let $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)$ be a pair of real numbers and $0<j \leq i<1$ such that $i+j=1$. Let $\left(a_{n}\right)_{n \geq 1}\left(\right.$ resp. $\left.\left(b_{n}\right)_{n \geq 1}\right)$ be a sequence of $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points of $\boldsymbol{\theta}$ (resp. $\left(L_{\omega}, N_{\omega}\right)$-minimal points). We have the relations

$$
\begin{array}{ll}
\hat{\lambda}_{i, j}(\boldsymbol{\theta})=\liminf _{n \rightarrow \infty}\left(-\frac{\log L_{\lambda}\left(a_{n}\right)}{\log N_{\lambda}\left(a_{n+1}\right)}\right), \quad \lambda_{i, j}(\boldsymbol{\theta})=\lim \sup _{n \rightarrow \infty}\left(-\frac{\log L_{\lambda}\left(a_{n}\right)}{\log N_{\lambda}\left(a_{n}\right)}\right), \\
\hat{\omega}_{i, j}(\boldsymbol{\theta})=\liminf _{n \rightarrow \infty}\left(-\frac{\log L_{\omega}\left(b_{n}\right)}{\log N_{\omega}\left(b_{n+1}\right)}\right), & \omega_{i, j}(\boldsymbol{\theta})=\lim \sup _{n \rightarrow \infty}\left(-\frac{\log L_{\omega}\left(b_{n}\right)}{\log N_{\omega}\left(b_{n}\right)}\right) .
\end{array}
$$

We omit the proof of Proposition 1. It is an easy consequence of the definitions of a sequence of minimal points and of the twisted exponents.

This proposition gives us the exact values of the two uniform exponents if we have enough information about the tail of a sequence of minimal points, since only the asymptotic behavior is significant. From now on, every statement is implicitly considered for sufficiently large $n$.

For every $(\mu, R)$-sequences $\left(A_{n}\right)_{n \geq 1}$ and $\left(B_{n}\right)_{n \geq 1}$ with $\mu$ and $R$ satisfying the conditions (1) from Theorem 3, we set $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)=\left(\sum_{n \geq 1} A_{n}^{-1}, \sum_{n \geq 1} B_{n}^{-1}\right)$. We also set for every integer $n \geq 1$ the integers

$$
\begin{equation*}
A_{n}^{\prime}=\sum_{k=1}^{n} A_{n} A_{k}^{-1} \text { and } B_{n}^{\prime}=\sum_{k=1}^{n} B_{n} B_{k}^{-1} \tag{2}
\end{equation*}
$$

With this notation, we have
Lemma 1. Under the assumption of Theorem 3, the sequence of primitive integer points

$$
\begin{equation*}
\left(A_{1}^{\prime}, A_{1}, 0\right),\left(B_{1}^{\prime}, 0, B_{1}\right), \ldots,\left(A_{n}^{\prime}, A_{n}, 0\right),\left(B_{n}^{\prime}, 0, B_{n}\right),\left(A_{n+1}^{\prime}, A_{n+1}, 0\right), \ldots \tag{3}
\end{equation*}
$$

consists ultimately of a sequence of $\left(L_{\omega}, N_{\omega}\right)$-minimal points.
Lemma 2. Under the assumption of Theorem 3, consider

$$
C_{n}=\left(A_{n} B_{n}, A_{n}^{\prime} B_{n}, A_{n} B_{n}^{\prime}\right) \text { and } D_{n}=\left(A_{n+1} B_{n}, A_{n+1}^{\prime} B_{n}, A_{n+1} B_{n}^{\prime}\right) .
$$

Ultimately, $C_{n}$ and $D_{n}$ consist in $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points. We denote by $E_{n, 1}, \ldots, E_{n, s_{n}}$ (resp. $F_{n, 1}, \ldots, F_{n, t_{n}}$ ) the intermediate $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points between $C_{n}=E_{n, 0}$ and $D_{n}=E_{n, s_{n}+1}\left(\right.$ resp. $D_{n}=F_{n, 0}$ and $\left.C_{n+1}=F_{n, t_{n}+1}\right)$.

For $0 \leq k \leq s_{n}$ and $0 \leq k^{\prime} \leq t_{n}$, the intermediate ( $L_{\lambda}, N_{\lambda}$ )-minimal points are of the shape

$$
\begin{aligned}
E_{n, k} & =\left(E_{n, k, 0}, E_{n, k, 1}, \frac{E_{n, k, 0}}{B_{n}} B_{n}^{\prime}\right) \\
F_{n, k^{\prime}} & =\left(F_{n, k^{\prime}, 0}, \frac{F_{n, k^{\prime}, 0}}{A_{n}} A_{n}^{\prime}, F_{n, k^{\prime}, 2}\right) .
\end{aligned}
$$

Furthermore, they satisfy

$$
\begin{array}{ll}
L_{\lambda}\left(F_{n, k}\right)=\left\|F_{n, k, 0} \theta_{2}\right\|^{\frac{1}{2 j}} \asymp\left(\frac{1}{N_{\lambda}\left(F_{n, k+1}\right)} A_{n+1}\right)^{\frac{1}{2 j}}, & N_{\lambda}\left(F_{n, 1}\right) \asymp \frac{B_{n+1}}{B_{n}}, \\
L_{\lambda}\left(E_{n, k}\right)=\left\|E_{n, k, 0} \theta_{1}\right\|^{\frac{1}{2 i}} \asymp\left(\frac{E_{\lambda}}{N_{\lambda}\left(E_{n, k+1}\right)} B_{n}\right)^{\frac{1}{2 i}}, & N_{\lambda}\left(E_{n, 1}\right) \asymp \frac{A_{n+1}}{A_{n}},
\end{array}
$$

where $\|x\|$ denotes the distance from the real number $x$ to a nearest integer.

Lemmas 1 and 2 will be proved in Section 3. We show now how Theorem 3 and 4 can be derived from Proposition 1 and Lemmas 1 and 2.

## Proof of Theorem 3.

First, notice that

$$
\left|A_{n} \theta_{1}-A_{n}^{\prime}\right| \asymp\left|A_{n} A_{n+1}^{-1}\right| \text { and }\left|B_{n} \theta_{2}-B_{n}^{\prime}\right| \asymp\left|B_{n} B_{n+1}^{-1}\right| .
$$

Using Proposition 1, we can thus compute

$$
\begin{aligned}
\hat{\omega}_{i, j}(\boldsymbol{\theta}) & =\min \left(\liminf _{n \rightarrow \infty} \frac{-\log \left|A_{n}^{\prime}-A_{n} \theta_{1}\right|}{\log \left|B_{n}\right|^{\frac{1}{2 j}}}, \liminf _{n \rightarrow \infty} \frac{-\log \left|B_{n}^{\prime}-B_{n} \theta_{2}\right|}{\log \left|A_{n+1}\right|^{\frac{1}{2 i}}}\right) \\
& =\min \left(2 j \liminf _{n \rightarrow \infty} \frac{\log A_{n+1}-\log A_{n}}{\log B_{n}}, 2 i \liminf _{n \rightarrow \infty} \frac{\log B_{n+1}-\log B_{n}}{\log A_{n+1}}\right) \\
& =\min \left(2 j \frac{\mu-1}{R}, 2 i \frac{\mu-1}{\mu} R\right), \\
\hat{\lambda}_{i, j}(\boldsymbol{\theta}) & =\min \left(\liminf _{n \rightarrow \infty} \min _{0 \leq k \leq s_{n}}\left(-\frac{\log L_{\lambda}\left(E_{n, k}\right)}{\log N_{\lambda}\left(E_{n, k+1}\right)}\right), \liminf _{n \rightarrow \infty} \min _{0 \leq k \leq t_{n}}\left(-\frac{\log L_{\lambda}\left(F_{n, k}\right)}{\log N_{\lambda}\left(F_{n, k+1}\right)}\right)\right) \\
& =\min \left(\liminf _{n \rightarrow \infty} \min _{0 \leq k \leq s_{n}} \frac{1}{2 i}\left(1-\frac{\log B_{n}}{\log E_{n, k+1,0}}\right) \liminf _{n \rightarrow \infty} \min _{0 \leq k \leq t_{n}} \frac{1}{2 j}\left(1-\frac{\log A_{n+1}}{\log F_{n, k+1,0}}\right)\right), \\
& =\min \left(\liminf _{n \rightarrow \infty} \frac{1}{2 i}\left(1-\frac{\log B_{n}}{\log E_{n, 1,0}}\right), \liminf _{n \rightarrow \infty} \frac{1}{2 j}\left(1-\frac{\log A_{n+1}}{\log F_{n, 1,0}}\right)\right) \\
& =\min \left(\frac{1}{2 i}\left(1-\frac{R}{\mu-1}\right), \frac{1}{2 j}\left(1-\frac{\mu}{(\mu-1) R}\right)\right), \\
\omega_{i, j}(\boldsymbol{\theta}) & =\max \left(\limsup _{n \rightarrow \infty} \frac{-\log \left|A_{n}^{\prime}-A_{n} \theta_{1}\right|}{\log \left|A_{n}\right|^{\frac{1}{2 j}}}, \limsup _{n \rightarrow \infty} \frac{-\log \left|B_{n}^{\prime}-B_{n} \theta_{2}\right|}{\log \left|B_{n}\right|^{\frac{1}{2 i}}}\right) \\
& =\max \left(2 j \limsup \frac{\log A_{n+1}-\log A_{n}}{\log \left|A_{n}\right|}, 2 i \operatorname{lim\operatorname {sup}} \frac{\log B_{n+1}-\log B_{n}}{\log \left|B_{n}\right|}\right) \\
& =\max (2 j(\mu-1), 2 i(\mu-1))=2 i(\mu-1) .
\end{aligned}
$$

This completes the proof of Theorem 3.
Proof of Theorem 4.

Theorem 4 is a corollary from Theorem 3 if we choose the parameters from the following proposition

Proposition 2. For every $\hat{\omega}>6 i$, the parameters

$$
\begin{aligned}
& R \in\left(\frac{\hat{\omega}}{2 i}, \frac{\hat{\omega}}{2 i} \frac{1+\sqrt{1+\frac{16 i j}{\hat{\omega}^{2}}}}{2}\right), \\
& \mu=\frac{2 i R}{2 i R-\hat{\omega}} .
\end{aligned}
$$

satisfy the conditions (1) from Theorem 3.
The key point is to notice that

$$
R \in\left(\frac{\hat{\omega}}{2 i}, \frac{\hat{\omega}}{2 i} \frac{1+\sqrt{1+\frac{16 i j}{\omega^{2}}}}{2}\right)
$$

is equivalent to

$$
0<R(2 i R-\hat{\omega})<2 j .
$$

With the choices of the Proposition 2, we have

$$
\begin{aligned}
\hat{\omega}_{i, j}(\boldsymbol{\theta}) & =\min \left(2 j \frac{\mu-1}{R}, 2 i \frac{\mu-1}{\mu} R\right) \\
& =\min \left(2 j \frac{\hat{\omega}}{R(2 i R-\hat{\omega})}, \hat{\omega}\right)=\hat{\omega}, \\
\hat{\lambda}_{i, j}(\boldsymbol{\theta}) & =\min \left(\frac{1}{2 i}\left(1-\frac{R(2 i R-\hat{\omega})}{\hat{\omega}}\right), \frac{1}{2 j}\left(1-\frac{2 i}{\hat{\omega}}\right)\right) \\
& \in\left(\frac{1}{2 i}\left(1-\frac{2 j}{\hat{\omega}}\right), \min \left(\frac{1}{2 i}, \frac{1}{2 j}\left(1-\frac{2 i}{\hat{\omega}}\right)\right)\right) .
\end{aligned}
$$

To get uncountably many pairs $\boldsymbol{\theta}$ with given exponents, note that Theorem 3 also holds for

$$
\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)=\left(\sum_{n \geq 1} \varepsilon_{n} A_{n}^{-1}, \sum_{n \geq 1} \varepsilon_{n}^{\prime} B_{n}^{-1}\right),
$$

where $\varepsilon_{n}$ and $\varepsilon_{n}^{\prime}$ are $\pm 1$. In this case we define

$$
A_{n}^{\prime}=\sum_{k=1}^{n} \varepsilon_{n} A_{n} \varepsilon_{k} A_{k}^{-1} \text { and } B_{n}^{\prime}=\sum_{k=1}^{n} \varepsilon_{n}^{\prime} B_{n} \varepsilon_{k}^{\prime} B_{k}^{-1}
$$

## 3 Proof of the lemmas on minimal points

First of all, observe that in the definition of $(\mu, R)$-sequences, the condition (ii) on the disjointness of the sets $S$ and $T$ of prime numbers ensures that for every $n \geq 1$,

$$
\operatorname{gcd}\left(A_{n}, B_{n}\right)=\operatorname{gcd}\left(A_{n}, A_{n}^{\prime}\right)=\operatorname{gcd}\left(B_{n}, B_{n}^{\prime}\right)=1,
$$

where $A_{n}^{\prime}$ and $B_{n}^{\prime}$ are given by (2). This ensures that the terms in the sequences in Lemmas 1 and 2 are primitive points.

## Proof of Lemma 1.

Since $R>1$ and $i \geq j$ we have $\left|A_{n}\right|^{\frac{1}{2 i}}<\left|B_{n}\right|^{\frac{1}{2 j}}$. Furthermore, the condition $R<j(\mu-2)$ from (1) implies that $\frac{\mu}{R}>\frac{i}{j}$. This implies that $\left|B_{n}\right|^{\frac{1}{2 j}}<\left|A_{n+1}\right|^{\frac{1}{2 i}}$. Thus, the sequence (3) is increasing with respect to $N_{\omega}$. To prove that it consists ultimately of consecutive ( $L_{\omega}, N_{\omega}$ )-minimal points, it is enough to show that, if $n$ is large enough, there is no primitive integer point $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right)$ either with
$N_{\omega}(\boldsymbol{x})=\max \left\{\left|x_{1}\right|^{\frac{1}{2 i}},\left|x_{2}\right|^{\frac{1}{2 j}}\right\}<B_{n}^{\frac{1}{2 j}}$ and $L_{\omega}(\boldsymbol{x})=\left|x_{0}-x_{1} \theta_{1}-x_{2} \theta_{2}\right|<\left|A_{n}^{\prime}-A_{n} \theta_{1}\right|$,
or with
$N_{\omega}(\boldsymbol{x})=\max \left\{\left|x_{1}\right|^{\frac{1}{2 i}},\left|x_{2}\right|^{\frac{1}{2 j}}\right\}<A_{n+1}^{\frac{1}{2 i}}$ and $L_{\omega}(\boldsymbol{x})=\left|x_{0}-x_{1} \theta_{1}-x_{2} \theta_{2}\right|<\left|B_{n}^{\prime}-B_{n} \theta_{2}\right|$.
Assuming that there is a primitive point $\left(x_{0}, x_{1}, x_{2}\right)$ satisfying (4), one finds

$$
\begin{align*}
A_{n} B_{n} x_{0}-A_{n}^{\prime} B_{n} x_{1}-A_{n} B_{n}^{\prime} x_{2}= & A_{n} B_{n}\left(x_{0}-x_{1} \theta_{1}-x_{2} \theta_{2}\right) \\
& -B_{n}\left(A_{n}^{\prime}-A_{n} \theta_{1}\right) x_{1}-A_{n}\left(B_{n}^{\prime}-B_{n} \theta_{2}\right) x_{2} \tag{6}
\end{align*}
$$

The left hand side of this equality is an integer. If it is 0 , then $B_{n}$ divides $A_{n} B_{n}^{\prime} x_{2}$, thus $B_{n}$ divides $x_{2}$ and so $x_{2}=0$ because of the hypothesis $\left|x_{2}\right|<B_{n}$. Thus we obtain $A_{n} x_{0}-A_{n}^{\prime} x_{1}=0$. As $\boldsymbol{x}$ is a primitive point, this implies that $\left(x_{0}, x_{1}\right)= \pm\left(A_{n}^{\prime}, A_{n}\right)$ and so $\left|x_{0}-x_{1} \theta_{1}-x_{2} \theta_{2}\right|=\left|A_{n}^{\prime}-A_{n} \theta_{1}\right|$ contrary to the hypothesis. So the left hand side of (6) has absolute value at least 1 and thus

$$
\begin{aligned}
1 & \leq A_{n} B_{n}\left|A_{n}^{\prime}-A_{n} \theta_{1}\right|+B_{n}\left|A_{n}^{\prime}-A_{n} \theta_{1}\right|\left|x_{1}\right|+A_{n}\left|B_{n}^{\prime}-B_{n} \theta_{2}\right|\left|x_{2}\right| \\
& \ll A_{n}^{2} A_{n+1}^{-1} B_{n}+A_{n} A_{n+1}^{-1} B_{n}^{1+i / j}+A_{n} B_{n}^{2} B_{n+1}^{-1},
\end{aligned}
$$

because

$$
\left|A_{n}^{\prime}-A_{n} \theta_{1}\right| \leq 2 \frac{A_{n}}{A_{n+1}} \text { and }\left|B_{n}^{\prime}-B_{n} \theta_{2}\right| \leq 2 \frac{B_{n}}{B_{n+1}}
$$

We obtain a contradiction by showing that the three summands in the last expression above tend to zero as $n$ goes to infinity. First, $R<\mu-2$ implies that

$$
R+2-\mu=\lim _{n \rightarrow \infty} \frac{2 \log A_{n}+\log B_{n}-\log A_{n+1}}{\log A_{n}}=-\rho_{1}<0
$$

That is,

$$
A_{n}^{2} A_{n+1}^{-1} B_{n} \sim_{n \rightarrow \infty} A_{n}^{-\rho_{1}} \rightarrow_{n \rightarrow \infty} 0
$$

Then, $R<j(\mu-1)$ implies that

$$
R+j(1-\mu)=\lim _{n \rightarrow \infty} \frac{j \log A_{n}+\log B_{n}-j \log A_{n+1}}{\log A_{n}}=-\rho_{2}<0
$$

That is,

$$
A_{n} A_{n+1}^{-1} B_{n}^{1 / j} \sim_{n \rightarrow \infty} A_{n}^{-\rho_{2} / j} \rightarrow_{n \rightarrow \infty} 0
$$

Finally, $(\mu-2) R>1$ implies that

$$
R(\mu-2)-1=\lim _{n \rightarrow \infty} \frac{\log A_{n}+2 \log B_{n}-\log B_{n+1}}{-\log A_{n}}=\rho_{3}>0
$$

That is,

$$
A_{n} B_{n}^{2} B_{n+1}^{-1} \sim_{n \rightarrow \infty} A_{n}^{-\rho_{3}} \rightarrow_{n \rightarrow \infty} 0
$$

Similarly, if the condition (5) has a solution $\left(x_{0}, x_{1}, x_{2}\right), A_{n+1}$ can not divide $x_{1}$ and we deduce the lower bound

$$
\begin{aligned}
1 & \leq A_{n+1} B_{n}\left|B_{n}^{\prime}-B_{n} \theta_{1}\right|+B_{n}\left|A_{n+1}^{\prime}-A_{n+1} \theta_{1}\right|\left|x_{1}\right|+A_{n+1}\left|B_{n}^{\prime}-B_{n} \theta_{2}\right|\left|x_{2}\right| \\
& \ll B_{n}^{2} B_{n+1}^{-1} A_{n+1}+B_{n} A_{n+1}^{2} A_{n+2}^{-1}+A_{n+1}^{1+j / i} B_{n} B_{n+1}^{-1}
\end{aligned}
$$

Again, the three summands in this expression tend to zero as $n$ goes to infinity because $R(\mu-2)>\mu, R<\mu(\mu-2)$ and $R(\mu-1)>\frac{\mu}{i}$ according to (1). Thus, we proved Lemma 1.

## Proof of Lemma 2.

First, we show that ultimately the point $C_{n}$ and $D_{n}$ are $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points, then we prove the properties of the $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points lying respectively between $C_{n}$ and $D_{n}$ and $D_{n}$ and $C_{n+1}$.

Since $A_{n+1}>A_{n}$ and $B_{n+1}>B_{n}$ by the property about valuations of $(\mu, R)$ sequences, the sequence

$$
C_{1}, D_{1}, \ldots, C_{n}, D_{n}, C_{n+1}, \ldots
$$

is strictly increasing with respect to $N_{\lambda}$.

Note that, if $n$ is large enough

$$
\begin{aligned}
L_{\lambda}\left(C_{n}\right) & =\max \left\{\left(\left|A_{n} \theta_{1}-A_{n}^{\prime}\right| B_{n}\right)^{1 /(2 i)},\left(\left|B_{n} \theta_{2}-B_{n}^{\prime}\right| A_{n}\right)^{1 /(2 j)}\right\} \\
& =\left(\left|A_{n} \theta_{1}-A_{n}^{\prime}\right| B_{n}\right)^{1 /(2 i)} \\
& \asymp\left(A_{n} A_{n+1}^{-1} B_{n}\right)^{1 /(2 i)}
\end{aligned}
$$

since $\left|B_{n} \theta_{2}-B_{n}^{\prime}\right| A_{n} \asymp A_{n} B_{n+1}^{-1} B_{n}$ goes faster to zero than $\left|A_{n} \theta_{1}-A_{n}^{\prime}\right| B_{n} \asymp$ $A_{n} A_{n+1}^{-1} B_{n}$ and we have $j \leq i$.

Suppose that a non-zero integer point $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right)$ satisfies

$$
\begin{equation*}
L_{\lambda}(\boldsymbol{x}) \leq L_{\lambda}\left(C_{n}\right) \quad \text { and } \quad N_{\lambda}(\boldsymbol{x})=\left|x_{0}\right| \leq N_{\lambda}\left(D_{n}\right)=A_{n+1} B_{n} \tag{7}
\end{equation*}
$$

We have the integer determinant

$$
\left|\operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{2}  \tag{8}\\
B_{n} & B_{n}^{\prime}
\end{array}\right)\right| \leq\left|x_{0}\right|\left|B_{n}^{\prime}-B_{n} \theta_{2}\right|+B_{n}\left|x_{2}-x_{0} \theta_{2}\right| \ll A_{n+1} B_{n}^{2} B_{n+1}^{-1}+B_{n} L_{\lambda}\left(C_{n}\right)^{2 j}
$$

Since $R(\mu-2)>\mu$, the first summand $A_{n+1} B_{n}^{2} B_{n+1}^{-1}$ tends to zero as $n$ goes to infinity. Since $R<j(\mu-1)$ and $L_{\lambda}\left(C_{n}\right) \asymp\left(A_{n} A_{n+1}^{-1} B_{n}\right)^{1 /(2 i)}$, it follows that $B_{n} L_{\lambda}\left(C_{n}\right)^{2 j}$ tends to zero as well. Thus, if $n$ is large enough, the determinant in (8) is zero. Then, $\left(x_{0}, x_{2}\right)$ is a non-zero integral multiple of $\left(B_{n}, B_{n}^{\prime}\right)$, in particular $B_{n}$ divides $x_{0}$. Consider the integer determinant, for $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right)$ with the stronger assumption that $N_{\lambda}(\boldsymbol{x}) \leq N_{\lambda}\left(C_{n}\right)=A_{n} B_{n}$ :

$$
\left|\operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{1}  \tag{9}\\
A_{n} & A_{n}^{\prime}
\end{array}\right)\right| \leq\left|x_{0}\right|\left|A_{n}^{\prime}-A_{n} \theta_{1}\right|+A_{n}\left|x_{1}-x_{0} \theta_{1}\right| \ll A_{n}^{2} B_{n} A_{n+1}^{-1}+A_{n} L_{\lambda}\left(C_{n}\right)^{2 i}
$$

Since $R<\mu-2$ summands tend to zero as $n$ goes to infinity. Thus for sufficiently large $n$, the determinant in (9) is zero. Then, $\left(x_{0}, x_{1}\right)$ is a non-zero integral multiple of $\left(A_{n}, A_{n}^{\prime}\right)$, in particular $A_{n}$ divides $x_{0}$. Since $A_{n}$ and $B_{n}$ are coprime, $A_{n} B_{n}$ divides $x_{0}$ and $N_{\lambda}(\boldsymbol{x}) \geq A_{n} B_{n}=N_{\lambda}\left(C_{n}\right)$. This proves that $C_{n}$ is a $\left(L_{\lambda}, N_{\lambda}\right)$-minimal point.

Similarly, if a non-zero integer point $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right)$ satisfies

$$
L_{\lambda}(\boldsymbol{x}) \leq L_{\lambda}\left(D_{n}\right) \asymp\left(A_{n+1} B_{n} B_{n+1}^{-1}\right)^{1 /(2 j)} \text { and }\left|x_{0}\right| \leq N_{\lambda}\left(C_{n+1}\right)=A_{n+1} B_{n+1}
$$

and if $n$ is large enough, then $\left(x_{0}, x_{1}\right)$ is a non-zero integral multiple of $\left(A_{n+1}, A_{n+1}^{\prime}\right)$ and if we strengthen the condition to $N_{\lambda}(\boldsymbol{x}) \leq N_{\lambda}\left(D_{n}\right)=A_{n+1} B_{n}$, then $\left(x_{0}, x_{2}\right)$
is a non zero integer multiple of $\left(B_{n}, B_{n}^{\prime}\right)$. Thus, $D_{n}$ is a $\left(L_{\lambda}, N_{\lambda}\right)$-minimal point.
Consider any $\left(L_{\lambda}, N_{\lambda}\right)$-minimal point $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right) \in \mathbb{Z}^{3}$ with $N_{\lambda}\left(C_{n}\right) \leq$ $x_{0}<N_{\lambda}\left(D_{n}\right)$. We claim that for $n$ large enough, we have

$$
L_{\lambda}(\boldsymbol{x})=\left|x_{0} \theta_{1}-x_{1}\right|^{1 /(2 i)}
$$

Indeed, for such $\boldsymbol{x}$, recall that $\left(x_{0}, x_{2}\right)$ is an integer multiple of $\left(B_{n}, B_{n}^{\prime}\right)$. Since $x_{0}$ is strictly less than $A_{n+1} B_{n}$ and $B_{n}$ and $A_{n+1}$ are coprime, the points ( $x_{0}, x_{1}$ ) and $\left(A_{n+1}, A_{n+1}^{\prime}\right)$ are linearly independent. Thus we have

$$
1 \leq\left|\operatorname{det}\left(\begin{array}{cc}
x_{0} & x_{1} \\
A_{n+1} & A_{n+1}^{\prime}
\end{array}\right)\right| \leq\left|x_{0}\right|\left|A_{n+1}^{\prime}-A_{n+1} \theta_{1}\right|+A_{n+1}\left|x_{1}-\theta_{1} x_{0}\right| .
$$

This provides

$$
\begin{equation*}
\left|x_{1}-\theta_{1} x_{0}\right| \gg \frac{1}{A_{n+1}} \tag{10}
\end{equation*}
$$

because $R>\mu(\mu-2)$ implies for sufficiently large $n$

$$
\left|x_{0}\right|\left|A_{n+1}^{\prime}-A_{n+1} \theta_{1}\right| \leq A_{n+1}^{2} B_{n} A_{n+2}^{-1} \leq \frac{1}{2}
$$

Furthermore,

$$
\begin{equation*}
\left|x_{2}-\theta_{2} x_{0}\right|=\frac{x_{0}}{B_{n}}\left|B_{n} \theta_{2}-B_{n}^{\prime}\right| \ll \frac{A_{n+1} B_{n}}{B_{n+1}} . \tag{11}
\end{equation*}
$$

Finally, the condition $R>\frac{\mu}{i(\mu-1)}$ implies that $\left(\frac{A_{n+1} B_{n}}{B_{n+1}}\right)^{1 /(2 j)}$ tends to zero faster than $A_{n+1}^{-1 /(2 i)}$. Hence the result.

Let $E_{n, 0}=C_{n}, E_{n, 1}, \ldots, E_{n, s_{n}}, E_{n, s_{n}+1}=D_{n}$ denote a sequence of $\left(L_{\lambda}, N_{\lambda}\right)-$ minimal points, chosen with positive first coordinate. Suppose that $n$ is large enough, by the above each $E_{n, k}$ has the form

$$
E_{n, k}=\left(E_{n, k, 0}, E_{n, k, 1}, \frac{E_{n, k, 0}}{B_{n}} B_{n}^{\prime}\right) \text { where } \frac{E_{n, k, 0}}{B_{n}} \in \mathbb{N}^{*}\left(0 \leq k \leq s_{n}+1\right)
$$

and we have $L_{\lambda}\left(E_{n, k}\right)^{2 i}=\left|E_{n, k, 0} \theta_{1}-E_{n, k, 1}\right|$ for $k=0, \ldots, s_{n}$ but not for $k=s_{n}+1$.

We now show that

$$
\frac{B_{n}}{2 N_{\lambda}\left(E_{n, k+1}\right)} \leq L_{\lambda}\left(E_{n, k}\right)^{2 i} \leq \frac{B_{n}}{N_{\lambda}\left(E_{n, k+1}\right)} .
$$

By Minkowski's first convex body theorem, for each real number $H>0$, there exists a non-zero integer point $\left(x_{0}, x_{1}\right)$ satisfying the three conditions

$$
B_{n}\left|x_{0},\left|x_{0}\right| \leq H \text { and }\right| x_{0} \theta_{1}-x_{1} \left\lvert\, \leq \frac{B_{n}}{H}\right.
$$

For $n$ large enough, fix $k \in\left\{1, \ldots, s_{n}\right\}$ and choose $H$ in the range

$$
N_{\lambda}\left(E_{n, k}\right)<H<N_{\lambda}\left(E_{n, k+1}\right)
$$

then we get a non-zero integer point $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right)$ where $x_{0}$ and $x_{1}$ are given by Minkowski's theorem and $x_{2}=x_{0} B_{n}^{-1} B_{n}^{\prime}$. This point satisfies

$$
N_{\lambda}\left(E_{n, k}\right)<N_{\lambda}(\boldsymbol{x})<N_{\lambda}\left(E_{n, k+1}\right)
$$

and the conditions (10) and (11). So,

$$
L_{\lambda}(\boldsymbol{x})^{2 i}=\left|x_{0} \theta_{1}-x_{1}\right| \leq \frac{B_{n}}{H}
$$

By definition of $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points, we have $L_{\lambda}\left(E_{n, k}\right)<L_{\lambda}(\boldsymbol{x})$. Thus, by letting $H$ tend to $E_{n, k+1,0}$ we get the upper bound

$$
L_{\lambda}\left(E_{n, k}\right)^{2 i} \leq \frac{B_{n}}{N_{\lambda}\left(E_{n, k+1}\right)}
$$

For the lower bound, notice that $B_{n}$ divides $E_{n, k, 0}$ and $E_{n, k+1,0}$, and that two consecutive $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points are independent. Thus

$$
\begin{aligned}
B_{n} \leq\left|\operatorname{det}\left(\begin{array}{cc}
E_{n, k, 0} & E_{n, k, 1} \\
E_{n, k+1,0} & E_{n, k+1,1}
\end{array}\right)\right| & \leq E_{n, k, 0}\left|E_{n, k+1,1}-\theta_{1} E_{n, k+1,0}\right|+E_{n, k+1,0}\left|E_{n, k, 1}-E_{n, k, 0} \theta_{1}\right| \\
& \leq 2 E_{n, k+1,0}\left|E_{n, k, 1}-E_{n, k, 0} \theta_{1}\right|
\end{aligned}
$$

So,

$$
L_{\lambda}\left(E_{n, k}\right)^{2 i} \geq \frac{B_{n}}{2 N_{\lambda}\left(E_{n, k+1}\right)}
$$

In particular, since $E_{0}=C_{n}$ we have

$$
N_{\lambda}\left(E_{n, 1}\right) \asymp \frac{B_{n}}{L_{\lambda}\left(C_{n}\right)^{2 i}} \asymp \frac{B_{n}}{A_{n} A_{n+1}^{-1} B_{n}} \asymp \frac{A_{n+1}}{A_{n}}
$$

Similarly, we show that for $n$ large enough, any $\left(L_{\lambda}, N_{\lambda}\right)$-minimal point $\boldsymbol{x}=$ $\left(x_{0}, x_{1}, x_{2}\right)$ with $N_{\lambda}\left(D_{n}\right) \leq N_{\lambda}(\boldsymbol{x})<N_{\lambda}\left(C_{n+1}\right)$ has

$$
L_{\lambda}(\boldsymbol{x})=\left|x_{0} \theta_{2}-x_{2}\right|^{1 /(2 j)}
$$

and that the intermediate $\left(L_{\lambda}, N_{\lambda}\right)$-minimal points $F_{n, k}=\left(F_{n, k, 0}, \frac{F_{n, k, 0}}{A_{n+1}} A_{n+1}^{\prime}, F_{n, k, 2}\right)$ satisfy

$$
\frac{A_{n+1}}{2 N_{\lambda}\left(F_{n, k+1}\right)} \leq L_{\lambda}\left(F_{n, k}\right)^{2 j} \leq \frac{A_{n+1}}{N_{\lambda}\left(F_{n, k+1}\right)}
$$

via Minkowski's first convex body theorem and consideration on a good determinant.

This completes the proof of Lemma 2.
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