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Robust and Adaptive Active Vibration Control

Using an Inertial Actuator
Tudor-Bogdan Airimitoaie and Ioan Doré Landau

Abstract—An active vibration control system using an inertial

actuator will be used to assure the vibration isolation of a chassis

in the presence of multiple unknown time varying tonal vibrations

located in two distinct regions in the frequency domain. The

objective is to minimize the residual force by applying an

appropriate control effort through the inertial actuator. The

system does not use any additional sensor for getting in real-

time information upon the disturbances. A hierarchical feedback

approach will be used for the control of the system. At the first

level a robust linear controller will be designed taking advantage

of the knowledge of the domains of variation of the frequencies

of the vibrations. To further improve the performance, a direct

adaptive control algorithm will be added. Its design takes into

account the internal model principle for disturbance rejection

and is conveniently implemented through the Youla-Kučera

parametrization of the controller. Experimental results obtained

on a relevant test bench will illustrate the methodology.

Index Terms—Adaptive regulation, system identification, active

vibration control, robust control, Youla-Kučera parametrization,

internal model principle.

I. Introduction

A
CTIVE VIBRATION CONTROL (AVC) is a current

challenge in todays technology development for smart

vibration isolation systems. Fundamentally in AVC a compen-

sator system is introduced with the aim to generate a secondary

“source.” This compensator conveniently driven will interfere

destructively with the vibrations coming from the original

source (in general non accessible).

The technology for the implementation of the AVC in me-

chanical structures has evolved towards using inertial (electro-

dynamic) actuators [1]. In this paper we will consider the

case of AVC systems using inertial actuators in a co-located

configuration “actuator-sensor.”

Vibrations in terms of control terminology are “distur-

bances” which have to be compensated (see also [2], [3]).

They can be conveniently described in the frequency domain.

One encounters either “tonal” (sinusoidal) disturbances with

unknown and time varying frequency or “narrow band distur-

bances” located in a certain frequency region.

Initial solutions for this problem have been based on

“feedforward” compensation techniques, provided that an

“image” (called also “reference”) of the disturbance can be

obtained by using an additional sensor [4]. This approach

has a number of disadvantages: (i) it requires the use of an
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additional transducer, (ii) difficult choice for the location of

this additional transducer, (iii) requires adaptation of many

parameters, and (iv) presence of a physical internal “positive”

feedback coupling (a challenging stability issue). In fact, in

AVC, in order to attenuate narrow band disturbances and tonal

disturbances, a feedback control structure can be used.

In managing the vibration attenuation by feedback, the

shape of the modulus of the “output sensitivity function”

(the transfer function between the disturbance and the resid-

ual acceleration/force) is fundamental both from performance

and robustness considerations. Three basic concepts are to

be considered: the Bode Integral, the Modulus margin and

the Internal Model Principle (IMP). The Bode Integral just

says that the area of attenuation in the frequency domain

(attenuation × frequency range) leads to an amplification at

other frequencies such that the integral of the modulus of the

sensitivity function over the frequency domain is equal to zero.

The modulus margin, which is the inverse of the maximum

of the modulus of the output sensitivity function, gives the

minimum distance with respect the the Nyquist instability

point and as such is a major indicator both for robustness and

performance. The IMP says that in order to cancel completely

a disturbance the controller should contain the model of the

disturbance1 (see also [5]).

Several problems have been considered in the field of

AVC. The case of full rejection of single or multiple tonal

disturbances (up to 3) located quite distantly in the frequency

domain with unknown and time varying frequencies over a

significant frequency range has been extensively covered in

the literature and compared experimentally [6].2 An adaptive

feedback approach taking advantage of the IMP as well as of

a special parametrization of the controller (the Youla-Kučera

parametrization [7]) has been considered. Note that Youla-

Kučera parametrization introduces explicitely a distrubance

observer. A rapprochement with DOB control method [8] can

be established.

In this paper, a different pertinent problem encountered in

practice will be examined. One considers multiple unknown

and time varying sinusoidal disturbances located within two

distinct relatively small frequency ranges. To be specific, two

cases will be considered: (i) the case of two time varying tonal

disturbances located in two distinct frequency regions and (ii)

1In the case of a single “tonal” disturbance (for a pure single frequency
vibration), this corresponds to a zero damped second order tuned at this
frequency. The gain of the output sensitivity function at this frequency will
be 0 (−∞ dB).

2More details can be found on the website http://www.gipsa-lab.
grenoble-inp.fr/~ioandore.landau/benchmark_adaptive_regulation/
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the case of four simultaneous tonal disturbances, two located

in one limited frequency range and the other two in another

frequency range.

In this context, a very important problem is to be able

to counteract the very low frequency oscillations which are

generated when the two frequencies are very close. This

phenomenon is considered for example in [9]. It also occurs

often on ships with two thrusters which can not be perfectly

synchronized. A typical image of the phenomenon is shown

in Figure 1.
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Figure 1. Vibrational interference caused by two sinusoidal disturbances with
close frequencies.

Since these disturbances are located within two relatively

small frequency ranges, it is possible to consider a robust

linear control design which will shape the output sensitivity

function in such a way that a sufficient attenuation is intro-

duced in these two frequency regions but avoiding significant

amplification at other frequencies (both for performance and

robustness reason). This problem in the context of active

noise control has been considered in [10] and the shaping

of the output sensitivity function has been achieved using the

convex optimization procedure introduced in [11]. It will be

shown in this paper that an elementary procedure for shaping

appropriately the modulus of the sensitivity functions can be

implemented using stop band filters as shaping tools. For a

basic reference on this approach see [12].

To further improve the performance, an algorithm for direct

adaptive rejection of the disturbances will be added [13].

Another important point of the methodology for designing

AVC systems is the fact that one uses for design discrete-time

models of the system directly estimated from data (both the

orders of the model and the parameters). The motivation is

two fold: on one hand it is practically impossible to obtain

an accurate model of the plant from physical modeling based

on continuous time equations and on the other hand very

performant methods for estimating orders and parameters

of discrete time dynamical models directly from data are

available. Furthermore designing the control law based on the

identified discrete time model will directly provide the control

algorithm to be implemented on the computer controlling the

system.

The paper is organized as follows. In section II, the test

bench and its characteristics will be presented. Section III

presents briefly the equations describing the system model

and the controller. Section IV presents the performances

specification to be achieved and the design of the robust

controller. Section V presents the adaptive control algorithm.

Experimental results for both robust linear control and adap-

tive control are given in Section VI. Concluding remarks are

given in Section VII.

II. System Presentation
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Figure 2. The active vibration control system (photo).
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Figure 3. The active vibration control data acquisition diagram.

The AVC system that will be used for the experiments

is shown in Fig. 2. The same system has been used for an

international benchmark on adaptive disturbance regulation

(see [6]).The system has been designed in order to test the

performance of active control by reducing to a minimum

the “passive vibration attenuation”. It consists of a shaker

(fixed to the ground), a passive damper, an inertial actuator, a

mechanical structure, and a transducer for the residual force.

For control purposes, 2 desktop computers are used, one with

a Microsoft Windows operating system and Matlab/Simulink

environment (for controller design, implementation and sim-

ulation) and the second with the real time operating system

Matlab xPC Target (for real-time operation of the AVC system)

- see also Fig. 3 for more details. The latter is connected

through a power amplifier to the inertial actuator.

The mechanical construction is such that the vibrations

produced by the shaker are transmitted to the upper part of

the mechanical structure, on top of the passive damper. The

inertial actuator is fixed to the chassis where the vibrations

should be attenuated. The controller, through the power am-

plifier, generates current in the coil which produces motion

in order to reduce the residual force. In Fig. 3, the control

signal u(t) represents the position of the magnet inside the

inertial actuator. The measured output of the system (residual
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force) is y(t) which enters the xPC Target dedicated computer.

Finally, for testing purposes, the disturbance p(t) induced by

the shaker on the residual force is operated from the computer

through the disturbance input up(t). The transfer function

between the disturbance input up(t) and the measured output

y(t) is called primary path. The transfer function between the

control input u(t) and the measured output is called secondary

path. Note that the system has a double differentiator behavior

(input=position, output=force).

The physical parameters of the system being unknown,

black-box discrete time linear model identification has to be

done in order to obtain a dynamical model of the primary and

secondary paths.3 The sampling period is Ts = 0.00125 sec

( fs = 800 Hz).
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Figure 4. Frequency characteristics of the secondary and the primary paths.

Fig. 4 gives the frequency characteristics of the identified

model for the primary and secondary paths. As it can be seen,

there is an important number of very low damped complex

poles (resonances) and complex zeros (anti-resonances). The

primary path model is used only for simulation purposes. The

region for active vibration control is 50 to 95 Hz.

III. System Description

The linear time invariant (LTI) discrete time model of the

secondary path, used for controller design is

G(z−1) =
z−dB(z−1)

A(z−1)
= z−d 1+a1z−1 + · · ·+anA z−nA

b1z−1 + · · ·+bnB z−nB
(1)

and d is the plant pure time delay in number of sampling

periods.4

The output of the plant y(t) and the input u(t) may be

written as (see Fig. 5):

y(t) =
q−dB(q−1)

A(q−1)
·u(t)+ p(t), (2)

S0(q−1) ·u(t) =−R0(q−1) · y(t). (3)

In (2), p(t) is the effect of the disturbances on the measured

output5 and R0(z−1), S0(z−1) are polynomials in z−1 having

3Both the orders and the parameters of the models have been estimated
from data.

4The complex variable z−1 will be used to characterize the system’s
behavior in the frequency domain and the delay operator q−1 will be used
for the time domain analysis.

5The disturbance passes through a so called primary path which is not
represented in this figure, and p(t) is its output.
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Figure 5. Feedback regulation scheme for rejection of disturbances.

the following expressions:6

S0 = 1+ s0
1z−1 + . . .+ s0

nS
z−nS = S′0 ·HS0 , (4)

R0 = r0
0 + r0

1z−1 + . . .+ r0
nR

z−nR = R′
0 ·HR0 , (5)

where HS0(z
−1) and HR0(z

−1) represent pre-specified parts of
the controller (used for example to incorporate the internal

model of a disturbance or to open the loop at certain frequen-

cies) and S′0(z
−1) and R′

0(z
−1) are the solutions of the Bezout

equation

P0 =
(
A ·HS0

)
·S′0 +

(
z−dB ·HR0

)
·R′

0. (6)

In the last equation, P0(z−1) represents the characteristic

polynomial, which specifies the desired closed loop poles of

the system.

The transfer functions between the disturbance p(t) and the
output of the system y(t) and from disturbance to the control

input u(t), denoted respectively output sensitivity function and

input sensitivity function, are given by

Syp(z−1) =
A(z−1)S0(z−1)

P0(z−1)
(7)

and

Sup(z−1) =−A(z−1)R0(z−1)

P0(z−1)
. (8)

It is important to remark that one should only reject dis-

turbances located in frequency regions where the plant model

has enough gain. This rule results from (7) and noticing that

perfect rejection at a certain frequency ω0 is obtained iff

S0(e− jω0) = 0. At this frequency, under perfect rejection of

disturbances, one gets

Sup(e− jω0)=− AR0

0+ e−d jω0BR0
=− A

e−d jω0B
=

1
G(e− jω0)

. (9)

Eq. (9) corresponds to the inverse of the gain of the system

to be controlled. Its implication is that cancellation (or in

general an important attenuation) of disturbances on the output

should be done only in frequency regions where the system

gain is large enough. If the gain of the controlled system is

too low, |Sup| will be large at these frequencies. Therefore,

the robustness vs additive plant model uncertainties will be

reduced and the stress on the actuator will become important

[12]. Eq. (9) also implies that serious problems will occur if

B(z−1) has complex zeros close to the unit circle (stable or

unstable zeros) at frequencies where an important attenuation

of disturbances is required. It is mandatory to avoid attenuation

of disturbances at these frequencies.

6The argument (z−1) will be omitted in some of the following equations
to make them more compact.
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IV. Robust Control Design

Before presenting the objectives for regulation and robust-

ness, a few notions about feedback disturbance attenuation

should be reminded. In the case of a feedback controlled

system, the Bode integral constraint leads to a waterbed

effect on the output sensitivity function (transfer function from

disturbance p(t) to output y(t) in closed loop, see Section III).
In other words, forcing the magnitude of the output sensitivity

function at certain frequencies below 0 dB (in order to

attenuate disturbances) has an inverse effect at neighboring fre-

quencies, where an amplification will be observed. Recalling

from [12] that the minimal distance between the Nyquist plot

of the open loop transfer function and the critical point −1+0i
(also called modulus margin) corresponds to the inverse of

the maximum of the output sensitivity function, it can be

concluded that “too much” attenuation at some frequencies

can have a bad effect on the robust stability of the closed

loop system.

The secondary path has enough gain in the frequency region

of operation (see also Fig. 4).

For the design of the linear robust digital controller the

following specifications are considered:

• up to 4 sines disturbances are supposed to affect the

output of the system

• their frequencies are varying within a ±2.5 Hz frequency

band around 60 Hz and 80 Hz.

• the controller should attenuate the disturbances by a

minimum of 14 dB.

• the maximum allowed amplification of the output sensi-

tivity function is of 8dB.
• the effect of disturbances on the control input should be

attenuated above 100 Hz in order to improve robustness

with respect to unmodeled dynamics and nonlinear phe-

nomena (Sup(e− jω)<−20dB, ∀ω ∈ [100 Hz,400 Hz])
• the gain of the controller should be zero at at 0 Hz and

0.5 fs (400 Hz) (the system has no gain at 0 Hz - double

differentiator - and very low gain at 0.5 fs)

It is shown in [12, Property 7, Section 3.6.1] that very

accurate shaping of the output or the input sensitivity function

can be obtained by the use of band-stop filters (BSF). These

are IIR filters obtained from the discretization of continuous-

time filters of the form

F(s) =
s2 +2ζnumω0s+ω2

0

s2 +2ζdenω0s+ω2
0

(10)

using the bilinear transform s = 2
T s

1−z−1

1+z−1 . The use of BSFs

introduces an attenuation M = 20log
(

ζnum
ζden

)
at the normalized

discretized frequency ωd = 2 · arctan
(

ω0TS
2

)
. Depending on

whether the filter is designed for shaping the output or the

input sensitivity function, the numerator of the discretized

filter is included in the fixed part of the controller denominator

HS0 or numerator HR0 , respectively. The filter denominator is

always included in the closed loop characteristic polynomial.

As such, the filter denominator influences the design of the

controller indirectly in the computation of S′0 and R′
0 as

solutions of the Bezout equation (6). They will be used for a

fine shaping of both the output and input sensitivity functions.

The steps for the design of the linear controller are:7

1) include all (stable) secondary path poles in the closed

loop characteristic polynomial.

2) open the loop at 0 Hz and at 400 Hz by setting the fixed

part of the controller numerator

HR = (1+q−1) · (1−q−1)

3) 3 BSFs on Syp have been used around each of the

frequencies where attenuation is desired in order to

assure the desired attenuation within ±2.5 Hz (see

Table I for specifications).

4) 1 BSF has been used on Sup to reduce its magnitude

above 100 Hz (see Table I for specifications).

5) to improve robustness 2 complex conjugate poles have

been added to the characteristic polynomial, one at

55 Hz and the second at 95 Hz, both of them with 0.1

damping factor.

Table I
Band-stop filters for output and input sensitivity functions.

Frequency [Hz] Amplification [dB] Damping

Syp

57.5 −17 0.1
59.8 −25 0.5
62 −15 0.1

77.5 −13 0.05
79.8 −20 0.2
82 −12 0.05

Sup 155 −16 0.5
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Figure 6. Output sensitivity function with the linear controller (upper figure)
and zoom in the 50 Hz to 90 Hz frequency interval (lower figure).

The output and input sensitivity functions with this linear

controller can be analyzed in Figs. 6 and 7, respectively. From

Fig. 6, it can be observed that the desired attenuation of 14 dB

and the maximum amplification of 8 dB on Syp are achieved.
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Figure 7. Input sensitivity function with the linear controller.
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Figure 8. Direct adaptive regulation scheme for rejection of unknown
disturbances using the Youla-Kučera parametrization.

V. Adaptive Feedback Control

This section gives a brief presentation of the direct adaptive

control scheme implemented on top of the central controller.

The Youla-Kučera (YK) parametrization of the controller is

used (see [7]) for implementing the adaptive loop. In this

context, the controller polynomials are parametrized using an

finite impulse response (FIR) filter of the form

Q(z−1) = q0 +q1z−1 + . . .+qnQz−nQ , (11)

and the central controller polynomials given in eqs.(4) and (5)

obtained as solutions of the Bezout equation (6). As such, the

controller polynomials become

R = R0 +AQHS0HR0 , (12)

S = S0 − z−dBQHS0HR0 . (13)

The purpose of the central controller (
R0
S0
) in the Youla-

Kučera parametrization is that of verifying stability and robust-

ness specifications. It should be observed that the characteristic

polynomial of the closed loop remains unchanged

P = AS+ z−dBR = AS0 + z−dBR0, (14)

in the presence of the Q(z−1) FIR filter. The role of the Q
filter, which will be adjusted in real time using a parameter

adaptation algorithm, is to assure the rejection of unknown

time-varying disturbances. The schematic representation of

the closed loop with the adaptive Youla-Kučera parametrized

7The software iREG has been used for the design of this robust digital
controller but the same results can be obtained using functions written in
Matlab/Scilab languages (see http://www.gipsa-lab.grenoble-inp.fr/~ioandore.
landau/identificationandcontrol/).

controller of (12) and (13) is shown in Fig. 8. Note that

in Fig. 8, w(t) = A · p(t) and as such the Youla-Kučera

parametrization is a disturbance observer and w(t) is feedback
through the filter Q (like in DOB control method [8]).

A key aspect of this methodology is the use of the IMP. It

is supposed that p(t) is a deterministic disturbance given by

p(t) =
Np(q−1)

Dp(q−1)
·δ (t), (15)

where δ (t) is a Dirac impulse and Np, Dp are coprime

polynomials of degrees nNp and nDp , respectively
8. In the case

of stationary narrow-band disturbances, the roots of Dp(z−1)
are on the unit circle.

Internal Model Principle [5]: The effect of the disturbance

(15) upon the output

y(t) =
A(q−1)S(q−1)

P(q−1)
·

Np(q−1)

Dp(q−1)
·δ (t), (16)

where Dp(z−1) is a polynomial with roots on the unit circle

and P(z−1) is an asymptotically stable polynomial, converges
asymptotically towards zero iff the polynomial S(z−1) in the

RS controller has the form (based on eq. (4))

S(z−1) = Dp(z−1)HS0(z
−1)S′(z−1). (17)

Thus, the pre-specified part of S(z−1) should be chosen as

HS(z−1) = Dp(z−1)HS0(z
−1) and the controller is computed

solving

P = ADpHS0S′+ z−dBHR0R′, (18)

where P, Dp, A, B, HR0 , HS0 and d are given9. The Q
polynomial allows the introduction in the controller of the

model of the disturbance (i.e. if Dp is the model of the

disturbance, it exist a polynomial Q of order nDp − 1 such

that S given by (13) can be factorized as S′Dp - see [14]).

Assuming that the structure of the disturbance is known, i.e.

nDp , the order of the Q polynomial is fixed as nQ = nDp −1.
Let define the estimate of Q at time t by Q̂(t,q−1) = q̂0(t)+
q̂1(t)q−1 + . . .+ q̂nQ(t)q

−nQ and the associated estimated pa-

rameter vector θ̂(t) = [q̂0(t) q̂1(t) . . . q̂nQ(t)]
T . Define the

fixed parameter vector corresponding to the optimal value of

the polynomial Q as: θ = [q0 q1 . . . qnQ ]
T . Denote

w(t +1) = A · y(t +1)−q−dB∗ ·u(t), (19)

w1(t) =
S0

P
·w(t), w2(t) =

q−dB∗HS0HR0

P
·w(t) (20)

and define the following observation vector

φ
T (t) = [w2(t) w2(t −1) . . . w2(t −nQ)]. (21)

The a priori adaptation error can be defined as (see [13]

for more details)

ε
0(t +1) = w1(t +1)− θ̂

T (t)φ(t). (22)

8Throughout the paper, nX denotes the degree of the polynomial X .
9Of course, it is assumed that Dp and B do not have common factors.
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For the estimation of the parameters of Q̂(t,q−1) an ’Inte-

gral’ Parameter Adaptation Algorithm (I-PAA) is used:

θ̂(t +1) = θ̂(t)+F(t)φ(t)ε(t +1), (23a)

ε(t +1) =
ε0(t +1)

1+φ T (t)F(t)φ(t)
, (23b)

ε
0(t +1) = w1(t +1)− θ̂

T (t)φ(t), (23c)

F(t +1) =
1

λ1(t)

F(t)− F(t)φ(t)φ T (t)F(t)
λ1(t)
λ2(t)

+φ T (t)F(t)φ(t)

 ,

1 ≥ λ1(t)> 0, 0 ≤ λ2(t)< 2, (23d)

where λ1(t), λ2(t) allow to obtain various profiles for the

evolution of the adaption gain F(t) (for more details see [14]).
Another more general choice of adaptation algorithm is the

’Integral+Proportional’ Parameter Adaptation Algorithm (IP-

PAA) (see [14], [15] for more details).

At each sampling time the following procedure is applied

for adaptive operation:

1) Get the measured output y(t+1) and the applied control
u(t) to compute w(t +1) using (19).

2) Compute w1(t + 1) and w2(t) using (20) with P given

by (14).

3) Estimate the Q-polynomial using the I-PAA of eqs. (23).

4) Compute and apply the control (see Fig. 8):

S0(q−1)u(t +1) =−R0(q−1)y(t +1)− Q̂(t +1,q−1)w(t +1).

VI. Experimental Results

The experimental results presented in this section are

obtained using the identified model of the secondary path (see

also Section II). Details on system identification and the model

used throughout this section can be found on the benchmark

web site at http://www.gipsa-lab.grenoble-inp.fr/~ioandore.

landau/benchmark_adaptive_regulation/files/Simulator_2.zip.

The secondary path model is given in the file model_sec2.mat.

The orders of this system are: nA = 22, nB = 25, and d = 0.

A. Central Controller for Youla-Kučera Parametrization

The design of the central controller used in the Youla-

Kučera parametrization is similar to the design of the robust

linear controller with the exception that the BSFs on Syp have

not been used and the resulting free roots to be assigned have

been moved from 0 to 0.2. Remark that the order of the charac-

teristic polynomial is given by nP = nA+nB+nHS +nHR +d−1
which in our case gives 22+ 25+ 0+ 4+ 0− 1 = 50. Given
the roots already specified (28 as can be concluded from the

design of the robust controller excepting roots given by BSFs

for Syp), it follows that 22 roots can be selected. These 22

auxiliary poles at 0.2 have the effect of reducing the magnitude

of Sup above 100 Hz. They were not used in the robust linear

design.

B. Single-Mode Vibration Control

The results in this subsection are obtained by considering

2 sinusoidal disturbances with time varying frequencies on

the system output. The time variations of the frequencies

are obtained by using 2 independent pseudo random binary

sequences (PRBS). The 2 sinusoidal disturbances vary around

60 and 80 Hz, respectively, remaining inside the ±2.5 Hz

frequency intervals for which the robust linear controller

introduces 14 dB of attenuation.

Note that all subsequent experiments start at 10 seconds.

This period has been introduced in order to give enough time

to activate the electronic boards for real time experimentation.

Also, the system operates in open loop for 5 seconds (from

10 to 15 sec).10 Finally, 5 seconds before the end of the

experiments, the system is switched back to open loop and

the system input and the disturbances are removed so that the

residual forces can be compared to the system noise.

In Fig. 9, time domain experimental results are shown for

the open loop, the closed loop with the linear controller and

for the closed loop with the adaptive controller.

For adaptive regulation, the I-PAA is used. The order of

the Q polynomial has been chosen equal to 3 (4 parameters

to be adapted). The initial diagonal adaptation gain matrix

used is F(0) = α · I, with α = 0.2 and I the identity matrix

(initial trace of 0.8). A constant trace adaptation algorithm is

used with constant trace of 0.8 (see [14] for further details

on the choice of the adaptation gain). The evolution of the

parameters of the Q polynomial can be viewed in Fig. 10. As

it can be observed, the vector of the estimated Q parameters,

θ̂ is initialized at zero. Once the loop is closed, the adaptive

algorithm starts to adjust the parameters in order to reduce

the residual force. The parameters of the Youla-Kučera filter

evolve continuously during the experiments in order to adjust

to the changing frequencies of the disturbances.

To compare the attenuation results of the robust linear

controller with the adaptive regulator, the global attenuation

is computed over the last 3 seconds of each closed loop

experimentation. For the robust linear controller the global at-

tenuation is 25.70 dB,while in the adaptive case it is 39.68 dB.

A small additional improvement can be obtained by using the

IP-PAA.11

Finally, experimental results for frequencies variations in

±5 Hz intervals around 60 and 80 Hz are shown in Fig. 11.

As expected the linear controller results are not good (we are

outside of the domain considered for design). The last 5 sec

without disturbance and in open loop operation are also plotted

as reference. The levels of the control signal for the linear and

adaptive controllers, are approximately the same: ±0.14 V for

the linear case and ±0.13 V for the adaptive case.

C. Two-Mode Vibrational Interference Control

This subsection deals with the AVC of two-mode sinusoidal

vibrations (vibration interference). The phenomena occurs

when two tonal vibrations have very close frequencies. This

phenomena is shown in the upper plot of Fig. 12 where 2

10To avoid large transients when switching on the controllers, a bumpless
transfer scheme from open to closed loop has been used (see also [12, Chapter
8]).

11Global attenuation in decibels (dB) is computed as −20log10

(
var(yCL)
var(yOL)

)
,

where yOL denotes residual acceleration in open loop and yCL is the closed
loop residual acceleration.
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Figure 9. Residual force in closed loop with linear controller (upper plot)
and with adaptive controller (lower plot). The experiments are started in open
loop for 5 seconds. Range of frequency variation: ±2.5 Hz.
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Figure 10. Evolution of the Q-parameters.

pairs of neighboring sinusoidal disturbances are introduced,

one pair around 60 Hz (at 59.9 and 60.1 Hz) and the second

around 80 Hz (at 79.9 and 80.1 Hz). The same robust linear

controller as described earlier can be used as its attenuation

frequency band is large enough to accommodate the neighbor-

ing disturbances.
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Figure 11. Residual force in closed loop with linear controller (upper plot)
and with adaptive controller (lower plot). The experiments are started in open
loop for 5 seconds. Range of frequency variation: ±5 Hz.

For adaptive regulation, the I-PAA has been used with

an initial diagonal adaptation gain matrix F(0) = α · I, with
α = 0.2 and I the identity matrix (initial trace of 0.8),

and a decreasing gain followed by constant trace adaptation.

The constant trace is chosen equal to 0.02. The number of

parameters for the Q polynomial is also equal to 4 (order

equal to 3). Augmenting the order of the polynomial Q to 7

(8 parameters - two for each sinusoidal disturbance) does not

improve the performance (probably because the frequencies

of the pair of sines are too close). Time domain results are

shown in Figs. 12. The global attenuation for the robust

linear controller is 27.50 dB and for the adaptive controller

is 45.59 dB.

Power spectral densities (PSD) estimates of the two control

schemes are given in Fig. 13. It can be observed that the

attenuation introduced by the robust linear controller in the

desired frequency zone is equal to 14 dB which is coherent

with the design done in Section IV. The adaptive regulator has

better attenuation of disturbances and also does not amplify at

other frequencies more than the linear controller.
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Figure 12. Residual force in closed loop with linear controller (upper plot)
and with adaptive controller (lower plot). The loop is closed at t=15 sec.
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Figure 13. Power spectral densities of the open loop (grey solid line), robust
linear (dashed line), and adaptive (solid black line) controllers. Zoom between
50 and 100 Hz.

Adaptation capabilities are tested and the results are com-

pared to the linear robust controller in Fig. 14. In this figure,

all 4 sinusoidal disturbances are modified at 35 seconds

by adding 5 Hz to their frequencies. The constant trace is

increased to 0.1. As such the new disturbance frequencies

are centered around 65 Hz (64.9 and 65.1 Hz) and 85 Hz

(84.9 and 85.1 Hz). As expected the linear robust controller
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fails to provide an acceptable attenuation. The adaptation

transient is about 1.5 sec. The input signal for both linear

control and adaptive control is shown in Figure 15. Their

level is comparable in the nominal situation but when the

frequencies changes the level of the control signal for the

adaptive controller is lower.
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Figure 14. Vibrational interference. Residual force with step frequency
changes (+5 Hz at 35 sec) in closed loop with linear controller (upper plot)
and with adaptive controller (lower plot). The system is in open loop until
t=15 sec.
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Figure 15. Control signals for step frequency changes (+5 Hz) experiment:
linear controller (upper plot) and adaptive controller (lower plot).

VII. Conclusion

It was shown in this paper that provided that the region of

variation of the unknown multiple tonal vibrations is limited,

efficient robust active compensation can be achieved with

a properly designed linear controller. However, adding an

adaptive loop enhances drastically the performance. The use

of the adaptive approach allows to achieve the same level of

performance even if the variations of the frequencies of the

vibrations go beyond the initial specified frequency region. In

this new context the performance of the robust controller are

unsatisfactory.
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