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WEAKLY HARMONIC OSCILLATORS PERTURBED BY A CONSERVATIVE NOISE

CEDRIC BERNARDIN, PATRICIA GONCALVES, AND MILTON JARA

ABSTRACT. We consider a chain of weakly harmonic coupled oscillators perturbed by a conservative noise.
We show that by tuning accordingly the coupling constant energy can diffuse like a Brownian motion or
superdiffuse like a maximally 3/2-stable asymmetric Lévy process. For a critical value of the coupling, the
energy diffusion is described by a family of Lévy processes which interpolates between these two processes.

1. INTRODUCTION

The problem of anomalous diffusion of energy in low dimensions has been the subject of intense research
among last years, see [14] for a recent review. In [2], Hamiltonian chains of oscillators perturbed by conser-
vative noise were introduced as a mathematically tractable model for energy superdiffusion. From the study
of these models [4, 9, 2, 3, 13|, the relevance of the different conservation laws in the origin of anomalous
diffusion has started to be mathematically understood. These results have served as an inspiration and
match perfectly the predictions of Spohn’s fluctuating hydrodynamics theory [17], which allows to make
precise conjectures on the decay of correlations of these chains. Fluctuating hydrodynamics predicts several
universality classes for the behaviour of energy correlations in these chains, and a natural question is to
understand how these different universality classes are related. In particular, we focus on the derivation of
crossovers between different universality classes. We say that a family of equations, parametrized by some
variable v is a crossover between two universality classes if the equations governing these universality classes
are recovered taking the limits v — 0 and v — oc.

In [4, 9], it was proved that the scaling limit of the energy fluctuations of stochastic harmonic chains with
at least two conserved quantities is governed by a fractional heat equation

Ou = ZLu (1.1)

where £ is the generator of a 3/2-stable Lévy process. Notice that there is some freedom in the choice of
£, which corresponds to the skewness of the corresponding Lévy process. The skewness of this operator
actually depends on the sound velocity of the mechanical modes of the chain: volume in the case of [4]
and momentum and stretch in the case of the model considered in [9]. These results correspond to the
zero-tension universality class in the fluctuating hydrodynamics framework [17, 18].

When energy is the only conserved quantity in the chain, energy has normal diffusion, and energy fluc-
tuations are governed by the usual heat equation, corresponding to the Edwards-Wilkinson universality
class

Oru = Au.

In [6, 5], a crossover between these two universality classes was obtained by introducing a noise of vanishing
intensity that destroys the conservation of volume. Tuning this intensity in a proper way, it was shown that
energy fluctuations are governed by the evolution equation

8tu = Z’Y’UJ,
where .Z, is a non-local operator satisfying

i{%fv =Y, 'YILH;O Vs, = A

In this article we take a different route, which we believe is more natural ! and provides a different
interpolating operator. The stochastic chains introduced in [2, 7] are generated by an operator of the form

Key words and phrases. Fractional diffusion, Lévy process, Chains of oscillators, Heat conduction, Fluctuating hydrody-
namics, Weakly asymmetric systems.

We think it is more natural because here we only tune a parameter of the original model instead of adding some extra
stochastic noise to the original model in order to link the two universality classes.
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L, = kA+ S, where A is the generator of the deterministic (Hamiltonian) part of the dynamics and S is
the generator of the stochastic part of the dynamics. The operator A is antisymmetric with respect to the
Gibbs measures associated to the chain, and S is symmetric. If the operator A is absent from the dynamics,
namely £ = 0, energy is diffusive. If Kk = 1, energy is superdiffusive [4]. Therefore, our task is to find how
should x decay in order to observe an evolution different from the cases k =0 and k = 1.

This situation is very reminiscent of what happens in the so-called weakly asymmetric, one-dimensional
exclusion process. The relevant quantity there is the current of particles through the origin. In the asymmet-
ric case, it has been proved [12] that the current of particles through the origin converges to the celebrated
Tracy-Widom law. In the symmetric case, fluctuations are Gaussian [15, 11]. The crossover regime appears
for k 1= Ky = —I5, where % — 0 is the space scaling, and it has been described in [16, 1]. In a more
elaborated development, the KPZ equation serves as a crossover equation between the Edwards-Wilkinson
universality class and the KPZ universality class.

In our situation, since the macroscopic model is linear, fluctuations are always Gaussian, but the covariance
structure changes drastically with . It turns out that the crossover scaling is k£ = —z, and the crossover
operator is given by

Lyis=A++%22.
It is clear that L ;/3 = A and

) 1
S 57 Loass =2,
which is the operator governing the energy fluctuations for x = 1.

Note that the scaling k = # differs from the crossover scaling of the asymmetric exclusion process. In
order to derive this scaling in a heuristic way, we need to describe the results in [4] in more detail. Recall that
the stochastic chains considered here have two conserved quantities: the energy and the so-called volume.
It turns out that the volume serves as a fast variable for the evolution of the energy. Consider the chain
generated by the operator n®/?(kA + \S). Let P/*(x) be the energy correlation function, defined as

Bl () = Spnasz(|ne]),

where S; is defined in (2.10), and let ¥} (x, y) be the space-time energy-volume correlation function defined
as

Vi (2.y) = Spnasa (Lna] + [ G2, [nz) - [¥32]),

where for x,y € Z, Si(z,y) is defined in (3.1). It turns out that these functions are well approximated by
the solution of
O Py = =260, |y=0 + \/Agagpt
KOz Py(x) = —4X0y ¢ |y=0.

Note the presence of the correction term ﬁﬁ%Pt. This coupled system can be solved in v, giving an effective
equation for P;:

0P = 5 OP, + 202P,

where & is the generator of the 3/2-stable Lévy process appearing in (1.1). If we choose k = yA/3, the first
operator does not depend on A\. We conclude that for A < y/n, the Laplacian part of this equation vanishes
in the limit, while for A = y/n, the Laplacian part has a finite, non-trivial contribution in the limit. Since
k= yAY3 and X\ = y/n, this corresponds to the microscopic generator n/25A +n3/2\S = n?(yn=/3 A+ 9),
explaining the crossover scaling —' in the diffusive scale, as well as the constant 73/2 in the definition of
Lry71/3 .

The fact that (1.2) provides a good approximation of P;* and v} is based on the approach initiated in [4].
However to control the error terms appearing in this approximation we have to be more clever than in [4].
Indeed, one of the error terms can not be estimated by a static estimate and is controlled by a dynamical
argument (see the discussion after Lemma 3.2).

The paper is organized as follows. In Section 2 we describe the model and the main result. The proof is
given in Section 3 and the technical computations appear in the Appendix.
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2. THE MODEL

2.1. Description of the model. For n:Z — R and « > 0, define

lnlla = [n(a)]e 1! (2.1)
€L
and let Qo = {n:Z — R;|||n|l|o < +00}. The normed space (4, ||| - [||) turns out to be a Banach space. In
Q. we consider the system of coupled ODE’s

Liy(z) = K[z +1) — fu(z — 1)] for t >0 and z € Z (2.2)

where £ > 0 is a constant.The Picard-Lindelof Theorem shows that the system (2.2) is well posed in €.
We will superpose to this deterministic dynamics a stochastic dynamics as follows. To each bond {z,z + 1},
with x € Z we associate an exponential clock of rate one. Those clocks are independent among them. Each
time the clock associated to {x,x + 1} rings, we exchange the values of 7;(x) and 7;(z + 1). Since there is
an infinite number of such clocks, the existence of this dynamics needs to be justified. If we freeze the clocks
associated to bonds not contained in {—M, ..., M}, the dynamics is easy to define, since it corresponds to
a piecewise deterministic Markov process. It can be shown that for an initial data 79 in

Q=) Q. (2.3)
a>0

these piecewise deterministic processes stay at {2 and they converge to a well-defined Markov process {n:;t >
0}, as M — oo, see [7] and references therein. This Markov process is the rigorous version of the dynamics
described above. Notice that €2 is a complete metric space with respect to the distance

A, €)= 3 gp min{L [l — €]l ) 24)

£eN

Let us describe the generator of the process {n;;t > 0}. For z,y € Z and n € Q we define n®¥ € Q as

ny);, z==x
nY(z)=qn(x); z=y (2.5)
n(z); z#x,y.

We say that a function f: Q — R is local if there exists a finite set B C Z such that f(n) = f(£) whenever
n(x) = &(z) for any x € B. For a smooth function f :  — R we denote by 9, f : Q — R its partial derivative
with respect to n(z). For a function f : Q — R that is local, smooth and bounded, we define L f : - R
as L.f = Sf+ kAf, where for any n € Q,

SFm) = (Fo™" ) = f(m), (2.:6)

TEZ
Af(n) =" (n(@+1) = n(z — 1)) duf(n). (2.7)
TEL
The process {n:;t > 0} has a family {u, 3;p € R, 3 > 0} of invariant measures given by

umMm=II¢§ém{—%m@—MﬁM@) (2.8)

TEZ
It also has two conserved quantities. If one of the numbers
Y molx), Y mlx)? (2.9)
TEL TEL

is finite, then its value is preserved by the evolution of {n:;t > 0}. Following [7], we will call these conserved
quantities volume and energy, respectively. Notice that [ n(z)du, s = p and fn(ac)Qdup”g =p’+ %

Remark 2.1. For the interpretation of the system considered here as a system of coupled harmonic oscillators,
we refer the interested reader to [7].
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2.2. Description of the result. Fix p € R and 8 > 0, and consider the process {n;;t > 0} with initial
distribution p, . Notice that {n; + A;¢ > 0} has the same distribution of the process {n;;¢ > 0} with initial
measure [,y 3. Lherefore, we can assume, without loss of generality, that p = 0. We will write g = o
and we will denote by P the law of {n;;¢t > 0} and by E the expectation with respect to P. The energy
correlation function {Si(x);x € Z,t > 0} is defined as

2
Si(w) = F E[(m0(0)* = ) (m(2)” = 3)] (2.10)
for any « € Z and any ¢t > 0. The constant %2 is just the inverse of the variance of n(x)? — % under pg. By
translation invariance of the dynamics and the initial distribution pg, we see that

2
g E[(Uo( ) %) (Ut(y) - _)} Si(y — ) (2.11)
for any x,y € Z. The following result was proved in [4].2

Theorem 2.2 ([4]). Assume k> 0. Let f,g: R — R be smooth functions of compact support. Then,

nh_)rrgo— Z f(£ Sinsrz(z—y //f y)P(x — y)dxdy, (2.12)

x,yEZ
where {Py(x);x € Rt > 0} is the fundamental solution of the fractional heat equation

14,3/2
U =——— — /4 — Y u. .
o=~ () = V(=) (2.13)

It is not difficult to check that if x = 0 then the following result holds.

Theorem 2.3. Assume k = 0. Let f,g: R — R be smooth functions of compact support. Then,

nh_}rrgo— Z F(E)g(L)Simz(z —y //f y) Py (x — y)dady, (2.14)

z,yEZL

where {Py(x);x € Rt > 0} is the fundamental solution of the heat equation
Oru = Au. (2.15)

We note that the previous results are obtained by looking at the system in different time scales: either in
a superdiffusive time scale tn®/2 or in the diffusive time scale tn?. Our aim is now to investigate a crossover
between these two regimes by letting x to be arbitrary small. To this end, we introduce a large parameter

n € N and take
v
K= FKp = —
n Tl,b
where v > 0 is fixed and b € (0,+00). Observe that the two previous theorems describe, respectively, the
limiting cases b = 0 and b = 4+o00. The main result of this paper is the following theorem.

(2.16)

Theorem 2.4. Assume Kk, = % where b > 0 and v > 0. We define the exponent a of the time scale by
a=1inf(3/2+3b/2,2). Let f,g:R — R be smooth functions of compact support. Then,

nh_}rrgo— Z F(£)9(2)Stna(z —y //f () PY°(z — y)dady, (2.17)

z,y€EZ

where {P)"*(z);x € Rt > 0} is the fundamental solution of the equation

Oru =Ly pu (2.18)
with L 3 being the generator of the following Lévy process
Lyp=1p>1/3 A+ 32 <132, (2.19)
where L = —% {(=A)3/* —v(-A)/4}.

2Note that in [4], Kk = 1 was assumed for simplicity but it is straightforward to extend the results there to cover the case

K # 1.
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The most interesting regime is for b = 1/3 since the operator L, ;3 is a Lévy process connecting the
Brownian motion to the totally asymmetric 3/2-stable Lévy process:

and

-3/2

Y L,771/3 7:30 Z.

3. PROOF OF THEOREM 2.4

Following the method introduced in [4], the proof of this theorem will be established by a careful study
of the correlation function {S;(x,y);z # y € Z,t > 0} given by

Si(z,y) = ZE[(10(0)* = L)ne(x)n(y)] (3.1)

for any ¢t > 0 and any x # y € Z. Notice that this definition makes perfect sense for x = y and, in fact,
we have Si(x,x) = Si(z). For notational convenience we define S;(x,x) as equal to Si(z). However, these
quantities are of different nature, since S;(x) is related to energy fluctuations and Si(x, y) is related to volume
fluctuations (for z # y).

Let a = inf(3/2 + 3b/2,2) which fixes the time scale in which we observe the process at. The generator
n®L,, is denoted by .Z,. From now on we assume 8 = 1, since the general case can be recovered from this
particular case by scaling.

For d > 1, denote by €>°(R%) the space of infinitely differentiable functions f : R — R of compact
support. For any function f € €>°(RY), define the discrete £2(Z%)-norm as

1F 2 = /3 S £(2)% (3.2)

xeZd
Let g € €2°(R) be a fixed function. For any n € N, any ¢ > 0 and any f € €°(R), we define the field
{5t >0} as
In(f) =L Z Stna( — ). (3.3)

z,y€Z

We observe that the previous field is the one which appears at the left hand side of (2.17). Rearranging
terms in a convenient way we have that

S = B[ D a(2) (@) = 1)) x (<= 30 (L) (mne ) = 1) )] (3.4)
z€ZL yEZL

By a simple application of the Cauchy-Schwarz inequality we have that

[ (O < Ngll2nll fll2n- (3-5)
For a function h € €>°(R?) we define {Q?(h);t > O} as
Qi (h) = B[ (& 2ol 22 1)) x (330 h(2, 2 (g)in () |. (3.6)
y#z€EL

Note that Q}(h) depends only on the symmetric part of the function h and, along this article, we will
always assume, without loss of generality, that h(x,y) = h(y,x) for any z,y € Z. We also point out that
Q7 (h) does not depend on the values of h at the diagonal {x = y}. Again, by a simple application of the
Cauchy-Schwarz inequality we have that

Q¢ (M) < 2l[gll2.nllPll2n- (3.7)

Remark 3.1. Observe that ./*(f) can be defined also for any function f : %Z — R with compact support
and that by using (3.5), the definition can be extended to any function f : £Z — R such that || f|[2,n < oc.
A similar remark applies to Q7 (h).
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Note that, by an elementary computation, whose details are given in Appendix A, we have that
FIT() = =2 PR QY (Vaf ®6) + 072 S (Anf) (3.8)

where for a function f € €°(R), Apf : %Z — R is a discrete approximation of the second derivative of f
given by

Anf(2) =n?(£(52) +£(52) - 2f(2)) (3.9)
and V,,f ® : 172 — R is a discrete approximation of the distribution f/(z) ® §(z = y), where 6(z = y) is
the 0 of Dirac at the line x = y and it is given by

(Vnf@0) (5 0) = {5 (F(5) — (51): y=a-1 (3.10)
0; otherwise.

At this point we split the proof of the theorem according to the range of the parameter b. First we treat the
case b > 1. For that purpose we note that putting together (3.7) plus the fact that |V, f ® d|l2,, = O(v/n),
we get that for b > 1 and a = 2,

lim 2 =32 QM(V, f ®d) = 0.

n—oo

This concludes the proof of the theorem for b > 1, since the equation (3.8) for .#*(f) is now closed and a
simple tightness argument gives the result. Now we note that applying the H_;-norm argument as in the
proof of Theorem 4 in [3] we get that for b > 1/2, the previous result still holds. We do not present this
proof here since it is a reproduction of the arguments of Theorem 4 of [3] but we ask the interested reader to
look particularly at the last inequality of the proof of that theorem and to note that the time scaling for this
range of b is a = 2. At this point we still need to analyze the remaining cases where b < 1/2. We also point
out that the previous arguments do not use the asymmetric part of the dynamics in order to control the
problematic term n®~°=3/2Q®(V, f ® §). The understanding of the effect of the asymmetric part is crucial
to cover the case b < 1/2. From now on, we assume that this is the case (in fact the rest of the argument is
valid for b < 1 but not for b =1). Since, from (3.8) the time evolution of .#}* depends on the time evolution
of QF, we need also to find an equation similar to (3.8) for @}, in order to close the equation for .. We
note that this argument has already been used in [4] when treating the case corresponding to b =0. By a
simple computation, whose details are given in Appendix A, we have that

4Qp(h) = QY (n""2Aph +yn " Laz, h) — 2yn* P32 S (D, h) (3.11)
+2Q1 (n"29,h),

where for h € €2°(R?) the operator A,h : 1Z? — R is a discrete approximation of the 2-dimensional
Laplacian of h and it is given by

Anh(2,2) =n?(R(ZEL, 2) + (52 2) + (2, 220) + (2, 50) — 4n(2,2)),  (312)
A h : %ZQ — R is a discrete approximation of the directional derivative (—2,—2) - VA and is given by
b (5 4) = n(b(3 52 + R( ) (3 ) - B ), (3.13)

the operator Z,h : %Z — R is a discrete approximation of the directional derivative of h along the diagonal
x =y and it is given by
Zah(2) =n(h(£,252) —n(52, £)) (3.14)

n’ n n ’n

and the operator .@n is defined as follows: @nh is a symmetric function from %ZQ into R, given by

n?(Enh (2) = 152 Zuh (2)); y=2+1

Guh (3.8) = {2(Guh () = 15 Zoh (£)); y=v-1 .15)
0; otherwise.
with _
Enh(5) =h(5 52) = h(% 7) (3.16)
and

Fuh(2) = h(ZEL 21y _p(z z) (3.17)
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It is given by zero on the other points of %Z?
In order to combine (3.8) and (3.11) in such a way that we obtain a simple equation for the time evolution
of 7]* we consider h,, : %ZQ — R as the unique square-integrable solution of the Poisson equation

Auh(Z,2) + 't (£, 2) = 7m0, £ @ 6(2,2). .19
Note that h,, is independent of a. We get that 3
L gn(f) = —LQp(hy) + .77 (nHAn f- 27n“_b_3/2@nhn) +2Q0 (02T hy). (3.19)

By integrating last expression in time we have that for 7' > 0,

T
SN =S = [ 0 (0200 f =2 )
(3.20)

T
+@3(hn) = Q) +2 [ QI (w2 Tihy) .
0
Now we need to analyze each term at the right-hand side of (3.20). Let us first observe that for any b > 0
. (3.21)

i (a3, =

This is proved in Appendix C.1. We note then that by (3.7) the second and third terms at the right hand
side of (3.20) vanish, as n — oo. The contribution of the main term at the right hand side of (3.20) is
encapsulated in the following lemma which is proved in Appendix C.2.

Lemma 3.2. Let f € €°(R). If a =inf(3/2+ 3b/2,2) and b € (0,400), then

. 1 a— a—0— T X 2
53t = 2} () = Lo ()] =0 (3.22)

where L., p, is defined in (2.19).

The last term at the right hand side of (3.20) is not so easy to control combining the Cauchy-Schwarz
estimate with a bound on the L2-norm of the function involved, that is of n“_2@nhn. Nevertheless, by
repeating the same argument as above, that is, by rewriting the time evolution of the field Q7 in terms of
a solution of another Poisson equation which gives us an expression for the term at the right hand side of
equation (3.20), we obtain the following result:

Lemma 3.3. Let hy, : 27% — R be the solution of the Poisson equation given in (3.18), a = inf(3/2+3b/2,2)
and b € (0,1). For any T > 0 we have that

lim E[(/OT Q;?(na—@nhn)dtﬂ —0.

n—r00

Proof. As mentioned above, in order to prove the result we use again (3.11) applied to h = v, where vy, is
the solution of the Poisson equation

na72Anvn(%, %) + Vnaflfbdnvn(%, %) =n""29, h,. (3.23)
Then, by integrating in time (3.11) we have
T _ T T _
/ Q7 (n“_zgnhn)dt = 27n“_b_3/2/ LN Doy dt — 2/ Q7 (n“_2@nvn)dt
0 0 0

+ Q7 (vn) — Qg (vn).
Now, by using repeatedly the inequality (z +y)? < 222 4+ 22 in order to conclude we have to show that

Tim ]EKna_b_g/z / ! yt"(@nvn)dt)z} — 0, (3.24)
Jim E[(@4(0) - Q5en) | =0 (3.25)

30Observe that Q7 (hn) makes sense by Remark 3.1.
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and

lim E[(/OT Q7 (n* 2 v,) dtﬂ =0. (3.26)

n—00

We have the following estimates on v,, which are proved in Appendix D.1.

Lemma 3.4. The solution v, of (3.23) satisfies

. 2 _
Jim[Jonll3,,, = 0, (3.27)
lim [[n*""%/% 20,13, =0, (3.28)

n—oo

The expectation in (3.24), by (3.5) and (3.28), vanishes, as n — co. Similarly the expectation in (3.25),
by (3.7) and (3.27), vanishes as n — oo. To bound the third expectation above we could be tempted to
combine the a priori bound (3.7) with an estimate on the L2 norm of n%29, v,. We leave the interested
reader to check that this argument only shows (3.26) for b > 1 (and a = 2) or for a < 2 (i.e. b < 1/3).
Therefore, proving (3.26) for b > 1/3 requires extra work. To overcome this problem, our idea is to establish
the result of Lemma 3.3 with h,, replaced by v,, by using the same method used in the current lemma but
with the advantage that now the a priori bound (3.7) combined with the estimates on the L2-norms of the
functions involved, will be sufficient to conclude the proof for any b < 1. This is the content of Lemma E.1,
from where we conclude the proof of the theorem. O

In fact, in order to complete the proof, some tightness of the fields has to be established. The arguments
being similar to the ones given in [4], Section 5.2, we do not repeat them and invite the interested reader to
read the proofs there.
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APPENDIX A. COMPUTATIONS INVOLVING THE GENERATOR L,
Let f : Z — R be a function of finite support, and let &(f) : @ — R be defined as

E(f) = flam(@)*.

€L
A simple computation shows that
SE(f) = Af(@)y (),
TEZL
where Af(x) = f(z+1)+ f(x—1) — 2f(x) is the discrete Laplacian on Z. On the other hand

AE(f) = =2 Vf(@)n(a)n(z+1),

T€EZL
where Vf(x) = f(x+1) — f(z) is the discrete right-derivative on Z. It follows that
Le&(f) = =2k Vf(@n(@n+1) + Y Af(@)’(z). (A1)
€L €L

Now we prove (3.8). Note that

L7000 = 3E[(& D 9(2) m0@) = 1)) x (Z2Le > F(L)muns (1)?) ]
TEL

yEeL
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and by (A.1) it equals to

%E{(ﬁZg(%)(m(mF D) % (223 A (2 ))}
(o ) ¢ (et )

TCZ YEL

Now, since 79(z)? — 1 is mean zero we can remove the average of 1,,3/2(y)? in the first sum above to rewrite
it as n% 2.7 (A,f). In the second sum above, we recall the definition of V, f ® § and we rewrite it as
—2yn®*t=3/2Q7(V, f ® ). From this we recover (3.8).

Now, let f : Z? — R be a symmetric function of finite support, and let Q(f) : @ — R be defined as

Q) = Y n@my)f(z,y).

rye?
Define Af : Z2 — R as
Af(z,y) = fla+ly) + fle—1y) + flz,y+1) + flz,y—1) — 4f(z,y) (A.2)
for any =,y € Z and & f : Z2 — R by
A f(xy) = fla=1y)+ f(z,y=1) = f(z+1,y) = f(z,y+1) (A.3)

for any x,y € Z. Notice that Af is the discrete Laplacian on the lattice Z2 and &7 f is a possible definition
of the discrete derivative of f in the direction (—2,—2). Notice that we are using the same symbol A for the
one-dimensional and two-dimensional discrete Laplacian. From the context it will be clear which operator
we will be using. We have that

= > flay) [nw)An(z) + n)An(y)]

|z—y|>2

+2) fla,z+1)[(n(@=1) = n(@))n(z+1) + (n(e+2) = n(z+1))n(x)]

TEL

=Y Af(yn(nly) =2 f(z,z)n(x)An(z) (A.4)

T,ycZ rCEZ

- 22 f(@,a+1)[n(z+1)An(z) + n(z)An(z+1)]

TEL

+2 Z f(@,z+1)[n(z+)n(z—1) + n(z+2)n(z) — 2n(z)n(z+1)].
TEL

Grouping terms involving 7(z)? and n(x)n(z+1) together we get that

= Y Af(zy)n)n(y)

x,YyeZ
T#Y

+2Z{ (z,2+1) — f(z,2)] + [f(z,2+1) — f(ac—i—l,:c—l—l)]}n(:v)n(w—i—l)

TEZ

=Q(Af)
+2Z{ z,z+1) = f(z,2)] + [f(z,2+1) — f(:v+1,x+1)]}n(:v)77(x+1).

TEZ

(A.5)
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Similarly, we have that

= fla,y)n()n(y)

T, yEZL
T#yY
+2 Z {77(;1;)2 [f(z—1,2) — f(z,2+1)] — n(@)n(z+1)[f(z,2) — f(a:—l—l,:c—l—l)]} (A6)
TEZ .
=Q(Zf)
+ 22 {77(:1:)2 [f(a:—l,:c) — f(:c,:c—l—l)] - n(a:)n(x—l—l)[f(x,x) — f(a:—l—l,x—l—l)]}.
TEZ
From this it follows that L.Q(f) = QA+ k) f)+ Dp(f), (A7)
where the diagonal term D, (f) is given by
—2&2 —% fl@=1,2) — f(z,z+1))
TEZ (A8)
+2) n(am(z+1) (2f (z,2+1) — (14 k) f(z,2) — (1 — K) f(z+1,2+1)).
TEZ

Above in D,;, we could add the normalization constant % for free, since ) o, f(x,2+1) — f(z—1,2) = 0. We

also note that the operators f — Q(f), f — LQ(f) are continuous maps from ¢?(Z?) to L*(us) and therefore,
an approximation procedure shows that the identities above are true for any f € ¢?(Z?). Performing similar
computations to those we did above for the field ./, it is quite simple to deduce (3.11).

APPENDIX B. TooLs OF FOURIER ANALYSIS

Let d > 1 and let z - y denote the usual scalar product in R? between = and y. The Fourier transform of
a function ¢ : %Zd — R is defined by

2iwk-x
Gu(k) = L4 Z g(Z)e " n ., keRL

z€Z4

The function g, is n-periodic in all the directions of R%. We have the following Parseval-Plancherel identity

between the £2-norm of g, weighted by the natural mesh, and the L?([—%, Z]%)-norm of its Fourier transform:

x -~ 2 ~
loll = 3 loEF= [, , @B b =[5 (B.1)
z€Zd [__ _]
The function g can be recovered from the knowledge of its Fourier transform by the inverse Fourier
transform of g,:

~ __ 2inmx-k
g(2) = / Gk e T ke (B.2)
(—3:3]
For any p > 1 let [(V,,)?] denote the p-th iteration of the operator V,,.

Lemma B.1 ([4]). Let f: 1Z — R andp > 1 be such that

- Z |[(Vn)P1f (5)] < +oo. (B.3)

zGZ
There exists a universal constant C' := C(p) independent of [ and n such that for any |y| < 1/2,
c 1 iTYT
o VI ().

n?|sin(ry)? =

falyn)| <

In particular, if f is in the Schwartz space #(R), then for any p > 1, there exists a constant C := C(p, f)
such that for any |y| < 1/2,

— C
|fn(yn)| < W'

Several times we will use the following elementary change of variable property.
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Lemma B.2 ([4]). Let F : R? — C be a n-periodic function in each direction of R?. Then we have that

//[___]2 F(k,0) dkdl = //_%% Fle - 0,0)dedt.

APPENDIX C. ESTIMATES INVOLVING h,,

Let hy, : 7% — R be the unique solution in £?(2Z?) of (3.18). Observe that &, is a symmetric function.
The Fourier transform of h,, is not difficult to compute by using Appendix B. First we not that the Fourier
transform of the function A,k for a given, summable function A : %ZQ — R is given by:

(Bl (k,€) = =02 A (%, £)ha(k, 1), (C.1)

where
A(%,;) = —(627:%4— e e 6727:@—4) (C2)

=4 [sin ( ) + sin? (”e)] .
Similarly, the Fourier transform of 7, h is given by

() (b, €) = i Q(%, £) (k. 0), (C3)

where
(kg = B o

=21 (sm(%k) —l—sm(%é)).

Note in particular that Q(% %) is a real number. Let us now compute the Fourier transform of the function
=V, f ®4¢ defined in (3.10):
~ 1 * 2im(kz+by)
Gk 0) = =5 3 [Vaf @] (5 8)e
©.y€L (C.5)
in
From the previous computations, we have that *
1 ik L —~
(k l) = (o) fu(k+20). (C.6)

Vi A (E L) —io(E 1)
Our aim will be to study the behavior of h,,, as n — oc.

C.1. Proof of (3.21). We want to show that

1
I3 = =5 D ha(,2)", (c.7)

z,yEZ

vanishes, as n — co. By Plancherel-Parseval’s relation, Lemma B.2 and (C.6), we have that

Voallg. = // ok, O)2dkde
2 57

_ // QL L)° | Fulk
nJJig g A (R £)
2

Il
S|
=
s
|3
Y
Q\
[V}
S
4
=9
axy
’,’*:‘|
(\\.(‘
S |31
Sls
M_

Since sint 12
1T

Q(ﬂ’ 4)2 < 4‘1 e

n n -

= 16sin? (Z£), (C.8)

41f k and £ both belong to nZ then the denominator appearing in the definition of En is zero but this is not a problem since
the function [iQ/(ﬁFlnbA — ZQ)] (x,y) converges to —1 as (z,y) — (k,£) € Z2.
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last expression can be bounded from above by

16 n/2 § n/2 e p
n Sm7|f" | —2,2b A (§=£ £)2 =t £)?2 ¢
—n/2 -n/27y7n A( n 7n) +Q( n ’n) (C 9)
1/2 N N .
—16n / ST () P (0)dy,
—1/2
where
W= [ =
n\Y) = Lo v A (y — 2, 2)? + Qy — 2, 2)? (C.10)

1/2 dl’
< .
B /_1/2 Y2 Ay —z,2)? + Qy — z,7)?

Since by Lemma F.5 in [4], the right hand side of (C.10) is of order |y| =%/ for y € [~ 3, 3], then, from Lemma
B.1 we conclude that ||k, [|3, = O(ﬁ) Indeed, by a change of variables, (C.9) is bounded from above by
a constant times

1/2 1/2
Y
”/ %dyﬁ / VY / % y*ﬁ(ﬁ)v
—1/2 (14 (nfy)?) 12 L+ (nly])? SRVl |y|
as long as p is sufficiently big. This ends the proof of (3.21).
C.2. Proof of Lemma 3.2. In order to prove this lemma let ¢, : %Z — R be the function defined by
qn(%) = na_b_3/2 @nhn (%) (Cll)

and let ¢ : R — R be given by

+oo
g(x) = / 2TV Gy (y) F A (y) dy

— 00

where .# f denotes the Fourier transform of f which is given by

(FH© = [ e p(ayis (©12)
R
and Go(y) = /27|my|3/2 el Y%, Observe that the Fourier transform of q, namely .#¢, coincides with
LFLY.

Now we note that in the case b > 1/3 the proof of Lemma 3.2 trivially follows from the next result and
also by noting that the operator L, j is simply the usual Laplacian. In the case b < 1/3, the proof of Lemma
3.2 follows from the next result and also by noting that the factor in front of the discrete laplacian is given
by n®2 = n23>=1Y _ which vanishes as n — oo if b < 1/3, and is constant equal to 1 for b= 1/3.

Lemma C.1. We have that
1. Forb<1/3 and a =3/2+ 3b/2,

. 1 . 2112
ngglw;;z[ﬂz) —a(2)] =0 (C.13)
2. Forb>1/3 and a =2,
nll)r_‘r_loo - an =0. (C.14)

T€Z
Proof. By following the proof of Lemma D.1 in [4] we have that
; n/2 .
G () = —na—b=3/2 %/ (L, L) by (€ — £,0) dL.
—n/2

By the explicit expression (C.6) for /f;n we obtain that

n/2 Q=L £)? .
3.(§) = o032 Y1 l/ E ’;’")_ 5 | fa().

2 —nj2 7 1nbA(

,n’



WEAKLY HARMONIC CHAIN 13

By the inverse Fourier transform we get that

w2 zinge
Qn(%):2n‘kb/ G () o) de,

—n/2

where
1/2 Q(y — z)2

Guly) = 7 /1/2 Ay — 52 Q=) (C-15)

By Lemma F.1 we have that

Gn(y) = il |sin(ry) /2 20T ¢ G(sin(ny)) if b< 1,
n®/2v2 (C.16)

Gnly) = ﬁ(n_b| sin(ﬂ'y)|) if b>1.

Now we prove (C.14) and then (C.13). Recall that ¢,(§) = 2n“_bGn(%)]?n(§). By Parseval-Plancherel
equality we have

l V(2 _ nE 2 ¢ — gp2a—2b+1 Yz 20F (nan |
A= [ i@ = e [ el (el

TEL
If b > 1, from the second equality in (C.16) and Lemma B.1, for p sufficiently big, it follows that there exists
a constant C' > 0 such that

— Z |q |2 < Op2e—totl /1/2 7|y|2 dy = ﬁ(n2a74b72)
—1/2 L+ (nly|)»

zGZ

and the right hand side of the previous inequality goes to 0 since ¢ = 2 and b > 1 > 1/2. In the case
1/3 < b < 1 we repeat the same argument as above using the function given in the first equality in (C.16)
and we get a bound in the form (for p sufficiently big.)

2 R lyl* 2a—2b+1 1z ly|*
= lan(2)]? < ol / dy + Cn?*~ / _
m;Z n® 12 1+ (n]yl)P 12 1+ (n|y|)?

— ﬁ(n2a72b73) 4 ﬁ(n2a72b74).

Since a = 2 and 1 > b > 1/3 the right-hand side of the last inequality goes to 0. Finally we look at the case
b < 1/3. Let us define

: isgn s Sin(ﬂ-y)
= VB sin(my) 2 005 = | Z2EE G () = Goly) + O(1yl) (€.17)

3/2
Ty ‘
since sin(my) = my + O(|y|?) for y — 0. The factor 2n*~*G,, ( ) that appears in ,,(€) can be written as

2n970G,, (£) = no3/2G (£) +£,(£) where e,(y) = n"*O(Jy|?). Thus by using Lemma B.1 we have that

n/2 ) 1/2 ) ,
/ |5n( )} |fn )} dfzn/ }an(y)} |fn(ny)} dy = ﬁ(n2a72b74)'
—n/2 —-1/2

Since a = 3/2+3b/2 and b < 1/3 < 1, the corrective term involving &, does not contribute in (C.13) and we
can assume that 2n%~°G,, (5) is replaced by n“’%/QGO( ) in the expression of g, (€). Since a = 3/2+ 3b/2

we get in front of GO the factor n®/2. Again, we can replace GO by Gy in the expression of ¢, (£) because, by
Lemma B.1 and (C.17),

n/2 _ 1/2 R
/ / }n3/2G0(§) 3/2G0 )’ ‘fn )yzdg = Cn4/ / MQ ]fn(ny)fdy =0(n™").
n/2 —1/2

Now, since we have been able to replace 2n“_bGn(%) by n3/2G0(%) in the expression of g,(£) and that
n3/2Gy (%) = Go(&) the proof of Lemma B.1 in [4] can be followed. For the interested reader we present the
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details below. We have that

217r§m

a(5) —an(%) = /WW Go(€) Zf(€) de
2iwéx ~
H [T Golo) [75©) - Fule)] de (C18)
1€1<n/2
+/ . 217751( 3/2G a_bGn)(%)ﬁz(g) df
[€]<n/2

Above we have used the fact that n®2Go(%) = Go(€). From the triangular inequality together with
Plancherel’s theorem applied to the two last terms at the right hand side of the previous expression and
from (C.16) we have that

ORI

2

/ IR Gol6) (FF)(E) de
[E|>n/2

TEL )
+/ ‘Goﬁ [Z£() = Fal©)] ‘ng (C.19)
[£1<n/2
2
+9 RGNS
|€]<n/2

Note that the last term above goes to 0, as n — oo, by Lemma B.1 for p sufficiently big. The first term
above, can be estimated in the same way as we did in the case b > 1/3 and it vanishes as n — oo. The
second term term follows exactly the same steps as in the proof of Lemma B.1 of [4] and for that reason we
have omitted it. This ends the proof of the lemma. 0

APPENDIX D. PROOF OoF LEMMA 3.4

We start by computing the Fourier transform of v,. Recall that v, is solution of (3.23). Applying the
Fourier transform we get that

—

Ann (b, 0) + A0 v (k, €) = Dy,

Note that since h,, does not depend on a it is the same for v,. From (C.1) and (C.3) the left hand side of
the previous display is given by

—n?A(E, DYon (k, 0) + iy Q(E, D)o, (K, 0).

Now we need to compute the Fourier transform of @nhn. By a simple computation we get that

Gunhd) = Y {(2) - (138) Fo(g) {o EEHEL | ety

vel - (D.1)
:n{emf;l +emsk}{§nh(k+/é)— (1 ’“) h(k:+£)}

where &,h and ;‘;h were given in (3.16) and (3.17), respectively. From the previous computations we
conclude that the Fourier transform v,, is given by

2k 2l
1 e n —4en = & =
0k ) =~ ST T A ﬁ){g (k+0) = (155) Zub (k+0)}

2imk 2l
e n +en

YA () Qg %)
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By Lemma B.2 and (3.16) we have that the Fourier transform of d;@'nh is given by

B /n/2

2

mGZ

mGZ

2iméx

:_Ze n

TEZ
n/2

@gnh (5) 1 Z . ”:fx (
1 Z 217r£;E //7 e 2i7r(l::rl)z {67 21'1711—2

n(§ =4,

n(£,552) —hn&,%))

ﬂﬂ
22

0l — 1} de.

— 1} dkde

In the last line we used the inverse Fourier transform. By (C.6) we get that

2imd
R T e L )
G == o) [ win)
v sz Y TIPA (ST 5) - (55 1)
where the function I,, is defined by
s - /1/2 (1—e27) i Qy — x,7)
"W Ay — 5 — 9 - a.0)
Again, by Lemma B.2 and (3.17) the Fourier transform of Foh is given by
- 1 2imlx
Z, =_ n x4+l zH+1Y) T x
TEL
_ 2img 1 2iméx -
= (e "o 1)gZe n (8, 5)
TEL
_ 2img 1 2iméx 2im (k+0)x
_ (e o 1)EZe n //{_Q . ho(k, O™ 7 dkd
TEZL 22
2imw€ 1 2iméx n/2 2iTux n/2
:(e_ n —1)—26 n / e n {/ (u—2£,0)dl » du
n zeZ -n/2 —n/2
2iné n/2
- (e* e 1)/ h(€ — 0,0) de
—n/2
(C.6) we get
- 1 20wl n/2 29(5_4, ﬁ)
Fnh () =——(1—e n ) fulé / L u dre
R N Ty
2ime ~
:—\/ﬁ(l—e n )In(%)fn(f)a
where the function I, is defined by
~ 1/2 1Qy —x,x)
L,(y) = d dx.
M e e

n/2 _ 2imux n/2 ~ 2iml
/ n / ho(u—€,0){e” " n —1}dl}du
771/2 -n/2

15

(D.3)

(D.6)

(D.7)
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D.1. Proof of (3.27). In order to compute the discrete IL? norm of v, we use the Plancherel-Parseval’s
relation, (D.2), Lemma B.2 and we have that

_ // 1B (k, 0)2dkal
34

Qlﬂ(f—f) 27k 2
- L[ Ene - (5) T /"/2 c ot dede
"2 sz o —nfz [A(SSE ) — iy )
n/2 = —— 2
< [ |an©- () Zn©] wa($)e
n/2
where
1/2 do
Wn(y) = . D.9
(y) /;1/2 A(y—.’L',.’L')2 +72n_2bﬂ(y_$,x)2 ( )
We observe that since b > 0, we can bound W, (y) from above by
1/2 di
Wa(y) < n2b/ : D.10
(y) —1/2 A(y_x7$)2 +’729(y—$,$>2 ( )

This integral has been estimated in Lemma F.5 of [4] and it is of order |y|~3/2 for y — 0. Therefore we have
that

(Wa(y)] < C 0 Jy|~%/2. (D.11)
By the triangular inequality, in order to finish the proof, we are reduced to show that
1 n/2 —_— ) ¢ 1 n/2 —— ) .
L[ g P ($)de and L [ Fn W (E)ds (D.12)
n —n/2 n —n/2

vanish as n — co. By (D.4) the term at the left hand side of the previous display is equal to

n/2 1/2
/ ORI (&) P W (£)de = n / | )P 1) PV 1)

—n/2

By Lemma F.3 and Lemma B.1 we have
/2
w [ AR L ) PWa )iy
~1/2
1/2 . . | . |Z|3/2
= Cn/l/2 Ltlngl? |y|+" W W =207 / T |z| +nt- EET

1 ‘ ‘1/2
<20 = / 17 4

which goes to 0 as n — oo for p sufficiently big. Finally, by (D.7), Lemma F.3 and Lemma B.1, the term at
the right hand side of (D.12) is bounded from above as

n/2 2mi€ |2
/ l—en
—n/2

1/2
—n / sin(my) 2|7 (o) P (0) P W )y

|1/2
f 1+| |p

which goes to 0 as n — oo for p sufﬁciently big.

T ()P (5) P W (£)de
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D.2. Proof of (3.28). In order to compute the discrete L> norm of %,v, we first note that by simple
computations together with Lemma B.2 we have that (see equation (E.7) in [4])

L —

Dnon(€) = n(l —en ) / . Up(E =L, 0)e n dl. (D.13)
2
By (D.2) last expression equals to

n 2im(£—20)

B 2ime = L\ =T 2 1+e n

=—(1-¢ ){«fnh@—(T)%h(g)}/_% =R e rr= s L CED
2imw€ =

where J,, is given by

1/2 1+ €2i7r(y72z)
() / 12 My — 2, 2) —iyn=bQ(y — z, 2) ( )
Now, by using (D.4) and (D.7) we get
— n3/2 2imE ) I -
Za(€) = T (1= e ) Fal@n(§) 70 (§) — 4™ (152 s’ GOL(D () () (D16)

where I,, is defined by (D.5). Finally, by the Plancherel-Parseval’s relation we have that

n/2
||na7b73/2 -@nvnH%)n < OnQ(afb)/

—n/2

sin? (7£) | Fa(©)] |10 (£) | I (£) e

aat) [ EVAIT (2T (V2] T (€12
+Cn _n/2|sm (T O |1 (2) 7] I (£) | dE

2(a—b)+1 1z ; 2 2 217 2 (D17
=Cn / / [ sin(my)[*[1n () 17| Tn (y) 7| fr () " dy
—1/2

1/2 _ R
+ Cp2la=t+1 / » [sin (79)|*| 1 () *| T () || P () | 2y

By using Lemma F.4, Lemma F.3 and Lemma B.1, choosing a p sufficiently large, we can bound the first
term at the right hand side of (D.17) by a constant times

1/2 0o
2a—4b+1 y* 1 _ ,2a—2—4b 2* 1
! /0 Trng? Qo W =7 / a7 Gy 0% (D-18)

If b <1, the previous integral is bounded from above by

o0 4
2a—4—2b z
" /0 Tier 02

which goes to 0 since a = inf(3/2 — 3/2b,2). If b > 1, the integral (D.18) is bounded from above by
a—2— OO 22
TL2 2 4b/ = dz
0

The second term on the right hand side of (D.17) is proved to go to 0 similarly by using Lemma F.4,
Lemma F.3 and Lemma B.1. This completes the proof of (3.28).

which goes to 0 since a = 2 in this case.
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APPENDIX E. PROOF OF (3.26)

Lemma E.1. Let v, : 7% — R be the solution of (3.23) and let a = inf(3/2+ 3b/2,2) and b € (0,1). For
any T > 0 we have that

i B[( [ @it G ) ] =o.

n—00

Proof. In order to prove the result we do the following. We use again (3.11) for the solution w,, of the
Poisson equation

n“*QAnwn(%, %) + ”ynaflfbxz{nwn(%, %) =n""29,0,. (E.1)
Then, by integrating in time (3.11) we have
T T T
/0 Q7 (nafzénvn)dt = 2711“4’73/2/0 S (Dpwy,)dt — 2/0 Q?(nadénwn)dt
+ Q7 (wn) — Q¢ (wn).
Now, by using repeatedly the inequality (x + y)? < 222 + 2y? in order to conclude we have to show that

. [(na7b73/2 /O ! S (D) dt) 2} ,
and

E [(Q?(wn) - Qg(wn»z}

([ @) ar)]

vanish as n goes to infinity. The first display above, by (3.5) and (E.3), vanishes, as n — co. Similarly the
second (resp. third display), by (3.7) and (E.2) (resp. (E.4)), vanishes as n — oc. O

and

Therefore the previous lemma depends on the following estimates on wy,.

Lemma E.2. Let a =inf(3/2 + 3b/2,2) and b € (0,1). The solution w, of (E.1) satisfies

. 2 _
Jim (w2, = 0, (E.2)
lim [|[n*"%/2 2,w,|%, =0, (E.3)
n—00 ’
lim |72 Zyw,|2, = 0. (E.4)
n—00 ’

Proof. We start by computing the Fourier transform of w,,. Repeating the computations done for (D.2) and
recalling that w, is solution of (E.1), we obtain

2ink 2ind
R 1 e n +en = R
) = = R E T —arra(E 1y o 0 = (14) P+ 0} ()

where ggnvn and %Un are defined as in (3.16) and (3.17) with h replaced with v,,.

e We start by proving (E.2). As in Section D.1 we have that

C n/2
fwnl < |

—n/2

—

i ($)ae

where W, is given in (D.9). By the triangular inequality, in order to finish the proof, we are reduced to show
that

1 ’ﬂ/2 —_

n/2 —— ——
—/ |Envn(©) Wi (£)de and 1/ Foon (O W (£)de (E.6)

nJ_n/2 nJ—n/2
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vanish as n — co. Now we compute the Fourier transform of the previous functions. As in (D.3) and using
(D.2) we have that

- ) /2 2im(E—0) N 27l /\ virt
- (& n e n —~ (s
gn n - gnhn T on —1 d€
vn(§) n/n/z ASE L) — i (55, L) Ore }
2im(E—0) 27l
1 /2 e n +e n - 2imd (E7)
11—k T n -
+(—2 )E/n/zA(fT—f,g)_ime(f_;{%) Fnhn(€){e 1}de

F
= Vi Kn($) {1($) - (155) (1- e ) 19} Tl

where above we used (D.4), (D.7) and where K, is given by

1/2 (6721'71'1 _ 1)(621'77(7;71) +62i7rac)

—1/2 Ay —z,2) —iyn=2Q(y — x, x) dz. (E.8)

Now, as in (D.6) and using (D.2) we have that

1 2ire /2 2in(E—¢) 24l

- QT n e o +en —

Fuon(©) = = (¢ _1)/ Enhn () d

“ e K(EL T i va(er ) O
2im(£—0) 2iml

e n  +en — (E.9)

_ 2img — B omig\ ~ .
=V (e = 1) Ka($) {1 = (52) (1= ) LS} Fule),
where above we used (D.4), (D.7) and K, is given by

Kn(y) =

~ 1/2 eQiTr(yfx) + e2imx
. dz. E.10
Lt (10

Now we estimate the term at the left hand side of (E.6), which, by (E.7) and the triangular inequality, can
be bounded from above by the sum of the two terms below. The first one is equal to

n/2
/ (O P (5) 1K S) PV (£) de

777.

1/2
= / o) P L ()2 Fn () P W (),

-1/

which by Lemma F.3, Lemma F.5, Lemma B.1 and (D.11) is bounded from above by

1/2 P | |5/2
C”/_l/ T Tty 4 = 2C J / T s |+n1 DRk

<20 L L7 g
| fred

and goes to 0 as n — oo by choosing p sufficiently big. The second one is

/2 ~ 2mig |2
[ R@PLG P -

n/2

1/2 ) o
0 [ B PIL )R [1— e
-1/

K ($)PW, (%) de

1K ()W (y)dy,




20 CEDRIC BERNARDIN, PATRICIA GONCALVES, AND MILTON JARA

which Lemma F.3, Lemma F.5, Lemma B.1 and (D.11) is bounded from above by

1/2 s/ |Z|5/2
Cn S S dz
g TP oty dy = 2 = " (2] +ni=b)?

n/2
1
< 20—\/5 /0

and goes to 0 as n — oo by choosing p sufficiently big. Therefore we have shown that the first term in (D.12)
goes to 0 as n goes to infinity. The estimate for the term at the right hand side of (D.12) is similar and this
proves (E.2).

e Now we prove (E.3). Asin (D.14) together with (E.5) we have that

Futoa(©) = —n(1 — ¢ 7 ) {Faval©) — (552) Fuvnl©) }u (5). (E11)
where J,, is given in (D.15). Now, by using (E.7) and (E.9) we get

— 2im§
Dnwn(§) = -n*(1—en

i

~— ~—
3
—
4 —~
Sl 3m 3k

LA NN ~— ~—
NEER
—~ o~ —~

~—

SO R
™

Sl Sk
~— ~— \):'/

s

—

N

N~—

(E.12)

t

3

—

3|

Sk S 3w
~—

=3 =3

A
B
=

S~—
;ﬁ
—
%8s}
S~—

Finally, by the Plancherel-Parseval’s relation we have that

a—b—3/2

In -@nwnH%,n

1/2 R
<m0 [ sinmy) P L )1 ()1 Pl ) Py

1/2 _ N
+Cn2(‘”b)“/ [ sin (7)) [ T () |* | K () 2| T () || o ()| *dly
1 (E.13)

1/2 . N
L OnRe-tH1 / s () 1 ) R )P 3 ) )l

1/2 - - .
+Cn2(“‘b)“/ 2|Sin (1) 9 L (0) )1 Ko (0) 12| T ()| Fr () [ .

By using Lemma F.4, Lemma F.3, Lemma F.5 and Lemma B.1, choosing a p sufficiently large, we can bound
the first term in on the RHS of (E.13) by a constant times

iz <
2a—4b+1 Y- 1 _ 2a—2—4b 2" 1
n /0 T Qrenp 9 =1 /0 Tz G 4%

The previous integral is bounded from above by

oo
2a—5—b
n /0 1+zp dz

which goes to 0 since a = inf(3/2 4+ 3/2b,2) < 2 and b > 0. The remaining terms at the right hand side of
(E.13) are proved to go to 0 similarly by using Lemma F.4, Lemma F.3 and Lemma B.1. This completes
the proof of (E.3).

e Finally we prove (E.4). We start by computing the Fourier transform of &pw,, and %wn As in (D.3)
we have that

= n/2 ;
o, (€) = / Bol€ — £,0{c 7 1} de. (E.14)

—n/2
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By (E.5) last expression equals to

1 /2 2im(£E—0) N il .
= n e n e n o i
Ew, (€) = —— _ G (E)le n —1Vae
w (5) /n/Q A(%,%) an_bQ( — 75;) v (5){8 }
1 /2 e + o = 2iml
K € n e n = _ 2im
i (17) E/WM% I Fnop(§){e” n —1}dl (E.15)

Now, as in (D.6) we have that

= i n/2
Fown(€) = (0 — 1)/ D€ — 0,0) dL. (E.16)

From (E.5) last expression is equal to

o 1 2ire n/2 2im(§—4) + 2imd
- _ 2Zim e n e n -
@ == () [, S g meran O
1 2ire n/2 2im(§—4) n 2imd -
1 s e n e n ==
+ E(T) (6 no— 1) Fnvy(€)dl (E.17)

2im§

2
+ﬂ(%ﬁ) (o —1>2 a7 {In() = (138) (1= ) RO} )

Now, we note that, in order to prove that

1772 Downll3,,

vanishes as n — oo, it is enough to show that
(0972 G|l and - [|n® 2 Fw, |3,

vanish as n — oo. This is true since by (D.1) and the trivial inequality (z + y)? < 222 + 2y? we have that

~ 2
102 Gl =02 3 G (2, 2)

z,yEL
~ 2 — 2
2n2a—2 Z Epwy, (%) + 2p2e—2 Z Faw,, (%)
TEZ zEZ

:2||na—1/2gn,w +2||na 1/2

n||2n n||2n

We start with the term on the left hand side of last expression. From Plancherel-Parseval’s relation, (E.15)

and the inequality (1 +...25)% < k[z? +...+ 7], we see that we have to estimate four terms which are all
of same order. One of them is

n/2 N
w2 [ RO P RO de
/2

—n

By a change of variables last term is equal to

2a+1 i 2 )2
w2t [ Rt P16 )] ) .

—1/2
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By using Lemma F.3, Lemma F.5 and Lemma B.1 and doing again a change of variables we bound the last
term from above by

oo
2a—2b—2 2° 1
Cn /0 T i 2

5
b—1 z
<n / T dz
0

since @ < 2. This integral goes to 0 as n goes to infinity as long as b < 1. For the remaining integrals a
similar computation can be done and the proof follows.

(E.18)

O

APPENDIX F. ASYMPTOTICS OF FEW INTEGRALS

In this section, we compute or estimate several integrals. Some quantities are going to appear many times,
therefore for the sake of clarity we introduce some notations. For any y € [ — %, %] we denote by w := w(y)
the complex number w = e*™. We denote by ¥ the unit circle positively oriented, and z := 2™ is the
dummy variable used in the complex integrals. With these notations we have

Ay—z2)=4—z(w ' +1) - 27w+ 1),

iQy —z,2) =2(1 —w ) + 27 (w—1). (F.1)

Hereafter, for any complex number z, we denote by \/z its principal square root, with positive real part.
Precisely, if z = re*?, with r > 0 and ¢ € (—, 7], then the principal square root of z is /z = /re*?/2. We
introduce the degree two complex polynomial:
4
P = 2 _ —+ — — Z_ — R F2
w(z) =2 (1_’_@)_’_7”_1)(1_@)2 w=(z—2_)(z—24) (F.2)

where |2_| < 1 and |z4| > 1. The important identities are

4
(1+w)+yn=t(1 —w)

Z_zy = w, Z_+zp =
Finally, we denote
an(w) : = (14 @) +yn~b(1 — o)
Su(w) i =4 —w[(1 + @) +yn~(1 - )],
so that the discriminant of P, is 46, (w)/a? (w) and

_ 2+ V0 (w) 2 6n(w)'

A an(w) T an(w)

Lemma F.1. We have that
1 o g
Galv) = 73 \/g [sin(ry) 2 O + O(sin(ry) if b< 1.

Gn(y):ﬁ(nﬂsm(wyﬂ) i b>1.

(F.3)

Remark F.2. The reader will remark that the first (resp. second) estimate in Lemma F.1 is in fact valid also
if b>1 (resp. b < 1). On the other hand, it is the first (resp. second) estimate in this Lemma which is used
in the case b < 1 (resp. b > 1).

Proof. We compute the function G,, by using the residue theorem. We have that

— @) -t
Gut) = o e (F.4

8

with (22 + w)? (22 +w)?
fu(2) = 22P,(z) - 22z =z )(z—zy)
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Therefore we get that

(1-w)® "
Gn(y) = 4 an(w) .Res(fwv 0) + Res(fuw, Z’)}

ek P - 1) o
4 an(w)l - ++Z%(Zf_z+)}
(@t 4 : }
4 ap(w)lan(w)  a,(w)y/0,(w) (F.6)
_ n_b (1 B 7)2 2 |
=7 a2 (w) [1 6n(w):|
_ 2 (- ll 1

W ) || VT

o 1—o)%w

- %( —w)*wg(%az (w)) — 4117\/(1_%%

where g:u € C\{1} = v (1 — (1 —u)~Y2) + (1 —u)~ /2. We have that g(u) = #ﬂ Since /1 — u has
a positive real part, we deduce that the function g is uniformly bounded. Therefore, there exists a universal
constant C' > 0 such that

Y (1 - 11))210 —b .2
Gn — | < (C .
(y) + T Ta )| n~"sin?(my)
Let us now observe that )
1— Za2(w) = (1+ =) sin®(ry) — i—sin(2 (F.7
4an(w = ) sin (my) znbsm( TY) .7)
and that
—1pb(1 4 A2p—2b
Arg (1 - %ai(w)) = —sgn(y)%—l—arctan (7 n( 5 T )tan(wy) . (F.8)

Since cos?(my) = 1 — sin?(my), we have that
2

R (w)| = sin®(ry) [(1 ++2n" %)% sin®(ry) + 47*n =% cos?(my)]

4 (F.9)
= sin?(7y) {(1 - 17—221,)2 sin? (my) + i—ﬁ} )
It follows that
Goly) = 7b | sin(my)|*/? _cien@)
" {(1 + v2n=20)2 sin? (my) + 4+2n—2b cos2 (wy)] (F.10)
+ 0(n"bsin?(7y))
with
on(y) = sgn(y)g - %arctan (Wilnb(l ;72”7%) tan(wy)). (F.11)
Let us look at first at the case b < 1. Then, by (F.9), we have that
v | sin(my)[*?
n {(1 + 20 =20)2 sin?(1y) + 4v2n—2b cos? (wy)} v
_ 7 | sin(my)|*/2 (F.12)

/2 /o~ 1/4
" 2 {1 + Z—j;(l — y2n—2b)2 sinz(wy)}

al

= [sin(my)|*/? + en(y).

nb/2\/§
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We claim that &, (y) = & (sin®(ry)). To prove it we distinguish two cases:

e |sin(my)| >n"t:
Then, since |(1+#)~Y/* — 1| < 2 for t > 0, we have

Al sin(my)[*/2

2 < C'sin®(my).

len ()]
e |sin(my)| <n b
Then, since |(1+¢)~Y/* — 1| <t for t > 0, we have
| sin(my)|*/?
072

= On®*?|sin(my)|*/? sin®(ry) < Csin?(my)

2b

len(y)| < C n? sin®(my)

and the claim is proved. Therefore, we have that for any y € [-1/2,1/2],

Gn(y) (my)P/? '@ 4 O (sin® (my)).

- Y7 i
B nb/2\/§
Observe also that

) _ o . —1pb(1 2, —2b
eion ) _ gimn) | < ‘exp{ _ i arctan ((’y n’( —QM n )) tan(wy))} B 1‘

1
%‘ arctan (57_1711’(1 + 202 tan(wy)) ‘

ﬁ(% AnP| tan(wy)|).

IN

IN

It follows that

Gul9) = = sin(m)

+ O(sin®(y)) + ﬁ(n_b/2| sin(my)[>/2 A nb?| sin(wy)|5/2).

. s
|3/2 elsen(y) 7

By considering the cases | sin(7y)| < n~% and |sin(7y)| > n~° we see that
ﬁ(n—b/2| sin(my) P2 A nt/?| sm(ﬁy)ﬁ/?) = O(sin®(ry))

and this proves the first claim.

(F.13)

(F.14)

(F.15)

For the second item, assume that b > 1 and start with the expression (F.10) and we observe that for some

constant C' > 0,

v | sin(my)[3/?

nb ., 1/4
(14 v2n=2b)2 sin”(my) + 4v2n—2b cos?(my)
C |sin(my)]??  C .

s EW = ﬁ| sin(my)|.

Lemma F.3. Let b > 0. We have that for any y € [—1/2,1/2]

()] < € b SRIP
= n=b + | sin(my)]
and
I(y) <Cn? [sin(my) |2

/n~b + | sin(my) |

(F.16)
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Proof. We have that

——l(l_w)i 2)dz
In(y) = = o (0) 2@#29“’( )d (F.17)
" (z = 1(z* + w) (2 = D(z* +w)
gu(z) = 22Py(z) B 22(z—z2-)(z — 2z4) (F.18)

It follows that

v (1-w)

I.(y) = —HW {Res(gw,0) + Res(gw, 2-)}
1—w Z_+z 1 Z_+z

:_;b(an(w)){l_ w ++(z__1)z+—z+}

__oi-w 2 s et S VA TAC)

T W) || e i- P 1- 1o Za(w)

_ (1= w)%(aném)

2nb
with

1 2 1 VIS o
%w(u):—{l——+ s w“} lu < 1. (F.19)

U wu /1 —wu?2 1—+v1—wu?

We observe first that uniformly in w we have by (F.7)

n 14w _
¢ éw) - %4‘ o (1= (F.20)
and by (F.9) that
2
clw—1| (lw-1+n") < ’1 - wan(w)’ <Clw—1] (jw—1]+n""). (F.21)

4

It follows that if w is not close to +1, say |w+1| > ¢ > 0, then 7, (M) can be uniformly bounded by a
constant C. independently of n.
If w is close to —1 then a, (w) is close to 0. Performing a Taylor expansion of %, around u = 0, we obtain
that uniformly in w,
Hulu) = 6(1).
It remains thus only to consider the case where w is close to 1, say |w — 1| < &, which implies that
|an(w)/2 — 1| < e for n sufficiently large. We rewrite, for jw — 1| + |u — 1] < &,

| H ()] 1 1 2 n 1 . u—1 1
wu) =[=¢1-—
u wu 1 —+v1—wu2 V1I—wu?l—V1—wu?
(F.22)
<o |y et
- VT —wu?[|
We use now (F.20) and (F.21) to obtain
—1 —1
()| <0 |14 A2 Me (F.23)
Viw—=1]+n"? Viw—=1]+n"?
The conclusion of the first item follows.
Similarly, we have that
~ yl1l—w 1
I,(y) = —— — @ hy(2)d F.24
() =~ 5= )z (F21)
with ) )
25+ w 25+ w
hw(z) = ( ) = ( ) (F.25)
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It follows that
~ v (1—w)
In(y) = ————
() =——3 an(0)

_ (1 _w)%(an(w))

Inb 2

{Res(hw,0) + Res(hy, z—)}

where

—~ 1 1
Hp(u) == {1 — —— b <1.
(w) u{ I_W} u

Let ¢ > 0 small be fixed. If |w & 1| > € then by (F.20) we deduce that for n sufficiently large (uniformly in
w in this domain)

7o (24) <.

If jw + 1| < ¢, then for n sufficiently large, uniformly in w in this domain, |a,(w)| < e. And we have that
for |u| < e, uniformly in w, |, (u)| < Cu.Therefore we deduce that in this case

7 () zc.
If |w — 1] < &, then for n sufficiently large, uniformly in w in this domain, |a,(w)/2 — 1| > €/2 and therefore,
by (F.21) we have
—~ C
5] :

<
Viw—1P +w—1n ?
The conclusion of the second item follows. O

Lemma F.4. Let b > 0. We have that for any y € [—1/2,1/2]

| sin(my)| "/
()| < ¢ — 2T
n=0 + | sin(wy)]
Proof. We have that
1 1
I = - — kw(z)d F.26
(v) (14 w) +yn~t(1 —w) 227T?£§ (2) d2 ( )
with ( , )
25+ w
ku(z) = 2Pu(2) (F.27)
It follows that
1
Inly) = — {Res(kw, 0) + Res(ky, z—)}

(14 @) +yn~t(1 —w)

B 1 Zy + 22 1 24 +2-
- (1+w) +yn~(1 —w) w o ozl zy— 2

- (142)

1 2 1 u
Hoy(u) = —¢ — — , Jul < 1.
(u) u{wu \/1—wu21—\/1—wu2} [

Since uniformly in w we have J&,(u) = (1) for u — 0, we have only to study the behavior of 7%,

with

an(w)
2

for w close to 1, which implies a,(w)/2 close to 1 by recalling (F.20). Therefore, for say |w — 1| < ¢ with
€ > 0 small, we have

‘%(M)‘ <C 14— (F.28)

Taking into account (F.21) we get the claim. O



WEAKLY HARMONIC CHAIN 27

Lemma F.5. Let b > 0. We have that for any y € [—1/2,1/2]
| sin(my)|"/?

K, <
ol et [sin(ry)]

and
| sin(ry)| /2

V/n=t + [sin(ry)[

[Ka(y)l < C

Proof. We have that

Koly) = —— %g gul2)dz

an(w) 2im
where
(2) = (z = 1)(22 +w)
Juwi) = 22Py,(2)
has been introduced in (F.18) during the proof of Lemma F.3. We have therefore that
nt 1
K,(y) = ——— L,(y). F.29
(y) o (y) (F.29)
The estimate on K, follows from Lemma F.3.
Similarly we have that
~ 1 1
K, (y) = ———=—¢ hy(z)d
) an(w) 2im jgg (2)dz
where )
zrtw
hy(z) = ———
() 2Py (2)
has been introduced in (F.25) during the proof of Lemma F.3. We have therefore that
~ nb 1 ~
K,(y) = ———=IL,(y). F.30
(y) o (y) (F.30)
The estimate on IN(n follows from Lemma F.3.
O
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