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C. Herzet™™, P. Héas", A. Drémeau®
(1) INRIA, Campus de Beaulieu, 35000 Rennes, France
(2) ENSTA Bretagne, 42 rue Francois Verny, 29200 Brest, France

This paper deals with model-order reduction of parametric partial dif-
ferential equations (PPDE). More specifically, we consider the problem of
finding a good approximation subspace of the solution manifold of the PPDE
when only partial information on the latter is available. We assume that two
sources of information are available: i) a “rough” prior knowledge, taking the
form of a manifold containing the target solution manifold; i) partial linear
measurements of the solutions of the PPDE (the term partial refers to the
fact that observation operator cannot be inverted). We provide and study
several tools to derive good approximation subspaces from these two sources
of information. We first identify the best worst-case performance achievable
in this setup and propose simple procedures to approximate the correspond-
ing optimal approximation subspace. We then provide, in a simplified setup,
a theoretical analysis relating the achievable reduction performance to the
choice of the observation operator and the prior knowledge available on the
solution manifold.

1 Introduction

Our contribution takes place within the context of model reduction for para-
metric partial differential equations:

PDE(h, §) = 0, (1)

where h belongs to a Hilbert space H and 6 € © is a parameter. When
the solution h(6) of (1) has to be evaluated for many different values 6 €
O, the computational effort may become prohibitive. To circumvent this
issue, model reduction intends to simplify the resolution of (1) by (typically)
constraining h to belong to some low-dimensional subspace S C H. As
a matter of fact, the choice of S should be made so that each element of
the solution manifold M = {h(f) € H : § € ©} is well-approximated by



some element of S. Many techniques have been proposed in the literature
to identify such subspaces: Taylor 1| or Hermite [2] expansions, proper
orthogonal decomposition (POD) [3], balanced truncation [4], reduced basis
techniques 5], etc.

All the methods mentioned above presuppose some refined knowledge
of the solution manifold M. For example, it is typically assumed that the
solution manifold M can be finely sampled [1-4] or, at least, that the set of
parameters O defining M is perfectly known [5]. Unfortunately, in practice
a refined knowledge of M may not always be available. Nevertheless, in
many situations one may have access to some partial® measurements of the
elements of M. The main question addressed in this paper is therefore as
follows: can we benefit from these partial measurements to (complement our
prior knowledge and) compute a good approximation subspace for M?

In order to provide a precise answer to this question, we assume in the
rest of this paper that we have the following two ingredients at our disposal:

i) a prior manifold Mpior, which collects all the knowledge we have “a
priori” about M. The only constraint we impose on Mo is to be
such that

M - Mpriora (2)

i.e., the prior manifold must contain all the elements of the target
manifold M.

i1) a set of partial observations of the elements of M: we assume that we
collect, Vh € M, a set of noiseless linear measurements:

{(awj, W)™, (3)

where {wj};.n:l is an orthonormal basis (ONB) of some subspace W
and (-, ) denotes the inner product in H.

The prior information typically derives from some physical considerations
and/or constraints we may have about the system under study. We give an
example of construction of Mo in Section 4. The nature of the observa-
tions available in practice depends on the experimental setup. In this work,
we make the assumption that the measurements can be seen as the outputs
of a noiseless linear operator. The noisy setting is not considered hereafter

#Here, the term “partial” refers to the fact that the measurement operator cannot be
inverted.



and left for future work. We note that if m = dim(#), the observation oper-
ator can be inverted to exactly recover the elements of M, leading us back
to the standard setup. In the sequel, we will thus assume that m < dim(H),
so that some ambiguity on h subsists upon the observation of {(w, h>};.n:1.

Although of clear practical interest, only a few contributions have tack-
led the problem of model reduction from partial measurements. To the best
of our knowledge, the first paper dealing with this question is due to Ever-
son and Sirovich [6]. The authors proposed a methodology, dubbed “Gappy
POD?”, constructing an approximation subspace when only some elements of
each solution h(f) are observed. This approach has been applied with suc-
cess to e.g., oceanography in [7| or fluid mechanics in [8-10]. Unfortunately,
Gappy POD requires some diversity in the observation operator to work
properly: as noted in [9], this method is doomed to produce poor approxi-
mation subspaces as soon as some directions of H are never observed.” This
is for example the case when all the elements of the solution manifold are
observed through the same partial observation operator as in (3). In order
to circumvent this issue, prior information about M can be included in the
reduction process. This approach was recently used in [11-15]. In [11], the
authors suggested to iteratively enrich the approximation subspace by us-
ing “a posteriori” estimates of some elements of M (the term “a posteriori”
refers here to the fact that the estimates stem from the combination of par-
tial observations and some prior knowledge on M). In [12|, the authors of
the present work refined this approach in a Bayesian framework: they pro-
posed to include the uncertainty inherent to the a posteriori estimates in the
reduction process. An efficient implementation of this Bayesian reduction
strategy relying on adaptive a posteriori sampling is proposed in [13|. The
works [14,15] are also closely related to this Bayesian perspective of model
reduction: the authors determine an optimal low-dimensional approxima-
tion of the a posteriori distribution for solving efficiently inverse problems
governed by PPDEs. In this paper, we present a rigorous formulation and
justification to these approaches in a deterministic framework. In particular,
we provide elements of answer to the following questions:

i) What is the best performance which can be achieved by combining the
information provided by the prior manifold Mo and the collected
observations {{(w;, h)}}"; theat?

i1) Can we characterize this ideal performance as a function of the choice

PIn fact, each direction of “large variation” of M should be observed in at least one
observation.



of the prior manifold My,io; and the measurement subspace W?

iii) How to compute a good approximation subspace from Mo and
{{{wj, h)};L therm in practice?

As suggested by our above discussion, distinct from, but related to model
reduction from partial measurements, is the question of deriving a good es-
timate of some unknown h(#) by exploiting both a reduced-order model and
some collected data. This paradigm has recently been explored in several pa-
pers [11,16-18]. In [16], the authors proposed a reduced version of a Kalman
filter and showed that the error on the estimate delivered by the latter can
be bounded by a function of the data residual. In [17] (resp. [11]), Maday et
al. considered a data assimilation problem from noiseless (resp. noisy) linear
observations, where the prior model is defined as a low-dimensional approx-
imation subspace of M. The same setup was discussed in [18] by Binev et
al. and extended to priors defined as an intersection of degenerate ellipsoids.
Some of the theoretical considerations exposed in the present work are built
upon the arguments derived in that paper.

The rest of the paper is organized as follows. In Section 3 we show
that the worst-case optimal performance achievable in our partially-informed
setup is characterized by the “Kolmogorov width” of some well-defined set. In
Section 4, we propose a simple practical scheme to approximate this worst-
case optimal performance and illustrate its performance on the well-known
“thermal-block problem” in Section 5. Finally, in Section 6 we provide a
theoretical result relating the achievable reduction performance to the choice
of the prior and observation operators. The main steps of the proof of this
result are exposed in Section 7 whereas the technical details are postponed to
Appendix A. In Appendix B, we discuss the weak and algebraic formulations
of the PPDE used in our simulations. In order to ease the reading of our
work, we also provide a summary of the main notations and expressions
useful to understand the paper in Appendix C.

2 Notational Conventions

Except if otherwise stated, the notational conventions used in this paper are
as follows. Italic lowercase boldface letters (as e.g., h, v, w, etc.) denote
elements of the Hilbert space H. Uppercase italic letters (e.g., S, U, V, W,
etc.) are used for subspaces of H. Lowercase (e.g., n, X, etc.) and uppercase
boldface (e.g., X, S, etc.) letters respectively stand for vector and matrix
notations. Lowercase italic (e.g., a, b, o, 3, etc.) and uppercase normal (e.g.,



N, T, etc.) letters denote scalars. For matrices and vectors, the superscript
T means transposition. The element located at row i and column j of a
matrix X is denoted x;;.

The inner product and the induced norm associated to H are denoted
by (-,-) and ||| respectively. The space orthogonal to a subspace X with
respect to the inner product (-,-) is written as X+. The subspace induced
by a set {v;};_, is denoted span ({v;};_;). The distance between an element
h € ‘H and a closed subspace S is defined as

dist(h, S) = min”h - h/|
h'esS

)

and the projection of h onto S as

Pg(h) £ arg mith - h'”.
h'es

The notation Pg(V') stands for the set {Pg(h):h € V}. The operator ®
is used to denote the direct sum between two subsets of H, e.g., SH®V =
{s+v:s€SveV} Finally, B. = {h € H: ||h| <€} is the [|-||-ball of

radius e.

3 Worst-case Optimal Model Reduction

In this section, we tackle the problem of finding a good approximation sub-
space from a worst-case perspective. In Section 3.1, we first discuss the nature
of the information provided by the prior manifold (2) and the collected obser-
vations (3), and identify the set of manifolds compatible with the latter. In
Section 3.2, we then characterize the best worst-case performance achievable
in our partially-informed setup.

3.1 Feasible and Posterior Manifolds

The prior manifold and the partial measurements provide some valuable in-
formation about the unknown manifold M since they both define a set of
constraints (discussed below) which are known to be satisfied by the lat-
ter. However, M is usually not the only manifold verifying these constraints.
In the sequel, we will denote the set of manifolds satisfying the constraints
imposed by Mior and the partial measurements {{('wj,h>};.n:1}h€ M as
Zteas; the elements of S, will be referred to as “feasible” manifolds.



In the rest of this subsection, we give a precise characterization of Zge,g
and emphasize that the largest® element of this set is defined by

Mpost = Mprior N (UhEMHh)7 (4)
where
Hp 2 {h’:h,erL Lwk € WL}.

This observation will turn out to be crucial in the next subsection to char-
acterize the worst-case optimal approximation subspace.

Let us first discuss the constraints defining Z¢.,s. First, it is clear that
any manifold M compatible with our prior assumption (2) should be such
that

M - Mprior- (5)

Secondly, a manifold M compatible with the received observations should
reproduce exactly the same set of measurements as those obtained from M
when measured with the same observation operator. More specifically, any
manifold M compatible with the received observations should be such that

{twpmpyy ), = {tw iy} (6)
We thus define the set of feasible manifolds as
Efeas = {M : (5) and (6) hold}. (7)

In other words, Zf.as represents the set of manifolds which are compatible
with both our prior assumption (2) and the set of collected observations. It
is obvious from (5)-(7) that M € Ege,s.

We now prove the following lemma:

Lemma 1. M is the largest element of Zfeas-
Proof: We first show that

{ M - Mpriora (8)

M g UhEMH”M

°The term “largest” must be understood as follows: if Me Zfeas then M C Mpost-



are necessary conditions for Me Efeas and, (8) together with
MC M, (9)

is a sufficient condition for M € Zgeas. The proof of the main result will
derive straightforwardly from these conditions.

The necessity of M C Mrior is obvious from the definition of Sgeas. The
necessity of M C UpcarHp can be shown as follows. First, note that the
set of elements of H leading to a given set of observations {(w;, h)}72; is an
affine subspace defined as

Hp ={h': (w;,h') = (w;,h) for j=1,...,m},
—{W =h+wiwtewt]

Hence, if M ¢ UpepHp, then 3h’ € M such that

{Qwp )Y ¢ (L k),
and therefore (6) cannot be satisfied. The necessity of M C UperHp, is
thus obtained by contraposition.

We now show that (8)-(9) is sufficient for M € Epeas. Since the first
condition in (8) is identical to (5), we only need to show that (8)-(9) implies
(6). First, from our previous discussion, we have that M C UpeHp, implies
that

{twpmy < {{wg, Y,

}heM'

Moreover, if M C M holds then we also have

{twpmyry} < {ttwmpyy, )
Combining the last two inclusions, we obtain (6).
We finally prove the statement of Lemma 1 by exploiting the necessary
and sufficient conditions defined above. Since any M € Zg,s must satisfy
(8), we have

-A;l g Mprior N (UheMHh) - Mpost~

It thus remains to show that Mpost € Sfeas. Now, Mgt verifies (8) by
definition. Moreover, (9) also holds because M is included in both Myior



and Upepm Hp,. Hence, Mpost € Eeas by virtue of the sufficiency of (8)-(9). O

Mpost summarizes the uncertainty about the unknown manifold M by
gathering the information provided by the prior model and the partial mea-
surements. In particular, it is the smallest subset of H containing all the
manifolds compatible with the prior constraint (2) and the received observa-
tions. In the sequel, we will thus refer to M. as the “posterior” manifold
because of its analogy with the posterior probabilities defined in a Bayesian
framework: both characterize the uncertainty remaining on some quantity
of interest upon the combination of some prior and observation models [19].

3.2 Worst-case Optimal Model Reduction

In the model-reduction literature, an ideal figure of merit to assess the re-
ducibility of a manifold M is its “Kolmogorov i-width”:

(M)= inf dist(h, S) ). 10
) = int (s dis(n. ) (10

It is clear from its definition that x;(M) provides the best worst-case error
achievable by any approximation subspace of dimension ¢. If the infimum of
(10) can be attained?, a worst-case optimal approximation subspace is thus
given by

Slperf € argmin (sup dist(h,S)). (11)
S:dim(S)=i \heM

The resolution of this problem obviously entails the knowledge of the mani-
fold to reduce, i.e., M. In the setup considered in this paper, which presup-
poses that M is unknown, computing an approximation subspace according
to (11) is therefore not possible.

Nevertheless, as discussed in the previous subsection, the presence of
prior information and partial measurements on the unknown manifold M
reduces the uncertainty about its localization in H. More specifically, any
manifold compatible with the prior information and the received observations
must belong to the feasible set Zg,s. A sensible approach, followed hereafter,
then consists of including this information within the worst-case criterion

4In order to ease the discussion, we will always assume hereafter that all the suprema
and infima exist and can be attained. We refer the reader to [20] for a detailed discussion
on the conditions ensuring the existence of the extremizers of the Kolmogorov i-width.



used to evaluate the approximation subspace. More precisely, we suggest to
compute the approximation subspace as the solution of

SZPOSt € argmin ( sup  sup dist(h,5)>. (12)
S:dim(S)=i \ MeEens hEM

Problem (12) is tantamount to finding the approximation subspace minimiz-
ing the maximum approximation error over all the feasible manifolds. We
note that since the posterior manifold Mo defined in (4) is the largest
element of Efe,s (see Lemma 1), (12) can also be rewritten as

SP ¢ argmin | sup dist(h,S) |. (13)
Sdlm(S):z hEMpost

By definition of S? " and since M C Mopost € Moprior, we have

ki(M) < sup dist(h, SZPOSt) < Kki(Mpost) < Ki(Moprior)- (14)
heM

The first inequality follows from the definition the Kolmogorov i-width of M,
the second from M C M and the last one is a consequence of Mot C
Mprior-

In the light of (14), we see that in the partially-informed setup con-
sidered in this paper, the optimal reduction performance is lower bounded
by ki(M) and upper bounded by k;(Mpost). The gap between k;(M) and
Ki(Mpost) “materializes” the loss of reducibility which can occur by work-
ing in a partially-informed setting rather than a perfectly-informed one. We
also note that k;(Mprior) characterizes the best achievable worst-case per-
formance when the prior constraint (2) is the only information available to
the practitioner (i.e., there are no observations). More precisely we have

inf sup  sup dist(h,S) | = inf sup dist(h,S) | = k;i(Mprior)-
S:dim(S)=1 <M§Mprior he it ( ) Sidim(S)=i \ he My rior ( ) z( prio )

As expected, from a worst-case perspective, there is thus always a gain in
exploiting the received observations on top of the prior information; the gain
brought by the former is characterized by the gap between k;(Mpost) and
Ki(Moprior). In Section 6, we will discuss more specifically the connections
between k;(M), ki(Mpost) and K;(Mopyrior) in a simplified setup.



Algorithm 1 Greedy algorithm
inputs: {hj}NS"ap

~ ‘]:1
init: S = {0}
while Stopping criterion is not satisfied do
— I /
Compute h = arg maxh,e{hj}?:srl,ap h Pg (h ) ’

Set S = S @ span (h)
end whi}e
ouput: S

4 Practical Implementation: Greedy Procedure and
Sampling Schemes

Solving (13) is typically an intractable problem. Suboptimal approaches have
therefore to be considered to find good approximated solutions. Interestingly,
since (13) shares exactly the same structure as (11) (with the difference
that the supremum is taken over Mypos rather than M), one can benefit
from the numerous suboptimal techniques which have been proposed in the
standard setup to tackle our partially-informed problem. In the sequel, we
will focus more specifically on the standard “greedy” procedure described in
Algorithm 1, see e.g., |21, Section 7.1.1]. The stopping criterion mentioned
in the procedure may be for example the dimension of the approximation
subspace or some accuracy requirements.

The algorithm presupposes that a set of elements of the manifold to
reduce (commonly referred to as “snapshots” in the literature), say {h; }?ﬁ?",
is available. At each iteration, the procedure increases the dimension of
the approximation subspace, by including one of the snapshots leading to
the largest projection error. The performance of the greedy algorithm thus
depends on the choice of {hj}?;“f‘p. A sensible choice, that we will follow
hereafter, consists of drawing the snapshots randomly from some distribution

supported on M. We note that

Mpost = Mprior N (UhEMHh)a
= UhEM (Mprior N Hh,)7
and therefore a sampling of M. can be achieved by drawing snapshots
from some distribution supported on Myior N Hp,, Vh € M.

The structure of Mprior N Hp, depends obviously on the choice of Mpior.
From a practical point of view, some choices of M i,y may thus enable more

10



favorable implementations than others. In Section 4.1, we introduce some
specific choices for Moy which lead to a simple mathematical characteri-
zation of Myior N Hp. We emphasize that, in many situations, this type of
priors can be obtained quite easily by applying standard reduced-order model
techniques. In Section 4.2, we present some material and notations needed to
properly characterize Mprior N Hp. In Section 4.3, we emphasize that there
exist simple schemes to sample M, for the specific choices of M ior intro-
duced in Section 4.1. Our approach relies on the derivations of Binev et al.
showing that Myior N Hp, corresponds to a high-dimensional ellipsoid with
orthogonal principal axes for some choice of Mpyior, see [18, section 2.4]. In
Section 4.4, we establish some connections between the proposed procedure
and some other approaches based on point estimates of the elements of M.
Finally, in Section 4.5, we analyze the complexity of the proposed methods
and discuss some implementation issues.

4.1 Some Specific Choices for M,

In this section, we advocate that the following choice of prior manifold can
be obtained from standard model-order reduction techniques:

Moprior = Ny {h : dist(h, V;) < &}, (15)

where Vj is some nj-dimensional subspace, €; is some positive scalar and L
is an integer. In Section 4.3, we will emphasize that such a choice for Mo
allows for an easy implementation of the sampling of Myior N Hp,.

In order to show that (15) can (for example) be obtained from standard
model-order reduction techniques, let us first consider the case where the
uncertainty one has on the set of possible solutions of the PPDE (i.e., M)
is due to an imperfect knowledge of the set of feasible parameters © (The
general case will be discussed at the end of this section). Although © may
not be precisely known, an information the practitioner usually has at its
disposal is that © is contained in some larger set Oelax, €., @ C Opelax-
This relaxed set defines another manifold

M elax £ {h(e) ceH:0¢ @relax}a (16)

which obeys M C Mieax (because © C Oyeax). Now, constructing a
reduced-order model for M e.x defined as in (16) via e.g., reduced-basis
techniques [5] leads to a sequence of subspaces

V1C...CVL, (17)

11



and scalars
€1 >...> €L, (18)
such that®
Mielax C{h : dist(h,V;) < &} forall j <L. (19)

Since M C M glax, One can thus construct a prior of the form (15) satisfying
(2), from any combination of the subspaces (17) and scalars (18).

We note that this procedure applies even if Migax is not defined via a
relaxed set of parameters O elax as in (16). In a general setting, the only con-
straints to satisfy in order to fulfil the condition M C ﬁile{h s dist(h,V;) <€}
are as follows: i) identify a manifold Myejax such that M C Mepax; ) ap-
ply a model-order reduction technique on M. which certifies that the
sequence of subspaces V; and scalars €; obey (19).

4.2 Definition of Suitable Representation Bases

In this section, we introduce some representation bases which will be useful
for the characterization of Mo N Hp, in the next section. We let W and
V' denote respectively m- and n-dimensional subspaces of H. In the next
section, W and V will play the role of the observation subspace defined in
(3) and one of the “prior” subspaces V; appearing in the definition of My ior
in (15).

Let G € R™*" be the matrix representation of the projector Py, from V'
to W in some (arbitrary) ONBs {w;}7", and {v;}7_,, i.e.,

gij = (w;, ;).

We define new ONBs, {w*}m
j

; for W and {v;‘}n for V, as

Jj=1

ug*
lI>

.
Il
—_

w; Tyj,

Vi Zij,

.
I>
]+

s
I
—

°For the sake of precision, let us mention that, as far as reduced-basis techniques
are concerned, the inclusion in (19) is guaranteed only if the reduced-basis procedures
exploit the whole set O clax in the computation of V; and €;. In practice, however, these
algorithms only use a fine discretization of O,elax to speed up the computations. In such
a case, ensuring that (19) holds requires some additional care. In the sequel, we do not
elaborate on this technical issue and assume that V; and €; are such that the inclusion
(19) holds.

12



where z;; and z;; are the coefficients of the matrices appearing in the sin-
gular value decomposition of G = XSZT; X € R™ ™ and Z € R™" are
orthogonal matrices; S € R™*" is a rectangular, diagonal matrix.

Clearly, from the definition of {w;};", and {v}}]_;, we have

(Wi, vf) = si5. (20)
In the sequel, we will use the shorthand notation A; to refer to the jth

diagonal element of S, that is {)\j}}n:hi(m’n)
values of G.f' The singular values are assumed to be sorted in a decreasing

order of magnitude, i.e.,

represents the set of singular

1>2M 2> )‘min(m,n) > 0.

The first inequality follows from the fact that G is the matrix representation
of a projection operator: we thus necessarily have that A\; < 1. Moreover, if
Aj =1, we must have w} = vj.

We define the following short-hand notations that will be useful in the
rest of the paper:

p 2 acard ({j: A =1},
q card ({j : A\; > 0}).

From an operational point of view, p represents the number of dimensions
of V' which are included in W, that is p = dim(W NV). Moreover, n — q
corresponds to the number of dimensions of V' which are orthogonal to W,
that isn — ¢ = di]rn(VVL N V). In a nutshell, ¢ thus represents the number
of measurements (out of m) providing information about the position of the
points in V.

Finally let us mention that W= can be decomposed as the following direct
sum of two orthogonal subspaces (see Appendix A.1):

Wt="P,. (V)oWw-nvt (21)

> 11>

Moreover an ONB for P, (V') can be expressed in terms of the elements of
m n
{w*} and {v*} . More specifically, letting
J) =1 J) =1

_1
6, (1-28) (o)~ ).
we have that {¢; j=p+l U {vj }:=q+1 forms an ONB of P, (V), see Ap-
pendix A.1.

fIn order to provide some geometrical interpretation to the reader, let us mention that
the singular value \; can also be understood as the cosine of the “angle” between the
singular vectors w; and vj.

13



Algorithm 2 Random Sampling of Mpior N Hp, for L =1
inputs: {(w;,h)}7",, &V

n m .
init: Compute {'v*} , {w*} , {)\j}m:lri(m’n) as in Section 4.2
iJ iz ifi j

Evaluate <w}f, h> =Y " (wi, h)zjfor j=1,...,m

while ¢ < Ngamples do
1) Draw 7 according to some distribution supported on [0, 1]

2
2) Draw ~ uniformly on [0, e — Z;n:q+1<w;, h> ]

3) Draw {b;}], uniformly on the (¢ — p)-dimensional unit ball;
2 _
scale the result so that Z?:pﬂ by =~m

4) Draw {d;},, | uniformly on R"~¢

5) Draw z uniformly on V4 N W, scale the result so that ||z]? =
*y(l — 7r2)

6) Set hi = Reenter — Y 1—py1 DA, B+ D1 djv + 2

t=1+1
end while
ouput: {h; € Mprior N H h}?}:simpl“

4.3 Sampling Strategies

We now expose our strategies to sample Mprior N Hp, with Mo, defined
as in (15). First note that each set {h : dist(h,V}) < €} can be seen as a
degenerate ellipsoid (the degenerate directions are defined by the subspace
Vj); the definition in (15) thus corresponds to the intersection of L degener-
ate ellipsoids. In what follows, we will see that this particular geometrical
structure allows for an easy sampling of Mior N Hp,.

We first consider (15) in the case where L = 1, that is Myior is defined
as

Moprior = {h : dist(h, V) < ¢}, (22)

for some n-dimensional subspace V' and scalar € > 0. In this setup, Mprior N
Hyp, takes the form of a high-dimensional ellipsoid with orthogonal principal
axes. More specifically, Binev et al. [18, Section 2.4] (see also Appendix A.2)
showed that Mrior N Hp, can be characterized as follows:

Mprior N Hp = hcenter © Sh, (23)

14



where

q

eenter = »_(w}, W)X 05 + > (wh, hyw}, (24)

J=1 J=q+1

and &, is an ellipsoid defined as

W == b+ g v + 2
Ep = . zevinwt . (25)
Wlt 2 “ m % 2
L ¥t 2lP <@ - ()

In (24)-(25), we have used the definitions of v}, w and ¢; introduced in
Section 4.2 with the following conventions: V' is the subspace characterizing
Morior in (22), W is the observation subspace introduced in (3).

From (23)-(25) it is clear that Myyior N Hp, is an ellipsoid centered in
hcenter- The set &, characterizes the deviation of the elements of Mo N
Hp, from its center. From our final remark in Section 4.2 (namely, W+ can

be decomposed as in (21) and {qu ! U {fu*}n X forms an ONB of
j=a+

Jj=p+1 J
Py, (V)), we can deduce that: i) &, C W+ ii) the elements {¢; j:p«f»l U
n
{v;‘} . correspond to principal axes of the ellipsoid. Hence, it is clear
Jj=q+

that the maximum deviation of the ellipsoid Mprior N Hp, from its center

n
Recenter occurs in the direction ¢, (resp. {v;‘} ) and is equal to )\;1(62 —
Jj=q+1

*

Z;-n:qﬂ<wj, h>2) (resp. +00) when ¢ = n (resp. q < n).

Exploiting (23)-(25), one can randomly sample M iy N Hp, by using the
procedure described in Algorithm 2. The actual distribution according to
which the samples are drawn depends on the choice of the distribution on
7 in the first step of the procedure. For example, in the finite dimensional
setting, if

q=p ¢2
Zj:l j
q—p+dim(WinvL

VIOV g
where the §;’s are independent realizations of a zero-mean Gaussian distribu-
tion, the procedure described in Algorithm 2 draws snapshots from a uniform
distribution supported on Mrior M Hp,. Other choices for the distribution on
7 enable to put more emphasis on some parts of Mpior N Hp, i.e., to draw
samples in some regions of the ellipsoid with higher probability (we discuss

m =

7 (26)
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Algorithm 3 Random Sampling of Mpior N Hp, for L > 1

. ~ L L -k
inputs: {<w]'7h>}§n:1> {Ej}j:p {V}}j:p Jjrefl,... L}
while i < Ngamples do

1) Draw h; uniformly at random in the ellipsoid

{n' : dist(h',Vj-) < &+ } N Hp,

by using the procedure described in the inner loop of Algorithm 2.
2) Acceptance-Rejection:
if ||PVJ_J-<hi)H < ¢; for all j then
Include h; to the set of snapshots
else
Reject h;
end if

end while .
Ouput: {h’L (- Mprior N Hh}izsimples

this option in Section 4.5). We note however that, as long as the support
of the distribution on 7 is [0, 1], the samples are drawn from a distribution
whose support is equal to Mpior N Hp,.

We now focus on the general case where Mo is defined by (15) with
L > 1. In this case Mpror N Hp does not usually have any “desirable”
structure. We note however that the intersection between Hjp and each
of the L degenerate ellipsoids defining M ior (taken separately) forms an
ellipsoid. We thus propose the “acceptance-rejection” strategy described in
Algorithm 3. We consider as a reference ellipsoid, the ellipsoid defined by
the intersection of Hj, and the j*-th degenerate ellipsoid defining Mpyrior,
j* € {1,...,L}. We then draw randomly an element from this ellipsoid by
using the procedure described in Algorithm 2. This element, say h;, is added
to the set of snapshots if it verifies all the constraints defining Myiqr, i.¢.,

< ¢ forall je{l,...,L},
and rejected otherwise.

4.4 Reduction Based on Point Estimates

An alternative approach to build a reduced-order model from partial observa-
tions may rely on point estimates of the elements of M. More specifically, for
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Algorithm 4 Approximation Subspace from Point Estimates

inputs: {{(wj, h>};.n:1}h€M, Morior
for h € M do
Evaluate h from {(w;, h)}iL, and Mprior
end for
Apply Algorithm 1 with {fl}he/\/t as input to derive S
ouput: Gpoint

point

each h € M, one can compute a point estimate h, obeying some optimality
criterion, by combining the partial observations {(w;, k)};~, and some prior
information. Then, an approximation subspace for M can be constructed
by considering the manifold of all point estimates, i.e., ME {ﬁ}he M, 8S a
good surrogate for M. This procedure is summarized in Algorithm 4.

We note that the procedure described in Algorithm 4 shares strong con-
nections with the methodology exposed in [11]. In the latter paper, the
authors assume that some samples of the solution manifold M are available
but some others are only partially observed. They thus propose to comple-
ment the set of known samples with point estimates of those only partially
observed to compute an approximation subspace for M. We see that this
setup boils down to the one considered here when all the elements of M are
partially observed.

We now make a connection between the procedure described in Algo-
rithm 4 and the material presented in the previous sections. In particular, we
emphasize why such point-estimate procedures may fail in providing reliable
results in some situations.

There are many choices to compute an estimate h from partial mea-
surements {(w;, h)};”:1 and prior information Mpie;. Let us consider the
following particular option:

h € arg min( sup Hh’/ - h’H) . (27)
hl hHGMpriormHh

From the worst-case perspective pursued in this paper, (27) seems indeed
to be a sensible choice since h minimizes the worst-case error over all the
elements of ‘H compatible with the received observations and the prior con-
straints (namely Mpior N Hp,).?

The solution of (27) has recently received some attention for some specific

&Note that no particular structure for Myyior is assumed in (27).
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choices of Mprior [18]. When My,pior is defined as the intersection of degen-
erate ellipsoids as in (15), the authors of [18] showed that h corresponds to
some specific point of Mprior N Hp, (namely the center of the Chebyshev ball
of Mprior N Hh).h In particular, when L = 1, h takes the following simple
form

q m
h=> (w;, b)) v+ Y (w, hyws, (28)
Jj=1 J=q+1

i.e., exactly corresponds to the center of the ellipsoid Mior N Hp, defined
in (23)-(25).1

From the perspective of our sampling strategies described in Section 4.3,
building an approximation subspace from the point estimates {fz}he M s
then tantamount to sampling one (specific) point of each ellipsoid M pyior N
Hyp,. This is in constrast with the sampling strategies described in Algorithms
2 and 3 where Ngamples points of Myior N Hp, are drawn at random. We may
thus expect the point-estimate procedure to lead to performance close to
the optimal worst-case solution (13) when all the points of Mpyior N Hp, are
concentrated around fi. When L = 1, this will for example be the case when
€ is small and A\; ~ 1 for all ¢ = 1,...,n < m. On the other hand, when
Ai > 0 for some i, it is easy to see from (25) that the ellipsoid Mopyior N Hp,
will be very elongated along some directions. In such a case, the center of
the ellipsoid h may be a poor representative of the elements of Mo N Hp,
and, as a consequence, the approximation subspace computed from {ﬁ}he M
may significantly differ from the optimal solution (13). We will illustrate
this behavior in our numerical simulations in the next section. We provide
below an illustrative toy example in which the proposed methodology may
succeeds in finding a good approximation subspace whereas the methodology
based on point estimate (28) is doomed to fail.

Example 1. We consider the simple case where M is a k-dimensional linear
subspace of H and the prior manifold Mpyrior is defined as in (22) for some n-
dimensional subspace V' and width é. We assume that by some misfortune the
observation subspace W is orthogonal to M. In this case, we have Vh € M,

(wi,hy =0 Vj=1,...,m, (29)

bn fact, as emphasized in [18, Remark 2.4], hc Morior N Hp, as soon as Moprior N Hp,
is a bounded, closed, convex set.

"When ¢ < n, the ellipsoid Mprior N Hp, is degenerate along the directions {v; |y
In such a case, there is some ambiguity in the definition of the center of the ellipsoid along
these directions. The expression given in (28) then corresponds to the “center” with the
minimum norm.
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and the “worst-case optimal” point estimate defined in (28) is equal to zero.
The manifold {il}heM then reduces to the singleton {0} and a good approx-
imation subspace for M may obviously not be inferred from the latter.

On the other hand, the posterior manifold Mpyest also takes a simple form
when W is orthogonal to M. More specifically, we have

Mpost = 507 (30)

where & corresponds to the ellipsoid defined in (25) with h = 0. By defini-
tion, SPSt will thus be a good approximation subspace for M as soon as M is
included in the span of the directions corresponding to the largest variations
of & (i.e., {'cJ]-}?:q_~_1 and the ¢;’s associated to the smallest singular values
Aj). We give an illustration of such a scenario (in a slightly more complex
setup) in Section 5. O

4.5 Complexity and Implementation Issues

In this section, we discuss the computational complexity of Algorithms 2
and 3, and elaborate on some related issues.

Let us first note that the overall complexity of Algorithms 2 and 3 is
intimately related to the costs of evaluating the sum and the inner product
between two elements of the Hilbert space H. In this section, we will as-
sume that these operations can be carried out with a complexity scaling as
O(dim(#)). This is for example the case in the finite dimensional setting,
which is the one of most interest from an operational point of view. With
this convention, we have that the complexity of Algorithms 2 and 3 scales as
O(mn dim(H) + Neamples(m + n) dim(#)) and thus evolves favorably with
the problem’s dimensions.

Regarding Algorithm 2, this order of magnitude can be obtained by di-
viding the analysis of the complexity into the costs of the initial step and
the main loop. The most demanding operation in the initial step is the

n m .
computation of {v;} v {'w;‘} ) and {)\j}?l:l?(m’n). This task requires
j= j=

to build the Gram matrix associated to the projection operator between
the subspaces V' and W and to evaluate its singular value decomposition
(see Section 4.2). The first operation involves the computation of mn in-
ner products in H and has therefore a complexity scaling as O(mn dim(H)).
Moreover, the evaluation of the singular value decomposition of an m x n
matrix requires at most O(min(m2n, mn2)) operations, see e.g., [22, Lecture

JThis can easily be seen by setting Acenter = O in (23)-(25) and noticing that &p is
equal to & VYh € M.
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31]. Since min(m?n, mn?) < mndim(H), the complexity of the initial step

is thus of order O(mn dim(H)).

The most demanding operations in the main loop of Algorithm 2 are the
evaluations of steps 5 and 6. These tasks can be performed with a com-
plexity scaling at most as O((m + n)dim(#)). Indeed, on the one hand,
the uniform sampling of z in V+ N W' can be done efficiently as fol-
lows: i) sample uniformly an element of H (complexity O(dim(H))); )
set z = h — P(Vlme)l(h) and evaluate P(vmeL)J‘(h) with at most

O((m + n)dim(#H)) operations by noticing that {v;‘}n . U {o; j‘—p+1 U
e -

m
{wj} . is an ONB of (VL N WJ-)L, see Appendix A.1. On the other
J=q+

hand, the construction of the snapshots h; in step 6 requires the summation

of at most m + n + 1 elements of H. Gathering these different elements to-

gether, we finally obtain that sampling Ngamples elements of Mpior N Hp, with
Algorithm 2 requires a complexity of order O(mn dim(H) + Ngamples(m + n) dim(H))
as stated above.

The complexity of Algorithm 3 is essentially of the same order as the one
of Algorithm 2 since the latter constitutes the main building block of the
former. Nevertheless, we note that the running time of Algorithm 3 can be
significantly larger than the one of Algorithm 2 if the rejection ratio (step 2
in the main loop of Algorithm 3) is important. The choice of the reference
ellipsoid j* appearing in Algorithm 3 should therefore be made with care in
order to decrease as much as possible the rejection ratio.

Finally, let us note that our study of the complexity is based on the sam-
pling of Ngamples €lements of Moo N Hp, for one h € M. In practice, the
operations stated in Algorithms 2 and 3 must be repeated for all h € M.
As a matter of fact, if h € M contains an infinite number of elements,
the framework exposed previously cannot, strictly speaking, be applied (it
would in particular require to collect a set of observations {(w;, h>};71:1 for
each element in M). In such a case, one can nevertheless apply the pro-
posed procedure on a finely-sampled version of the target manifold M. All
the results discussed previously then carry over by considering the sampled
version of M as the new target manifold. One may expect the approxi-
mation subspace computed from this sampled manifold to lead to a good
approximation subspace for the true manifold M as long as the latter is
sampled “finely enough”. The question of the proper sampling of M is how-
ever out of the scope of the present paper and is not further discussed here.
We nevertheless mention that, for a given precision, the required number of
samples is expected to (typically) scale exponentially with the dimension of
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the parameter space O.

To conclude this section, we discuss the choice of the distribution of 7
appearing in step 1 of Algorithm 2. Since any distribution on 7 with support
[0, 1] defines a distribution on the snapshots supported on Myyior N Hp,, we
see that any choice of the distribution on 7 should asymptotically (in the
number of samples) leads to the same performance. A proper choice of
this distribution may however have a significant impact on the achievable
performance when the number of samples is finite. We advocate below that
sampling Mprior N Hp, with higher probability in the directions of greatest
uncertainty may be a good rule of thumbs.

In order to provide some elements supporting this fact, let us consider
the case where Mo is defined as in (22) and n = m. In such a case, the
posterior manifold M s can be simply written as

Mpost — M ©) 60, (31)

where M = {hcenter fpe pmq With Acenter defined in (24) and & is the ellipsoid
defined in (25) with h = 0.X

Considering this simple expression and assuming that some directions of
large variations of the target manifold M are not captured by the point-
estimate manifold M, we see that there is still a hope to identify the latter if
they correspond to large variations in &. In such a case, one may expect the
proposed worst-case optimal subspace SP°! to be a better approximation
of the target manifold M than ngim, the subspace evaluated from the sole
point-estimate manifold M. According to this intuition, when only a limited
number of snapshots can be drawn from Mo, NH for each h € M, sampling
MriorNH with higher probability in the directions of large uncertainty seems
to be a sensible choice.

5 Simulation Results

In this section, we illustrate the performance of the proposed reduction pro-
cedures on the standard “thermal-block” problem [23]: the goal is to evaluate
the distribution of the temperature on a plate subject to some boundary con-
ditions, for some specific configurations of the plate’s heat conductivity and
some external heating source. More specifically, the problem is defined by
the following set of differential /boundary equations (x € R? plays the role

XM is in fact the manifold of the point estimates computed from (27) with prior (22)
as discussed in Section 4.4.
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Figure 1: Schematic representation of the physical system.

of a “spatial” variable, n is a unitary vector normal to the boundary and V
is the gradient operator):

VT(k(x,0)Vh) = s(x), x€,

) k(x,0)VThn=c, x €I,
PDE(R-0) =4 4(x,0)vThn =0, x €2 UTy, .
h=0, x €l

where = [0, 1] x [0, 1] and the boundaries I'; are defined in Fig. 1. We as-
sume that the heat conductivity coefficient k(x, ) depends on the parameter

0= [01 (92 93 94] € © as follows:

4
k%, 0) = 3 6,10, (%), (33)
=1

where I, (x) is the indicator function of €; and the subdomains €; C 2 are
defined in Fig. 1. The definitions of the external heating source s(x) and the
boundary parameter ¢ depend on the experiment and are specified below.
We consider the weak formulation of (32) and approximate its solution
via a finite-element method [24] (see Appendix B). The resolution mesh
is chosen fine enough so that the error between the solution of the weak
formulation of (32) and the solution of the finite-element method can be
neglected. The discretized system has a dimension equal to dim(#) = 2113.
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The solution of the discretized system is computed via the Matlab® toolbox
“redbKIT” available at http://redbkit.github.io/redbKIT.

In our simulations, we apply the subspace identification procedures de-
scribed in Algorithms 2, 3 and 4 to the following two setups:

Setup 1: We first assume that the target manifold M is defined by the
solutions of (the discretized weak formulation of) (32) for

0; = Omin + Ostept tG{O T}
_ 4., tepls ) 5
@—{96R.01_02’03_H4 },

where Opin = 0.1, Ogep = 0.1, T = 20. In this setup, we assume that
¢ =1 and s(x) = 0 Vx. Moreover, we suppose that, for some reasons, the
practitioner does not have a perfect knowledge of ©® but only knows that
O C Opelax Where

Orelax = {0 € R* 1 0; = Opin + Ostept, t € {0,..., T}, Vi e {1,...,4}}.

We denote by M, c1ax the set of solutions of the discretized weak formulation
of (32) for 6 € Oyelax. Clearly, we have M C M glax since © C O,q1ax. Based
on this knowledge we derive a prior manifold My of the form (15) by
following the procedure described in Section 4.1. More specifically, we apply
Algorithm 1 on the elements of M q.x. Letting

Sic...c8,

be the approximation subspaces produced during the first n > L iterations
of Algorithm 1, the subspaces {Vi}zl-;l and scalars {éi}ZIf:l appearing in (15)
are then specified as follows:!

‘/1 - Sla
-1 = SL—ly
VL == S’m

and, Vj € {1,..., L},

¢; = sup dist(h,Vj).
heM;elax
We note that (19) is verified by definition of €;, so that our working hypoth-
esis (2) is satisfied. In our simulation, we consider the case where L = 1 and
L =21. The ONB defining the observation subspace W is chosen uniformly
at random.

If L =1 as in (22), we simply set V = 5,,.
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Setup 2: In this setup, we consider a scenario where the main directions
of M are poorly aligned with the observation subspace W, resulting in (po-
tentially) adverse operating conditions for the point-estimate procedure de-
scribed in Section 4.4.

In order to precisely describe the experimental setup considered here, we

introduce two ONBs, {v; }?ij" and {w; };.\I:“’fx, such that

<117i,’l~Jj> =0 for ¢ 7£ j, (34)
and

§ j=1. .k

1 otherwise, (35)

(wj,v5) = {
for some scalar § € (0,1) and some integers k < Ny,x. We also choose these
ONBs so that any v; and w; verify the homogeneous boundary conditions
of (32). We then let u; = (1 — (52)_%(@' —ow;) for j=1...k.

We construct M as follows: we set ¢ = 0, the parameters 8 defining the
heat conductivity coefficient k(x,6) are fixed to some constant values and
we choose the source term s(x) so that:™

M = gmain 2] gperturba (36)
where
o _ k U k 2 2
Emain =31h= Zj:l Qju;y Zj:l Q; < 6main}7
. o k o~ Nmax e Nmax .2 32 2
gperturb =1 h= 52j:1 63“’] + Zj:]?+1 ijj . Ej:la ﬁYj Bj S 6perturb}’

for some €pain > 0, €perturb = 0 and 7; > 1. The solution manifold M is
thus the direct sum of two ellipsoids, Enain and Epertur,. We will see below
that this particular choice for M together with some specific choice of the
observation and prior subspaces lead to a difficult problem for the point-
estimate approach.

In particular, we consider a prior manifold Moy of the form (15) by
making the following choices:"

Vi = span ({01}),

' . \L-1
— T
Vi = span ({9;}}_, ),

"We refer the reader to Appendix B for more explanations about the reasons why the
manifold (36) can be generated by properly defining the source term s(x).

"If L =1 as in (22), we simply set V' = span ({f;J };:1).
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for some n < Npax and, Vj € {1,..., L},

¢; = sup dist(h, Vj).
heM

The observation subspace is defined as W = span ({fvj };”:1) for some m <
Niax. We note that with this particular choice for V' and W, we have from
(34)-(35) that the singular vectors {v;}7_;, {wj}]L, simply correspond to
{v;}7_1, {w}}7", whereas the associated singular values are defined by (35).

In this particular setup, the main variations of M occur in the direction

of span ({u] }?:1> as s00N as €perturb K €main- Moreover, if we choose § ~ 0,
we have from (34)-(35) that (u;,w;) ~ 0, so that only a small portion of the
variations of M in the directions of span <{u] }§:1> can be captured by the
observation operator. In particular, if we consider the case where § = 0 and
€perturb = 0, we obtain the same setup as in Example 1: W is orthogonal to
M = Enain C span ({uj}§:1> and the point-estimate manifold M reduces

J
so that the directions {u; }2?:1 correspond to directions of large uncertainties
in Mpost.o

Hereafter, we consider the following scenario: we set k = 5, Npax = 50,
§ =107%, €main = 1 and €perturb = 1073; the weights 7 in the definition of
Eperturb are defined as follows:

to the singleton {0}; on the other hand, we have u; = v} and <'w;f, 'v;‘> =0

0.85 Nmax  j =1 k,
=4 (37)

0.85- 0=k j > k.

As we will see below, this choice of y; (together with the definition of W and

V') is such that the point-estimate manifold M has small variations in the
. . k
directions of span ({uj}j:1)-
In our simulation, we chose the ONB {f)j}?;“fx arbitrarily and con-
structed {ﬁ)j}yjf" so that (34)-(35) is satisfied. Regarding the definition
of Mprior, we considered both the cases where L =1 and L = 11.

We now consider the application of the procedures presented in Sections
4.3 and 4.4 to the two setups described above. For the construction of Mst,

°In particular, as long as prior (22) is considered, {u; }?:1 corresponds to some degen-
erate directions of the ellipsoid & in (25).

25



we draw Ngamples = 5 elements randomly from M,ior N Hp, for each h € M
by using the methdologies described in Algorithms 2 and 3. In step 1 of
Algorithm 2, we define the distribution on 7 as follows:
2t with probability 0.1
Zq;erdim(Wimvl)&z p y Y.l
™= = 104 Zq—pjgz_ (38)
=129 with probability 0.9,

_ q—p+dim wlnvl
103551 J2+Zj:q—P+1( ¢z

where the §;’s are independent realizations of a zero-mean Gaussian distri-
bution. The first row in (38) leads to a uniform sampling of Mpyior N Hp,
whereas the second one favors the directions of greatest uncertainty. In step
4 of Algorithm 2, we approximate the uniform sampling of {d; }ZH over R"™¢

by a uniform drawing over [—10, 10]" 9.

Fig. 2 and 4 represent the maximum projection error obtained by pro-
jecting the element of M onto different approximation subspaces obtained
in Setups 1 and 2, respectively. These figures thus illustrate the actual re-
duction performance obtained by different approximation methods. On the
other hand, Fig. 3 and 5 represent the maximum error obtained by project-
ing the elements of Mot onto the same approximation subspaces for Setups
1 and 2, respectively. Since M is the largest manifold compatible with
the prior constraint (2) and the received observations (see Lemma 1), the
curves in Fig. 3 and 5 thus provide the worst performance attainable over the
set of feasible manifolds. The parameters m and n defining the observation
operator and the prior manifold used in each simulation are mentioned on
the top of each figure.

The approximation subspaces considered in all these figures are obtained
by applying Algorithm 1 on:

e the true manifold M (“perf”).

e the posterior manifold M defined from a prior made up of either a
single (22) or an intersection (15) of degenerate ellipsoids (respectively
“post single” and “post multi”). These curves thus represent the perfor-
mance achievable by (approximatively) solving the worst-case optimal
problem (13). We note that different experiments may lead to different
performance since the snapshots are drawn randomly from M. (see
Algorithms 2 and 3). This variability of the results is reported in the
figures: for each simulation point, we ran 20 experiments and averaged
the results to obtain the main curve; the shaded area surrounding this
curve represents the interval containing the performance obtained for
all the 20 experiments.
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e the point-estimate manifold M 2 {h}pecaq, where h is the solution of
(27) with Mypyior defined as in (22) (“point”). We do not consider the
case where M ior is defined as in (15) since, in this case, problem (27)
does not have any simple analytical solution (the problem is actually
NP-hard [18]).

We have also reported the Kolmogorov i-width, &;(Mprior), of the priors
used by the different procedures (“prior single” and “prior multi”) as a point
of comparison. Regarding Fig. 3 and 5, we note that the definition of M
depends on the choice of M, ior. The curve “post multi” has been computed
by using the definition of Mypyior in (15). The other curves (“perf”, “point”
and “post single”) have been evaluated by considering the posterior manifold
in the case where (22) holds.

We now discuss the performance achieved by the different methodologies
mentioned in the paper. The dark blue curve (“perf”) in Fig. 2 and 4 cor-
responds to the performance which can be attained if one has access to the
true solution manifold M. The other solid curves illustrate the performance
obtained by exploiting partial observations in the reduction process. As far
as the procedures introduced in this paper are concerned (“post single” and
“post multi”), we observe that the presence of partial observations (almost)
always leads to some improvement as compared to the Kolmogorov i-width of
the prior used in the reduction procedure. This behavior could theoretically
be expected from (14) since one must have supy, ¢ dist(h, S;) < Ki(Moprior)
as long as the approximation subspace S; is computed as the solution of
(13). Because we only consider an approximate implementation of (13) (we
draw a finite number of snapshots from My and use a greedy strategy to
search for a solution of (13)), we can nevertheless observe some (limited)
degradations of the performance with respect to £;(Mprior) in some regions.

On the other hand, the behavior of the procedure based on point esti-
mates heavily depends on the considered scenario. We see in Fig. 2 that,
as long as Setup 1 is concerned, the approximation subspace leads to good
reduction performance for all choices of m and n except for m = 25, n = 45.
The latter case corresponds to the scenario where Mo has more degrees of
freedom (i.e., n = 45) than the number of observations (i.e., m = 25); hence
the point estimates (28) computed from the received measurements {(w, h)}
are poor representatives of the true elements h € M. On the other hand,
when Setup 2 is considered, we see in Fig. 4 that the point-estimate ap-
proach may, in some cases, not bring any improvement over the performance
achievable by the prior manifold (m = 25, n = 25 and m = 45, n = 45) or
even degrade the performance (m = 45, n = 25).
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Figure 2: Setup 1: Maximum error obtained by projecting the element
of M onto different approximation subspaces. The abscissa represents the
dimension ¢ of the approximation subspace. Each figure corresponds to a
particular dimension of the prior and observation subspaces, V and W. Re-
garding the curves “post single” and “post multi”, we ran 20 experiments for
each simulation point and averaged the results to obtain the mains curves;
the shaded area surrounding these curves represents the interval containing
the performance obtained for all the 20 experiments.
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Figure 3: Setup 1: Maximum error obtained by projecting the element
of Mpest onto different approximation subspaces. The abscissa represents
the dimension ¢ of the approximation subspace. Each figure corresponds to
a particular dimension of the prior and observation subspaces, V and W.
Regarding the curves “post single” and “post multi”, we ran 20 experiments
for each simulation point and averaged the results to obtain the mains curves;
the shaded area surrounding these curves represents the interval containing
the performance obtained for all the 20 experiments.
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Figure 4: Setup 2: Maximum error obtained by projecting the element
of M onto different approximation subspaces. The abscissa represents the
dimension ¢ of the approximation subspace. Each figure corresponds to a
particular dimension of the prior and observation subspaces, V and W. Re-
garding the curves “post single” and “post multi”, we ran 20 experiments for
each simulation point and averaged the results to obtain the mains curves;
the shaded area surrounding these curves represents the interval containing
the performance obtained for all the 20 experiments.
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Figure 5: Setup 2: Maximum error obtained by projecting the element
of Mpest onto different approximation subspaces. The abscissa represents
the dimension ¢ of the approximation subspace. Each figure corresponds to
a particular dimension of the prior and observation subspaces, V and W.
Regarding the curves “post single” and “post multi”, we ran 20 experiments
for each simulation point and averaged the results to obtain the mains curves;
the shaded area surrounding these curves represents the interval containing
the performance obtained for all the 20 experiments.
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The performance achieved by the point-estimate procedure in Setup 2 can
be understood by noticing that the point-estimate manifold M = {h}pem
takes the following form:

min(n,m) m m
M=<h= ,3]'5] + Z B]ﬁJ] : 27]25]2 < 612)erturb : (39)
j=1 j=min(n,m)+1 Jj=1

We first note that M is contained in a subspace of dimension m and the
greedy procedure defined in Algorithm 1 thus necessarily stops after m iter-
ations. Moreover, since 6 ~ 0, the main directions of M, namely {uj};?:l,
are such that {uj}?zl ~ {fyj};?:l. On the other hand, the subspace {'Dj}?:l
corresponds to the directions of smallest amplitudes in M because of (37).
Hence the greedy procedure applied on M will select the directions {9, }§:1
after only m — k iterations, explaining the observed results. In particular, in-
creasing the number of observations may degrade the performance (compare
the cases m = 25, n = 25 and m = 45, n = 25). We also note that, unlike in
Setup 1, the point-estimate procedure may decrease the approximation error
in the case m = 25, n = 45 for ¢ > 25. This is due to the fact that, in the
particular scenario considered in Setup 2, the n — m = 20 unobserved direc-
tions of V' are (by construction) orthogonal to the main directions {u; }§:1
of M.

Regarding the worst-case performance, we see from Fig. 3 and 5 that,
quite logically, the best results are obtained by the subspaces optimizing the
worst projection error over the elements of Mpos. In particular, although
the point-estimate approach may outperform the proposed procedure regard-
ing the approximation of M, it always leads to inferior performance in the
worst-case scenario. Interestingly, we also observe that the subspace com-
puted from the true solution manifold M may, in some cases, lead to poor
performance, showing that the information contained in the true and the pos-
terior manifolds is quite different. We finally note that since M C Mo,
we have

sup dist(h,Si) < sup dist(h, 5)),
hEM heMpost

for any approximation subspace ,SAQ Hence, the curves in Fig. 3 (resp. Fig. 5)
constitute (approximate?) upper bounds on those represented in Fig. 2 (resp.

PThese bounds are only approximate since, in practice, we only draw a finite number
of snapshots from Mposs.
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Fig. 4). Since these bounds only depend on M., they can always be
computed in practice, even if the true solution manifold M is not available.

Regarding the performance achieved by the subspaces computed from
the posterior manifold M., the choice of the prior manifold seems to play
a crucial role in the minimal projection error which can be attained. In par-
ticular, the smaller the width €r,, the lower the minimal projection error. The
number of observations seems to only have an impact on the minimum sub-
space dimension required to reach a given approximation error. For example,
in Fig. 3 the minimal projection error achievable for n = 25 is roughly 10~2
irrespective of the number of observations, whereas an error as low as ~ 10~
can be obtained by setting n = 45. In the latter case we note, as far as the
case L = 21 is concerned, that an approximation error of roughly ~ 1072
can be obtained from ¢ ~ 10 when m = 45 whereas one needs to increase
the dimension of the approximation subspace up to ¢ ~ 25 to obtain the
same performance when m = 25. In the next section, we will provide some
theoretical insights into these observations.

6 Theoretical analysis

In this section, we provide a theoretical analysis of the reduction perfor-
mance achievable within our partially-informed framework. We consider the
following simplified scenario:

M c 2N Mpriora (40)

where

Y 2 {h:dist(h,U) < €}, (41)
Mopsior = {h : dist(h, V) < ¢},
for some subspaces U C V', with dim(U) = k, dim(V') = n and some scalars
€, € > 0. In words, we assume that the unknown manifold M is contained in
the intersection of two degenerate ellipsoids but only one of them (namely
Morior) is known a priori. This scenario thus corresponds to the particular
case where Mior is defined as in (22).

Our goal is to relate the reduction performance obtained by the worst-
case optimal approximation subspace SP°* defined in (13), to the values of
k, n, €, € and the choices of V., W. We show below that the latter is closely

min(m,n) ¢ the Gram matrix G defined in

related to the singular values {\;} =1

Section 4.2.
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In order to state our result, we first need to introduce some notations.
First, let us remind the following notations, introduced in Section 4.2:

p =card({j: )\ =1}),
q =card({j:\; >0}).

As mentioned previously, the operational meaning of these variables is as
follows: p represents the number of dimensions of V' which are included in
W, that is p = dim(W N V'); n — ¢ corresponds to the number of dimensions
of V' which are orthogonal to W, that is n — ¢ = dim(VVL N V). In a
nutshell, ¢ thus represents the number of measurements (out of m) providing
information about the position of points in V.

We also introduce the following new variable

k* = min(n, k +n — q),

and the sequences &; and k;:4

o0 i=1,...,k* =1,
Ri2Q (e+ N1 4y i=k o n—1, (42)
€ i=n,...,dim(H) — 1,

_ A{oo i=1,...,k+dim(Wt) -1, (43)

T e i=k+dim(Wh), ..., dim(H) - 1.

We are now ready to state the following result, whose proof is postponed
to Section T:

Theorem 1. If M and Mypyior verify (40)-(41), then the following inequality
holds:

Ki(Mpost) < min(R;, ki) for all i.

Interestingly, the upper bounds &; and k; appearing in Theorem 1 only
depends on a set of simple parameters defining the partially-informed reduc-
tion problem, namely k, n, €, € and the singular values of the Gram matrix
G, characterizing the interplay between the prior and observation subspaces,
V and W. This few number of parameters enables an easier understanding
of the performance achievable by the worst-case reduction methodology pre-
sented in Sections 3 and 4. Let us recall that the largest projection error

min(m,n)

9We remind the reader that the singular values {\;}’

=1 are assumed to be sorted
in a decreasing order of magnitude.
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induced by the optimal approximation subspace S} ' is bounded by the
Kolmogorov i-width x;(Mpest), see (14). The upper bound in Theorem 1
thus also defines an upper limit on the projection error made by reducing
the true, unknown, manifold M in the worst-case optimal subspace SP**.

In order to ease the discussion of the result stated in Theorem 1, we will
suppose in the rest of this section that"

M=7, (44)

where ¥ is defined in (41). If € is small, (44) is tantamount to assuming that
M has an “intrinsic dimensionality” equal to k, i.e., the elements of M can
vary with no constraint in a k-dimensional subspace U but can only deviate
from the latter by a small amount € in all the other directions.

The result stated in Theorem 1 can then be discussed in light of the
following comments. First, the Kolmogorov i-width of M takes a very simple
form under hypothesis (44), i.e.,

,%(M):{oo if i <k,

€ otherwise.

(45)

The latter provides the best performance which can be achieved by any
reduction procedure. In particular, we recall that

ki(M) < sup dist(h, SP). (46)
heM
On the other hand, we have from (14) that
sup dist(h, S7*™) < #i(Mpost) < £i( Mprior)- (47)

heM
As discussed in Section 3.2, k;(Mprior) is the best-achievable worst-case per-
formance when only Myyior (but no partial observations) is taken into ac-
count in the construction of the approximation subspace. Under assumption
(41), the Kolmogorov i-width of My, takes again a very simple form, i.e.,

oo if i < n,

Ki(Moprior) = { . (48)

€ otherwise.
The gap between k;(M) and K;(Mprior) represents the potential improve-
ment which can be obtained by the presence of observations. Theorem 1
provides an upper bound on the minimal improvement which can be at-
tained by considering SP° as an approximation subspace. In the simple
setup considered here, this improvement can be discussed at two different
levels:

"We note that satisfying (40) then requires € < €.
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e The transition from an infinite to a finite approximation error: we
ideally wish to obtain a finite projection error for an approximation
subspace whose dimension is as close as possible to k (we remind the
reader that we assume M = ¥ in the present discussion);

e The approximation error for large dimensions of the approximation
subspace: when the size of the approximation subspace increases, we
ideally wish to attain a projection error as small as possible.

Obviously, achieving a finite projection error when reducing the solution
manifold M (resp. prior manifold Mpyior) requires to consider approxima-
tion subspaces of dimensionalities greater than or equal to k (resp. n). On
the other hand, we see from the definitions of ; and k; that the approxima-
tion subspace Slp " enables to attain a finite projection error as soon as its
dimension is greater than or equal to min(k*, k + dim(WL)). By definition,
k* is always greater than or equal to k but smaller than or equal to n.

The number k + dim(WL) corresponds to the “intrinsic dimensionality”
of M (that is dim(U) = k) plus the number of dimensions of H which
are not measured through our observation operator (that is dim(W+)). The
number k* £ min(n, k+n—q) has also an easy interpretation. The first term
in the minimum corresponds to the number of directions in which we have
a priori an infinite uncertainty about the position of M, that is dim(V) =
n. The second term is equal to the intrinsic dimensionality of M (that is
dim(U) = k) plus the number of components of the prior subspace V' which
cannot be measured via our observation operator (that is n —¢). The “non-
observability” of some directions of V means that if some elements of M have
nonzero components in these particular directions, the collected observations
provide no information about their magnitudes. When k* = k 4+ n — ¢, the
terms “k” and “n — ¢” thus have different meanings: k is the number of
directions along which the elements of M do have a large variation whereas
n — q represents the number of directions along which, given the received
observations, M could have a large variation.

We note that k + dim(WL) < k* only if the number of collected ob-
servations is large as compared to the dimension of H. In particular, if
dim(#) = oo, we have dim(W+) = oo so that the transition from infinite
to finite approximation error always occurs at k*, i.e., k; < k; = oo Vi.
Moreover, we have k* < n as soon as k < ¢, that is when the number of
observable components of V' is larger than the intrinsic dimensionality of M.
In particular, in the case dim(#) = oo, a finite approximation error occurs
at k* = k when ¢ = n, that is all the components of V' are observed.
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Let us now discuss the projection error which can be attained for approx-
imation subspaces of “sufficient” dimensionalities. From (45)-(46), we note
that the best achievable performance is lower bounded by €. This projection
error can be attained for ¢ > k + dim(WL) as suggested by Theorem 1 and
the behavior of k; in (43). Nevertheless, as mentioned previously, dim(Wl)
can be very large when the number of collected observations is small as
compared to the dimension of the ambient space H. In particular, when
dim(#H) = oo, the transition of k; to € never occurs.

In such a case, as suggested by Theorem 1, the behavior of r;(Mopogt)
is upper bounded by &;. For large values of i, we can see that ; converges
to €. Hence, as far as the number of observations is small with respect to
the dimension of H, the best projection error which can be achieved for
approximation subspaces of “moderate” dimensions seems to be related to
the width of the prior manifold Mpior. On the other hand, the rate at
which the projection error tends to € is connected to the conditioning of
G. Indeed, we see from (42) that &; behaves like (e + €) )\q_il(iik*) in the
range ¢ = k*,...,n — 1. If ¢ < ¢, we thus have K; ~ é)\;_l k) é
provided that A\, ;_x«) =~ 1. In such cases, we may thus hope to attain
an approximation error close to € for ¢ < n, hence improving over the best
performance achievable from the prior model, i.e., (48).

We remind the reader that the Gram matrix G (and thus its singular
values {\; };-n:lri(m’n)) characterizes the interplay between the prior and obser-
vation subspaces, V' and W. In particular, some of the singular values \;
will be close to one (resp. zero) if some directions of V' are almost included
in (resp. orthogonal to) W. For example, if V' C W, we obtain p = ¢ =n
and

N=1 j=1,...,n,

so that k; = é+€ ~ € for i > k when € < €. On the other extreme, assuming
that W is orthogonal to V leads to

Aj=0 j=1,...,min(m,n),

so that p = ¢ = 0 and k* = n. In such a case, the performance cannot be
improved over that obtained by exploiting the prior manifold Mo only.

To conclude this section, we revisit the empirical results presented in
Section 5 in the light of Theorem 1. We focus our discussion on Fig. 3
which is the more amenable to a connection with our theoretical results.

First, let us draw a link between the simulation setup in Fig. 3 and the
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parameters defining %; and k;. From the dark blue plain curve in Fig. 2, it
can be seen that M is included in a degenerate ellipsoid with £ = 4 and
width € ~ 107°.5 As far as the case L = 1 was concerned, we considered two
different dimensions for the subspace V', that is n = 25 or n = 45. These two
choices led to é ~ 1072 and € ~ 10™%, respectively. Hence, we have € < ¢ in
both cases. The observation subspace W was drawn uniformly at random,
so that the situation p = 0 and ¢ = min(m,n) occurs almost surely in our
simulations; in this case, k* takes the simple form £* = k 4+ n — min(m, n).
We considered a number of observations equal to either m = 25 or m = 45.

For these choices of parameters and for the dimensions of the approxima-
tion subspaces considered in our simulation (that is ¢ = 1,...,50), the bound
%; prevails in Theorem 1. Indeed, dim(W+=) > dim(H) — 45 = 2113 — 45 =
2068 so that k 4 dim(WW+) > 2072 and &; = oo for the range of interest.

Although Theorem 1 only provides an upper bound on k;(Moypost), the
empirical performance presented in Fig. 3 seems to be in good accordance
with the latter. First, we can notice that the performance achieved by the
worst-case approximation subspace SP° (plain magenta curve) saturates
at € for large i. As predicted by Theorem 1, the number of observations
does not have an effect on this error floor but rather impacts the rate at
which the latter is reached. Theorem 1 also gives good insights into the
range of dimensions in which small approximation errors can be attained.
Of particular interest for us is the case where m = 25, n = 45 for which
k* =k+n—m=k+20 (k* = k in all other cases); n —m = 20 corresponds
to the number of dimensions of V' which are not observed. In practice, we can
therefore not expect to have a small (worst-case) projection error if i < 20.
This is what we observe' in Fig. 3.

7 Proof of Theorem 1

In this section, we provide the main steps of the proof of Theorem 1 (the
technical details are postponed to the appendices). The simple observation
underlying the proof is as follows: for any Mgt such that Mpost € Mpost

°*In the discussion below, we implicitly assume that the 4-dimensional subspace defining
the ellipsoid is included in the prior subspace V', so that our simulation results can be
discussed in light of Theorem 1.

*The error is not infinite in this range because of the way we generate the posterior
manifold Mpost, see Section 5.
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and VS; with dim(S;) = ¢, we have

Ri(Mpost) < max dist(h,S;). (49)
hEMpost

The result stated in Theorem 1 then follows from (49) and some specific
choices for Mot and S;. These choices are described in Sections 7.1 and
7.2.

7.1 Definition of Mpost

We give hereafter three possible choices for Mpost that will be exploited in
our proof in Section 7.2. First, we have by definition

Mpost g Mpriora (50)

so that Mpost = Mprior is a valid choice. Moreover, since we assume that
M C X, we also have

Mpost - UhEZHha (51)
Mpost - Mprior N UhEZHh~ (52)

The right-hand sides of (51)-(52) thus constitute two other possible choices
for Mpost.

A precise mathematical characterization of Upex;(Mprior N Hp) is given
by (see Appendix A)

Mprior N UhEEHh = 0 @ 87 (53)

where

n

e U2U0a span <{v;‘} ) is a linear subspace

J=q+1

e & is an ellipsoid defined as follows: h € &£ if and only if h can be
written as

q X dim(W+nvL) m
h=3" A;l((l—xﬁ)iaj—bj)cﬁﬁ Yo g+ Y au,
Jj=p+1 j=1 j=1

(54)
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1 .
where @, = (1 — A?) ? (v;‘ — )\jw;f), {Il)j}j;ni(wlmvl) is an (arbi-

trary) ONB of W+ NVE, and the coefficients aj, bj, c; obey the fol-
lowing constraints:

m dim(W+nvt)

q
doa+ > v+ ) g<é

j=q+1 j=p+1 j=1 (55)
m

2 2
g ajge.
Jj=1

The vectors v, w; and ¢; which appear in the above characterization are
those introduced in Section 4.2 with the following conventions: V is the
subspace characterizing Mpyior in (41); W is the observation subspace intro-
duced in (3).

7.2 Computation of upper bounds on r;(M pest)

In this section, we prove the upper bound stated in Theorem 1 by exploiting
(49) for different choices of Mpost and S;. The upper bound &; straightfor-
wardly derives from the definition of /\;lpost given in (51); k; results from a
combination of the upper bounds obtained from the definition of Mpost in
(50) and (52). The detailed calculations are provided below.

7.2.1 Case Mpost = Unex Hp

: We first note that
UhEZHh = {h : dlSt(hv UhEUHh) < 6}3 (56)

where Upcy Hp, is a subspace of dimension at most equal to k + dim(WJ-).
Hence, if we let S; be such that UpcyHp C S; for ¢ > k + dim(WL), we
obtain

Ki(Mpost) < €. (57)
7.2.2 CaSe Mpost — Mprior
. Since Ki(Mpost) < Ki( Moprior), setting Mpost = Mprior in (49) leads to

© 1=1,....,n—1,

Ki(Mpost) < { € i=mn,...,dim(H)—1. (58)
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7.2.3 CaSe Mpost - Mprior m UhGEHh

: We note that the dimension of the subspace U defined in Section 7.1 is
at most equal to min(n,k+n —¢q) = k*, where k* < n follows from the
inclusion U C V. Fori=k*,...,k*+q—p—1, weset S; = UEBR, where
R is an (i — k*)-dimensional subspace given by

R £ span ({¢j ;]':q—(i—k*)""l) '

We note that

PSL(h)H.

i

max dist(h,S;) = max
heMpost heMpOSt

Moreover, because of the characterization of Myrior N Upes Hp, in (53)-(55),
we have that

q—(i—k*) ) dim(WLnvt)
HPSZL(h)H - PSZ# Z A;1<(1_A?)§aj_bj>¢j+ Z v+
Jj=p+1 j=1
q—(i—k*) ) dim(W+nvt) m
= Z A;1<(1_A?)§aj_bj)¢j+ Z Cj¢j+2ajw;f s
J=p+1 j=1 j=1
q—(i—k*) ) ) dim(WLnvt) m 2
= Z )\;2((17)\32»)2%71)]-) + Z c?—i—Za?
Jj=p+1 j=1 j=1
(59)

holds for any h € Mrior NUpex Hp, where the last equality follows from the

orthogonality of {'w’]" };n:l, {¢j ;I‘:p-u and {d;j}qim(wLva)

7j=1
AT).
Finally, since the coefficients a;, b; and ¢; must satisfy the constraints in
(55), we have

1 2 2
. N < -2 EEVEN . 2 o 2
her%liist dist(h, S;) < (Aq(zk*) <(1 Ng—(i—k )> €+ e) +e€ ) )

(see Appendix

<AL g @+ o). (60)
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We follow the same reasoning for i = k*+q¢—p,..., k*+q— 1. We set

S, =Ua span ({qﬁj 3:p+1) @ R,

where R is some arbitrary (i — (k* + ¢ — p))-dimensional subspace. From
the particularization of Myyior N UpesiHp, in (53)-(55), we have for any h €
Mprior NUnexHp:

dim(W+nvt)

[Pl =P | X e+ Xawi]|,
j=1

k2
=1

dim(W-nv+t)

m
Z le[)j + Z ajw; s

J=1 Jj=1

IN

N

dim(WLnvt)

S B SEEES v

Jj=1 J=1

dim(W-nv+
where the last equality results from the orthogonality of {w}." | and {'t/}l}z;nll( " )

Since the coefficients a; and ¢; must satisfy the constraints in (55), we
finally obtain

1
max dist(h, S;) < (é2 + 62) 2<é+e (61)
heMpost

We note that since \; = 1 for j = 1,...,p, the upper bounds stated in
(60) and (61) can be jointly rewritten as

max  dist(h, S;) < A4 €+ ), (62)
heMpost !

fori=k* ..., k*4+q— 1.

7.2.4 Definition of g; and &;

: R; 18 a direct consequence of the bound derived in Section 7.2.1. The defi-
nition of &; results from a combination of the bounds (58) and (62) exposed
in Sections 7.2.2 and 7.2.3.

In order to obtain the tightest bound on k;(Mpoest), R; must be equal to
the minimum of (58) and (62) for each index i at which both bounds are
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defined. Since €+ ¢ > ¢, the bound in (58) is always smaller than (62) when
i > n. This leads to the last line in (42). On the other hand, when i < n
the bound in (58) is infinite and (62) thus takes the lead. This results in the
second line in (42).

We note that the bound in (62) is always well-defined in the range i =
k*,...,n—1 since

E*+¢—1=min(n+qg—1,n+k—1),
> n.

8 Conclusions

In this paper, we tackle the problem of finding a good approximation sub-
space for a solution manifold M. Unlike in the standard setup where the
solution manifold is assumed to be known, we assume that only partial in-
formation is available on the latter. More specifically, we suppose that we
have the following information at our disposal: i) we know that the target
manifold is included in a larger set, dubbed “prior manifold”; i) we have ac-
cess to a set of partial linear observations for each element of M. This setup
corresponds, for example, to the ubiquitous situation where some parame-
ters of the system to approximate are imperfectly known but some sensing
device can provide us with partial measurements of the state of the system.
In this work, we thus address the following questions: how to combine
the prior knowledge and the collected measurements to build a good approx-
imation subspace for M? In particular, what performance can one expect?
We provide an answer to these questions at both a practical and theoret-
ical level. From a worst-case perspective, we show that the best-achievable
performance is characterized by the Kolmogorov width of a well-defined man-
ifold, the so-called “posterior manifold”. Motivated by this finding, we pro-
pose a tractable algorithm, combining samples from the posterior manifold
and a greedy procedure, to achieve performance close to the optimal solu-
tion. The theoretical behavior of the proposed methodology is finally stud-
ied in a simplified scenario, where the prior manifold is assumed to be a
degenerate ellipsoid. We emphasize that the performance achievable in the
partially-informed setup is highly dependent on the behavior of the singular
values of the projector between the prior and the observation subspaces.
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A Technical Details

A.1 Space Decomposition in the Suitable Bases

In this section we elaborate on some simple facts that will be useful in the
rest of the appendix. The material presented hereafter takes the form of two
remarks (see Remarks A and B below) and mainly derives from the discussion
carried out in |18, section 2.4]. In particular, we exploit the following lemma
from [18]:

Lemma 2. Let X and Y be two linear subspaces of H. Then,
Y = Pr(X)@ (Y nxt), (63)

where Py (X) and (Y N X*) are orthogonal.

Remark A: H can be decomposed as the direct sum of four orthogonal
subspaces, namely:

H=Py(V)a (W N Vi) &P, (V)& (WL N Vi) . (64)

=W WL

This follows from the application of Lemma 2 with Y <+ W, X < V and
Y « W, X < V respectively.
Moreover, ONBs of the first three spaces in (64) can be derived as a

m n
function of the suitable bases {w;‘} / {v;‘} . defined in Section 4.2.
j= j=

First, {w;k }jZI is an ONB of Py, (V') by definition." Second, since {w;‘ };n:l
is an ONB for W and, from Lemma 2, W = Py, (V)® (W N V+) with Py, (V)

orthogonal to WNV+, we have that {'w;‘}m . is an ONB of WNV . Third,
i=q+

-1 * * q * 1
f-3)7 ) - qu,uj)}j:p+1 U{w (65)

is an ONB of P,;,, (V). This can be found by projecting {v;‘}n . onto W+

and observing that the resulting elements are mutually orthogonal. More
specifically, exploiting property (20) and using the fact that w} = v} when

“We remind the reader that ¢ is defined as ¢ = card ({j : A; > 0}).
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Aj = 1, we obtain:

Py (v5) = v — P (v5),

0 lf]:177p’
_ ;f_/\j,w;f ifj=p+1,...,q, (66)

Let us note that there is usually no ONB of WNV+ which can be expressed

m n
as a simple function of {'w;‘} and {vj} ' In the sequel, we will thus
]:

j=1
dim(WLnvt)

i1 to denote an arbitrary ONB of WtV =+,

use the notation {wj}

Remark B: Using Lemma 2, the subspace V= can be decomposed as
the following direct sum:

vi=p, (W)e (WL N VL>, (67)

where P, L (W) and (Wl N VJ-) are orthogonal subspaces. We also have
that
2 -1 * * 4 * M
{O=X) 7 wy =2} ufwi}r (68)

Jj=p+1
constitutes an ONB of P, (W). This can be seen by projecting the ONB

m
{wj} - onto V- and noticing that the resulting vectors are mutually or-
]:

thogonal. In particular, exploiting property (20) and using the fact that

* %

wj = v} when \; = 1, we find:
Pvi(w;) :w; _PV(wj)’
0 forj=1,...,p,
_ -l forj=p+1,....q, (69)
w;‘ forj:q+1,...7m.

A.2 Characterization of M., N Hy,

In this section, we provide a mathematical characterization of Mo N Hp,
in the case where Mo is defined as in (22).
Let h € H. By definition, for any h' € H, we have

h' € Hy, — (w}, ') = (w} k) for all i <m,

B e Myior <= ||P,. ()| <& (70)
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Because of our considerations in Remark A in Section A.1, any h’ € H can
be expressed as (in the expression below we simply express b’ € H in the
ONBs of four subspaces appearing in (64))

) dim(WLnvt) n
Za]w + Z Bi(L=X3) (v = nwh) + D e+ Y djl,
J=p+1 Jj=1 j=q+1

(71)

for some o, B}, ¢j, dj € R. Hereafter, we express the conditions in (70) in
terms of these parameters.
On the one hand, the first condition in (70) simply reads

aj = <'w;f,h> for all j < m. (72)

On the other hand, the second condition in (70) can be rewritten as fol-
lows. Starting from (71) and using the fact that

P, (R) = Z@],h'm,
we find:
a 1
PVJ-(h’/) = Z O‘J( Z o;w Z BiAj ) 2(“’;_)‘]"“;)
Jj=p+1 Jj=q+1 Jj=p+1
dim(WLnvt)
+ Y oy, (73)
j=1
q ) dim(WLnvt)
-3 (ajfﬁjAj(kA?)*?)(w - Z Gwi+ Y g
J=p+1 J=q+1 J=1

(74)

Now, because all the terms in the last expression are orthogonal®, the second
constraint in (70) takes the form:

q N m dim(WLnvt)
223 (a-Bn0-N)7) -+ Yl Y 4
J=p+1 J=q+1 Jj=1
) dim(W+nvt)
Z (a1 -22)7 -6 j) + Z 2+ Y & (1)
Jj=p+1 J=q+1 J=1

#This can easily be seen from Remark B in section A.1.
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As a conclusion, (71) together with (72) and (75) fully specify the ele-
ments of Mpior N Hp,. For future use, we re-express this system of equations

1
by making the following change of variable: b; = \; (aj )\;1 (1 — )\3) - Bj>

for j = p+1,...,q. We then obtain that any h’ € MpriorNHp, can be written
as’

q m q 1
h/:Zaj/\j_lv;—l— Z ajwh — Z b (1= A9) 72 (v — Njw))
j=1 j=q+1 j=p+1
dim(WLnvt) n
+ Z i+ Z dj’U;, (76)
j=1 j=q+1

with

aj = <w}f,h> for all j < m,

dim(WLnvt)
Z;’n:q+1 ajz + Z?:erl b32 + Zj:l

(77)
032- < 2.

A.3 Characterization of Upes(Moprior N Hp)

In this section we show that Upex(Mprior N Hp) can be expressed as stated
in (53)-(55). We start from (76)-(77) and particularize the expression of the
a;’s when h € ¥ to obtain the result.

First, notice that any h € ¥ can (by definition) be written as h = u + z
where u € U, z € Be and B = {h € H : ||h| < €} is the ||-||-ball of radius e.
Using the fact that U CV and H = W @ W, u and z can be re-expressed
as

n

u = Z<'v;, u>v;, (78)

J=1

z= Z ajw; + Py (2), (79)
j=1

"To obtain the first term in (76), we use the fact that 37_ ., a; A;lvj +32F yw; =
> ozj/\j_lv;7 since vj = w} and A\; = 1 for j < p, see Section 4.2.
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we obtain from (20) that

aj = <w;,h>,

= (wf,u) + (w], 2),

_ Aj<v;f,u>+aj ifi=1,....q, (50)
a; ifj=q+1,...,m.

Hence, the first term in (76) becomes:

q q q
S aatr =3 (wruper + ) A el (81)
j=1 j=1 j=1

Moreover, because z € B, the a;’s must verify:

m

E 2 2
aj S €,

j=1

since

m

2 2
3@ = [P(2)]? < |l2)? < &.
j=1

Combining these results and re-arranging the terms in (76), we obtain
that Upes(Moprior N Hp,) is characterized by the following set of equations:

q n 4q 1
-1 2\ "3
R=D (v upvs+ > divs = > biAT (1= A3) 2 (v — Aw))
Jj=1 Jj=q+1 Jj=p+1
dim(WLnv+t) m q
+ Z cjh; + Z a;w; +Zaj)\j_1v;, (82)
J=1 Jj=q+1 j=1
with
m 2 q 2 dim(WHnvh) o
{ T D 3 I D D Y o
D jerai <€

Because u € U and there is no constraint on the d;’s, the first two terms in

(82) define the subspace Py, (U)@®span ({Uj }j:q+1) = Uspan ({Uj }j:qﬂ),
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It thus remains to show that the last terms in (82) together with the
constraints (83) define £ as in (54)-(55). This simply follows by re-expressing
the last term in (82), that is 23'21 aj)\j_lv;f, in terms of its components in W
and W+, More specifically, using the suitable bases for Py, (V) and Py (V)
defined in Section A.1, we find

q q

-1 x| _ ok

Py, g A av | = E ajwj,
j=1 j=1

q

q

-1 _ % _ 1 L

Py Z)\j ajv; | = Z a])\j ('vj )\]w]).
Jj=1 Jj=p+1

The result then follows by plugging these expressions into (82).

B Weak and algebraic formulations of the Thermal-
block Problem
Let H'(Q) denotes the Sobolev space of order 1 on  and let
X=1{he H'(Q) : h satisfies the Dirichlet conditions of problem (32)}.

Using the derivations of |21, Section 2.3.1|, we have that the weak formulation
of (32) can be written as

find h € X such that a(h,h’) = b(h’) Vh' € X (84)
where

a(h,h') = / k(x,0)VThVH dx,
Q

b(h') = /Q s(x)h/dx + /F ck(x,0) 'h'dx.

Let X be a finite-dimensional subspace of X (for example generated by
a basis of finite elements). A discrete approximation of (84) can then be

defined as
find h € X such that a(h,h') = b(h') Vh' € Xg.. (85)

Considering an ONB of X, say {(pj};\]fe, the algebraic formulation of (85)
reads

find the solution of Ah = b, (86)
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where the elements of matrix A € RNteXNte and vector b € RNt are defined
as

Al’,j = a((pi? ij)a
bj = b(y;)-

We note in particular that if ¢ = 0 and the source term decomposes as

s(x) =505, (87)
J

we simply have b; = s; because of the orthogonality of the cp;s.

Let us now elaborate briefly on the second simulation setup considered in
Section 5. We argue that any vector h € RN (or equivalently any h € X.)
can be obtained as the solution of (86) (resp. of (85)) by properly choosing
the source term s(x). This can be seen as follows. First note that A is a
fixed matrix if the parameter 6 is set to a fixed value. Let s be the vector
gathering the s;’s in (87). Then, by choosing s = A™'h, it can be seen that
the solution of (86) is h because we assume that ¢ = 0 in our simulation
setup. The solution of (85) is obtained by using (87) with s = A~1h.

C Summary Appendix

This appendix is intended to ease the reading of the paper by gathering
the main elements appearing in the core of the paper. The goal is to allow
the reader to access “at a glance” to the most important definitions and
relationships.

The paper addresses the problem of finding a good approximation sub-
space for a solution manifold M defined as

M= {h(0) € H:0c 0},

where h(f) is the solution of some PPDE depending on parameter §. No
particular constraints are imposed on M. The best possible worst-case ap-
proximation error of the elements M in a subspace of dimension 7 is given
by the Kolmogorov i-width:

(M) = inf dist(h, S) ).
= ()
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If the above optimization problem admits a minimizer, we denote the latter
by Sferf, i.e.,

Sferf € argmin (sup dist(h,S)).
S:dim(S)=i \heM

The construction of the proposed approximation subspace is based on
two ingredients that we remind here:

i) a prior manifold Mprier: the only constraint we impose on Mopyior is
to be such that

M - Mprior .

In the main body of the paper, we repeatedly use two particular in-
stances of Mprior:

— An intersection of degenerate ellipsoids, i.e.,
Moprior = Ny {h : dist(h, V}) < &}.
— A single degenerate ellipsoid, i.e.,
Mprior = {h : dist(h, V) < €}.

it) a set of partial observations of M: we assume that we collect, Yh € M,
a set of noiseless linear measurements:

{{wj, h)};Ls,

for some orthonormal basis {w; }7]7‘:1 We denote by W the m-dimensional

subspace induced by {wj};.":l, i.e.,

W = span ({wj};.”:l) .

Moreover, for a given h € M, we denote by Hp the set of element
leading to the same measurement sets, i.e.,

Hy, = {h’:('wj,h’) = (wj, h) forj:l,...,m}7
:{h’:h—l—wl:wLEWL}.
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Our procedure to find a good approximation subspace from the above
ingredients is based on the construction of a “posterior” manifold whose
definition is given by

Mpost = Mprior N (UhEMHh)'
By definition, M s obeys the following relationship
M - Mpost c Mprior-

ost .. . . . . e
We denote by S the i-dimensional subspace (assuming it exists) minimiz-
ing the worst approximation error over the elements of My, i.€.,

SZPOStE arg min sup dist(h,S) |.
S:dim(S):i heMopost

This subspace verifies the following property:
ki(M) < sup dist(h, SZPOSt) < Kki(Mpost) < Ki(Moprior)-
heM

Finally, in many parts of the paper, we exploit the following decomposi-
tion of H in four orthogonal subspaces:

H =Py (V) (Wn Vi) &P, (V)& (WL N Vi> .

=W =W

We also use the following ONBs for each subspace appearing in the above
decomposition:

e ONB for Py, (V): { 1
o
e ONBfor Wnvh):  fwi}”

(1 _ Ag)‘5< - Ajw;)} U {v;}::qH,

dim(WLnvt)
j=1 '

e ONBfor P, (V):
e ONBfor (WHnV+t): {w;}

n m
where {v;‘} ) and {w;‘} ) denotes the “suitable” ONBs for V and W
J= j=

min(m,n)

introduced in Section 4.2 and {A;},2;

Gram matrix G defined as g;; 2 (w;, v;). The quantities p and ¢ are defined
as

are the singular values of the

p 2card({j: )\ =1}),
g =card({j:\; >0}).
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