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Abstract—This paper presents a new approach to extract the 

physical poles of antennas. The Singularity Expansion Method 
(SEM) allows modelling the antenna backscattering using poles 
which are theoretically independent of the wave incident angle, 
making them useful for antenna identification. Nevertheless, only 
the physical poles respect this property while the spurious poles 
change for each incident angle. Indeed, we call physical the poles 
linked to the antenna itself and spurious the poles linked to 
anything but the antenna (excitation, noise…). The goal of this 
paper is to highlight the method to define the optimal time 
windowing applied on the antenna backscattering in order to 
obtain the physical poles of the antenna. The approach is based on 
the Window Decreasing Technique and the Window Increasing 
Technique. The SEM is applied on the backscattered field 
measured in the boresight direction of three antennas: a 
narrowband patch antenna, a wideband helix antenna and a UWB 
antenna. By using these poles to reconstruct the field 
backscattered in several directions, we show that the poles 
extracted from one direction with this new approach are relevant 
to reconstruct the backscattered field for any other directions. 
Moreover, we show that these poles can be extracted directly from 
these other directions. 
 

Index Terms—Backscattered field, antenna characterization, 
complex natural resonance, helix antenna, matrix pencil method, 
patch antenna, poles, singularity expansion method, ultra 
wideband antenna, window decreasing technique, window 
increasing technique 
 

I. INTRODUCTION 
HE Singularity Expansion Method (SEM) has been first 
established by C. Baum in 1971 [1]. Based on a rigorous 

mathematical proof, the SEM describes the global behavior of 
an object illuminated by an excitation wave in terms of poles, 
also known as complex natural resonances (CNR). The antenna 
backscattering due to an illuminated wave can be divided into 
two successive parts: the early time and the late time. While the 
early time response is mainly due to the excitation signal, the 
late time part is fully due to the internal and external resonances 
along the antenna. The SEM theory [1] states that only the late 
time response h(t) of an antenna can be modelled as a decay 
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exponential sum as 
 

ℎ 𝑡 ≈ 𝑅)𝑒+,-.
)/0  (1) 

 
where 𝑠) is the 𝑛th resonant pole, 𝑅) is the residue associated 
to the 𝑛th resonant pole and 𝑁 is the number of poles of the 
model. Each pole is defined as 𝑠) = 𝜎) ± 𝑗2𝜋𝑓), where 𝑓) is 
the resonant frequency and 𝜎) is the damping coefficient.  

The SEM has been first applied in the antenna domain in 
1973 [2-3] and is presently still under study mainly to 
accurately model the antenna effective length using poles and 
residues [4-6]. These latter studies focus especially on reducing 
the amount of data needed to fully characterize an antenna. The 
main property of the SEM is that poles are independent of the 
incident wave angle as well as its polarization. Thus, it has been 
widely used in the radar domain to object identification such as, 
for example, spheres [7], aircrafts [8-9] and more recently for 
chipless RFID tags [10]. Indeed, poles can be interpreted as the 
identity card of the object which can be obtained from any 
incident wave angle. Practically, pole extraction leads to both 
spurious and physical poles. The physical poles are linked to 
the late time response and hence to the antenna’s behavior itself. 
Indeed, the currents induced on the antenna propagate along the 
object and then radiate back according to the antenna’s shape. 
However, the early time response is an entire function without 
poles singularities. Since a part of this early time is considered 
in the pole extraction process, this leads to the extraction of 
spurious poles. Spurious poles also include the poles due to the 
presence of noise and to the overestimation of the number of 
poles needed to fully model the late time response. In order to 
use these poles for identification purpose, only the physical 
poles have to be selected. Therefore, one has to be very careful 
when selecting the late time response.  

The early time duration 𝑇< is theoretically defined as 𝑇< =
2𝐷/𝑐 + 𝑇A, where 𝐷 is the biggest dimension of the antenna, 𝑐 
is the speed light and 𝑇A is the pulse duration. Nevertheless, this 
computation usually leads to an overestimated 𝑇< since it 
always take into account the largest dimension of the antenna, 
whatever the incident wave angle. Moreover, it implies that this 

Philippe Pouliguen is with the Direction Generale de l’Armement (DGA), 
Strategy Directorate, Office for advanced research and innovation, Bagneux 
(92221, France (e-mail: philippe.pouliguen@intradef.gouv.fr) 

Janic Chauveau and Patrick Potier are with the Direction Generale de 
l’Armement (DGA), Information Superiority, Bruz (35170), France, (e-mail: 
janic.chauveau@intradef.gouv.fr, patrick.potier@intradef.gouv.fr). 

Antenna Physical Poles Extracted from 
Measured Backscattered Fields 

Francois Sarrazin, Philippe Pouliguen, Ala Sharaiha, Senior, IEEE, Janic Chauveau and Patrick Potier 

T 



IEEE Transactions on Antennas and Propagation 2 

dimension is known a priori. A common technique to define 
more accurately the considered window on which the SEM is 
applied is the Window Moving Technique (WMT) [11-13]. 
More recently, the Window Increasing Technique (WIT) has 
shown better results when dealing with noisy data [14]. 
Nevertheless, the end time of the window has never been 
studied although it impacts a lot the extracted poles. The main 
objective of this paper is to present a new approach to define 
the considered window on which the SEM is applied to extract 
the physical poles. This approach is based on the Window 
Decreasing Technique (WDT) to determine the beginning of 
the late time and then the WIT in order to define the window’s 
optimal length to avoid noise perturbation. Both techniques are 
based on the stability of the physical poles regarding the time 
window while the spurious poles vary from one window to 
another. 

In this paper, the new approach is applied on three different 
antennas: a narrowband patch, a wideband helix and a UWB 
antenna. For each antenna, one physical set of poles is defined 
from the only boresight direction. Then, these poles are used to 
model the late time field backscattered for other incident angles. 
This shows the relevance of the set of poles and hence the 
quality of the pole extraction. Finally, the poles are directly 
extracted from these other directions. Indeed, in order to use 
these poles for antenna identification, one needs to be able to 
extract them directly from all directions. All the measurements 
have been done in the anechoic chamber CHEOPS of the 
Direction Générale de l’Armement, Bruz, France. This chamber 
is 25*25*12 m length and its Radar Cross Section (RCS) 
sensitivity is -60 dBm2. The measurements are done in the 
frequency domain in a frequency band larger than the matching 
bandwidth of each antenna. Then, a Gaussian shape is applied 
to the backscattering response before applying an Inverse 
Fourier Transform in order to deal with time domain data. The 
chamber is calibrated using a metal plate with known RCS and 
a specific sphere is also measured to confirm the first 
calibration. 

Several numerical methods allow extracting poles and 
residues from the antenna response. In this paper, the Matrix 
Pencil Method (MPM) [15-16] is chosen using the Total Least 
Square (TLS) approach [17]. Indeed, this method offers a 
stronger robustness to noise than other classical extraction 
methods, even if the data are measured in the frequency domain 
[18-20]. Since the time response on which the MPM is applied 
is real, poles appear in complex conjugate pairs. In order to 
improve the readability of the figures, only the poles with 
positive resonant frequencies are plotted in this paper. 

The section II deals with the narrow band patch antenna. The 
selection of the optimal window is explained in details. This 
includes the results of the WDT and the WIT. Then, the sections 
III and IV give the results for the helix antenna and the UWB 
antenna, respectively. 

II. THE PATCH ANTENNA 

A. Presentation of the patch antenna 
We first consider a dual polarized aperture coupled microstrip 

patch antenna presented in Fig. 1. There are two feeds to excite 
two different polarizations. In this study, only one is used and 
the second one is open-circuited. Each feed is composed of one 
microstrip line with 𝜆/4 impedance transformer to excite via a 
slot the 60 mm large square radiating patch. The square ground 
plane is 150 mm long and the distance between the ground 
plane and the patch is 12.5 mm. The reflection coefficient S11 
is under -10 dB between 1.63 GHz and 1.92 GHz (4 % matching 
bandwidth). Measurements have been done between 1 GHz and 
3 GHz. 

B. The Window Decreasing Technique (WDT) 
The measured electric far field backscattered by the patch 

antenna in the boresight direction (𝜃 = 0°) is presented in 
Fig. 2. The incident wave is polarized according to the y-axis. 
The first step consists in defining the beginning of the late time 
response. According to the theory, the early time duration is 
equal to 2.6 ns. To verify this value and study its impact, we 
suggest to use the Window Decreasing Technique (WDT). This 

  
(a) Top view         (b)  Bottom view 

 
(c) Oblique view 

Fig. 1.  Presentation of the patch antenna. 
  

 
Fig. 2.  Measured electric far field backscattered by the patch antenna in the 
boresight direction in the time domain for a Gaussian excitation signal. 
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technique consists in applying the MPM on a selected window 
containing the whole signal (for example from 0 ns to 6 ns in 
Fig. 2). Then, the window’s start time is upper shifted while the 
window’s end time is unchanged (for example from 0.1 ns to 6 
ns) and the MPM is applied again. In opposite to the classical 
WMT where the window’s size doesn’t change, the WDT 
doesn’t add new samples for each window. It avoids adding 
some new noisy data which disturb the pole extraction. 

The WDT is applied on the patch antenna backscattered field 
with an end time equal to 6 ns. Results are presented in terms 
of resonant frequencies and damping coefficients in Fig. 3. For 
start time from 0 ns to 2.4 ns, poles are not completely stable, 
especially regarding their damping coefficients which tend to 
grow up in module. Then, between 2.4 ns and 4 ns, poles are 
very stable. Indeed, the resonant frequencies stay the same 
while the damping coefficients don’t vary much. Finally, for 
start time higher than 4 ns, poles change and become less stable. 
Moreover, we can see in Fig. 2 that the field is very low starting 
from 4 ns, it means that almost only noise is predominating in 
these last windows. 

Thus, the WDT allows splitting this response into early time 
and late time parts at 2.4 ns. We notice that this value is very 
close to the theoretical beginning of the late time computed 
previously, i.e. 2.6 ns. Nevertheless, the WDT allows keeping 
more useful data (0.2 ns) than the classical computation of 𝑇<.  

C. The Window Increasing Technique (WIT) 
The Window Increasing Technique (WIT) [14] is applied to 

the late time backscattered field of the patch antenna (start time equal to 2.4 ns). Results are presented in Fig. 4. Compared to 
the WDT, the window’s start time is fixed and the window’s 
size increases each time. We can see that until 4.5 ns, poles are 
not stable. But then, between 4.5 ns and 5.3 ns, we observe a 
very good stability of the poles regarding both the resonant 
frequencies and the damping coefficients. After 5.3 ns, poles 
vary a lot. We can conclude that for a window’s end time 
smaller than 4.5 ns, the considered windows are too short to 
allow extracting well the CNRs. For window’s end time higher 
than 5.3 ns, the windows are too large and too much noisy signal 
is conserved. Indeed, the received signal level is very low after 
that time.  

From these results, we conclude that the considered window 
is very important in order to obtain physical poles, i.e. link to 
the late time response only and as less disturbed as possible by 
the noise. Indeed, we saw that from one window to another, the 
poles can change a lot. For this patch antenna, the optimum 
window starts at 2.4 ns and end between 4.5 ns and 5.3 ns. In 
parts D and E, the window from 2.4 ns to 5 ns is considered to 
apply the MPM. 

D. Physical poles extracted from the backscattered field  
In addition to the window’s definition, another degree of 

freedom is the order 𝑁 of the SEM model, i.e. the number of 
poles that the MPM attends to extract from the response. The 
influence of 𝑁 is now studied. Poles extracted from the well-
windowed backscattered field are presented in Fig. 5 in the 
complex plane for several 𝑁 values from 30 to 50. We can see 
a very good stability of the poles regarding 𝑁. Indeed, relative 

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 3.  The MPM applied on a decreasing window with a fixed end time equal 
to 6 ns. 
  

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 4.  The MPM applied on an increasing window with a fixed start time 
equal to 2.4 ns. 
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difference between those poles is under 0.5 % except for the 
damping coefficient of the second pole (around 1.2 GHz) where 
the relative difference reaches 15 %. It means that once the 
considered window is properly defined (using the WDT and 
WIT), the poles obtained using the MPM are very stable 
regarding the model order 𝑁. 

These poles are plotted in Fig. 6 using a 𝑅 / 𝜎 	 weighting 
according to the marker’s size. This weighting highlights the 
most important poles. The late time field backscattered by the 
patch antenna can be reconstructed using these poles and (1) 
with a Normalized Mean Square Error (NMSE) minor than 
0.001 %. Thus, a 16-poles’ set is enough to model with a high 
accuracy the patch antenna backscattered field.  

E. Poles extracted from all directions 
One of the main advantages of the SEM is that the poles are 

theoretically independent of the incident wave angle. Indeed, 
only the residues are different regarding the direction. This 
property is particularly interesting for antenna identification. 
The poles’ set presented in Fig. 6 has been extracted from the 
backscattered field in the boresight direction (𝜃 = 0°). In order 
to verify its validity in all the other directions, this poles’ set is 
used to reconstruct the field backscattered by the patch antenna 
in all directions of the upper half plane (𝜑 = 0°). It has to be 
noticed that the residues have been computed for each direction. 
The NMSE of the reconstructed field (using poles and residues) 

as a function of the angle 𝜃 is presented in Fig. 7. We can see 
that the NMSE is minor than 0.02 % for all directions of 
incidence. Thus, the poles’ set defined in the boresight direction 
is very relevant for any directions. 

However, in order to use these poles in an identification 
process, one has to be able to extract this poles’ set directly from 
any direction. Indeed, due to the particular shape of the antenna 
radiation pattern, some zero radiation could appear in a 
particular direction and at a particular frequency. Thus, we 
extract poles from the field backscattered by the patch antenna 
in all directions of the 𝜑 = 0° plane. They are presented in 
terms of the resonant frequencies and the damping coefficients 
as a function of 𝜃 in Fig. 8.  

Overall, the resonant frequencies are locally stable while the 

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 8.  Poles extracted from the measured electric far field backscattered by 
the patch antenna as a function of 𝜃 (𝜑 = 0° plane). 
  

 
Fig. 5.  Poles extracted from the windowed electric far field backscattered by 
the patch antenna for several N values from 30 to 50, represented in the 
complex plane. 
  

 
Fig. 7.  The Normalized Mean Square Error of the reconstructed response 
using the same set of poles as a function of the angle of incidence. 
  

 
Fig. 6.  Poles extracted from the windowed electric far field backscattered by 
the patch antenna, represented in the complex plane using a |𝑅|/|𝜎| 
weighting. 
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damping coefficients vary a bit from an angle to another. For 
−20° ≤ 	θ ≤ 20°, poles are very stable and close to those 
extracted in the boresight direction, i.e. when 𝜃 = 0°. The pole 
around 1.5 GHz is stable between -40° and 40°. Outside this 
range, another pole is extracted instead of this one. It has almost 
the same damping coefficient (around -1.2 109 Neper/s) but its 
frequency is a bit higher (around 1.7 GHz). While the poles 
around 1.9 GHz and 2.5 GHz are almost always extracted in the 
same way for all angles, the resonant frequency of the pole 
around 2.2 GHz vary between 2 and 2.4 GHz. The same 
analysis is presented in Fig. 9 for the φ = 90° plane. Results 
are very similar to those of the φ = 0° with a good stability of 
the poles nearby the boresight direction (𝜃 = 0°). Nevertheless, 
for angles far from 𝜃 = 0°, the magnitude of the damping 
coefficients decrease a lot. Indeed, the level of the received 
backscattering in these directions (close to 𝜃 = ±90°) is very 
low compared to the previous case. This is due to the radiation 
pattern of the patch antenna. Indeed, as presented in Fig. 10 
from simulation, the radiation pattern is not exactly the same in 
the two planes and the gain at 𝜃 = ±90° is much lower for the 
φ = 90° plane. 

As a conclusion, the physical poles defined from the 
boresight direction are well extracted from other directions. 
This is especially true for the frequencies while the damping 
coefficients vary more. Moreover, the quality of the poles’ 
extraction can be linked to the radiation pattern of the antenna. 
Indeed, a zero radiation in any direction implies a very low 
backscattering level which disturbs a lot the poles’ extraction. 

F. Poles extracted from all directions (x-axis polarized 
incident wave)  

In this part, the poles’ independence regarding the 
polarization is studied. An incident wave polarized in the x-axis 
direction is now considered while the antenna’s position 
doesn’t change. Poles extracted from the field backscattered by 
the patch antenna in the boresight direction and illuminated by 
an x-axis polarized wave are presented in Fig. 11. There are two 
“new” poles compared to the previous polarization: around 1.6 
and 2.8 GHz and the pole around 1.2 GHz is missing. 
Concerning the other poles, only their damping coefficients are 
different, especially for the main pole at 1.9 GHz. This new 
polarized incident wave seems to excite new different antenna 
modes. Thus, some new poles are extracted while some 
previous poles are not anymore. Indeed, all the poles are present 
in both polarization but their weights are so small in one of them 
that they cannot be extracted from measured data, i.e. noisy 
data. Poles extracted when the antenna is illuminated by an x-
axis polarized wave are presented as a function of the θ angle 
for the φ = 0° plane in Fig. 12. Results are as stable as those 
for the y-axis polarized incident wave and are very close in 
terms of interpretation. 

III. THE HELICAL ANTENNA 

A. Presentation of the helical antenna 
The helical antenna studied in this part is presented in Fig. 13 

[21]. A 4-turns printed helix antenna wrapped around a 

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 9.  Poles extracted from the measured electric far field backscattered by 
the patch antenna as a function of 𝜃 (𝜑 = 90° plane). 
  

 
Fig. 11.  Poles extracted using x-axis and y-axis polarized incident wave in the 
boresight direction, represented in the complex plane. 
  

 
Fig. 10.  Simulated radiation pattern of the patch antenna for two planes: φ =
0° and φ = 90° at 2 GHz. 
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cylindrical Rhoacell foam is placed into a truncated cone cavity 
with small radius equal to 58 mm and large radius equal to 
120 mm. The helix is 45 mm high while the cavity is only 
32 mm. This high gain antenna presents a reflection coefficient 
S11 minor than -10 dB between 4 GHz and 5.8 GHz, which 
means a 9.2 % matching bandwidth. The antenna has been 
measured between 3 GHz and 8 GHz. 

B. Poles extracted from the backscattered field in the 
boresight direction 

The field backscattered by the helical antenna is presented in 
Fig. 14 for the boresight direction (𝜃 = 0°). As for the patch 
antenna, the WDT is first applied in order to define the 
theoretical beginning of the late time. Then, the WIT is used to 
obtain the optimal window’s length. Finally, the MPM is 
applied with several 𝑁 values in order to look at the stability of 
the poles regarding 𝑁. This approach allows defining the 
optimal window between 1.2 ns and 3.2 ns. Then, the physical 
poles of the helical antenna are extracted using the MPM and 
presented in Fig. 15 with a 𝑅 / 𝜎 	 weighting. 12 pairs of poles 
are needed to model the field backscattered by the helical 
antenna. The NMSE of the reconstructed field using this poles’ 
set is minor than 0.01 % so this 24-poles’ set models with a very 
high accuracy the field backscattered by the antenna. 

C. Poles extracted from all directions 
First, we compute the NMSE of the reconstructed response 

using the same set of poles for each direction of the φ = 0° 
plane. Results are presented in Fig. 16. We observe that the 

NMSE is lower than 0.1% in all directions and even lower than 
0.01 % when θ is between -70° and 70°. It means that, whatever 
the incident wave angle, the poles’ set defined from the 

 
Fig. 15.  Poles extracted from the windowed electric far field backscattered by 
the helical antenna, represented in the complex plane using a |𝑅|/|𝜎|	 
weighting. 
  

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 12.  Poles extracted from the measured electric far field backscattered by 
the patch antenna as a function of 𝜃, φ = 0°, x-axis polarized incident wave. 
  

 
(a) Profile view 

 
(b) Oblique view 

Fig. 13.  Presentation of the helical antenna. 
  

 
Fig. 14.  Measured electric far field backscattered by the helical antenna in the 
boresight direction in the time domain for a Gaussian excitation signal. 
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boresight direction is very relevant to model the backscattered 
field of this helical antenna.  

Then, we extract poles directly from all these directions. 
Results are presented in terms of resonant frequencies and 
damping coefficients in Fig. 17. We observe that the resonant 
frequencies are stable even there are some slight variations, 
especially for angles close to 𝜃 = ±90°. The damping 
coefficients vary more regarding θ. Nevertheless, if we consider 
only the main poles (between 5 GHz and 7 GHz) most of their 
damping coefficients are comprised between -2 and -3 109 
Neper/s whatever 𝜃. It means that they are of the same range 
than those extracted in the boresight direction.  

IV. THE UWB ANTENNA 

A. Presentation of the UWB antenna 
The Fig. 18 presents a stripline fed printed wide-slot antenna 

with a fork-like tuning stub [22]. It is a 41 mm square antenna 
composed of two ground planes in the front and back of the 
stripline structure. There is a rectangular wide slot (32*21 mm) 
on each ground plane. Its matching bandwidth is from 2.5 GHz 
to 12.5 GHz, i.e. a 130 % relative bandwidth. The antenna 
backscattering has been measured between 2 GHz and 15 GHz. 

B. Poles extracted from the backscattered field in the 
boresight direction 

The electric far field backscattered by the UWB antenna in 
the boresight direction (𝜃 = 𝜑 = 90°) is presented in Fig. 19. 
The same approach than before is applied on the field 
backscattered by the UWB antenna to define the optimal 
window between 1.1 ns and 2.5 ns. For brevity, only the final 
poles’ set extracted using the MPM is presented in Fig. 20 using 
a 𝑅 / 𝜎 	 weighting.This 32-poles’ set allows modeling the 
backscattered field with a very good accuracy (NMSE minor 
than 0.01 %). This set of poles is larger than the previous ones. 
Indeed, the number of poles is related in part to the antenna’s 
bandwidth. The larger the bandwidth is, the larger the required 
number of poles is.  

 
Fig. 19.  Measured electric far field backscattered by the UWB antenna in the 
boresight direction (𝜃 = 𝜑 = 90°) in the time domain for a Gaussian 
excitation signal. 
  

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 17.  Poles extracted from the measured electric far field backscattered by 
the helical antenna as a function of 𝜃. 
  

   
(a) Face view      (b) Oblique view 

Fig. 18.  Presentation of the UWB antenna. 
  

 
Fig. 16.  The Normalized Mean Square Error of the reconstructed response of 
the helical antenna using the same set of poles as a function of the angle of 
incidence θ. 
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C. Poles extracted from all directions 
The Fig. 21 presents the NMSE of the reconstructed 

backscattered field for 𝜑 = 90° and 0 ≤ 𝜃 ≤ 180°. The 
direction 𝜃 = 90° corresponds to the boresight direction, i.e. 
the direction from which the poles have been extracted. We can 
see that the NMSE is very low (minor than 0.01 %) for 80° ≤
𝜃 ≤ 100°, i.e. around the boresight direction and stays lower 
than 1 % for 30° ≤ 𝜃 ≤ 100°. Nevertheless, the NMSE 
increases up to 6 % for 𝜃 = 0° and more than 10 % for 𝜃 =
180° which is not negligible. We conclude that the poles’ set 
defined from the only boresight direction is not large enough to 
model completely the antenna, i.e. in all directions. Unlike the 
patch and the helix antenna, this antenna is an UWB. Thus, 
more poles are needed to completely model the antenna. 
Moreover, the radiation pattern could vary a lot from one 
frequency to another one. Therefore, since we consider only one 
direction, some poles can be hard to extract. Indeed, the residue 
associated to each pole varies according to the incident angle. 
It means that one pole could be significant in one direction and 
negligible in another one, making it impossible to extract if 
looking to the wrong direction. Moreover, for 𝜃 = 180°, the 
connector disturbs a lot the antenna’s behavior, which can 
explain the high NMSE for this angle.  

Poles extracted from fields backscattered for 𝜑 = 90° and 
0 ≤ 𝜃 ≤ 180° are presented in Fig. 22. Although the damping 
coefficients seem to not be stable, the resonant frequencies are 

quite stable, at least for 0 ≤ 𝜃 ≤ 120°. Indeed, the 8 GHz pole 
is almost always extracted as well as the two poles around 
10 GHz. These three pairs of poles are the most significant in 
the boresight direction as we can see in Fig. 20. It means that 
the main poles can be extracted from several directions at least 
in terms of resonant frequencies.  

Moreover, it has to be noticed that the level of the measured 
RCS is between -40 dBm2 and -60 dBm2 but becomes 10 dB 
lower if only the late time response is considered (Fig. 23). This 
level is lower than the sensitivity of the anechoic chamber (-
60 dBm2). The SEM is very sensitive following the antenna 
under study [23] but the pole extraction process is also very 
sensitive to the Signal to Noise Ratio (SNR) of the data [18]. 
The low SNR explains in part the poor stability of the damping 

 
(a) Resonant frequencies 

 
(b) Damping coefficients 

Fig. 22.  Poles extracted from the measured electric far field backscattered by 
the UWB antenna as a function of 𝜃. 
  

 
Fig. 23.  Measured Radar Cross Section of the UWB antenna (solid)and 
measured Radar Cross Section of the UWB antenna linked to the late time 
response only (dashed). 
  

 
Fig. 20.  Poles extracted from the windowed electric far field backscattered by 
the UWB antenna using a |𝑅|/|𝜎|	 weighting. 
  

 
Fig. 21.  The Normalized Mean Square Error of the reconstructed response of 
the UWB antenna using the same set of poles as a function of the angle of 
incidence θ. 
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coefficients in the UWB antenna example. However, thanks to 
the new poles’ selection approach presented in this paper, we 
saw that it is possible to obtain a very good stability of the 
resonant frequencies regarding the angle of incidence even for 
low SNR. 

V. CONCLUSION 
Although the SEM allows theoretically defining physical 

poles of an antenna which can be extracted whatever the 
direction, its sensitivity to the noise make this property hard to 
reach when dealing with antenna measurements, i.e. noisy data. 
In this paper, a new approach has been presented to select the 
optimal window on which the MPM is applied. It is based on 
the WDT to determine the beginning of the late time response 
and then the WIT allows defining the optimal window’s length. 
Three different antennas are considered in this paper: a 
narrowband patch antenna, a wideband helix antenna and a 
UWB antenna. First, our methodology has been applied on the 
measured field backscattered by these antennas in their 
boresight directions. This allows defining a poles’ set which 
model with a high accuracy the backscattered field. Then, the 
pertinence of these poles’ set has been studied by reconstructing 
the backscattered fields from other directions using always the 
same set of poles. For the two first antennas, the poles’ set are 
very relevant whatever the considered direction. Concerning 
the UWB antenna, some other poles have to be considered to 
fully model the antenna responses. Finally, the poles have been 
extracted directly from the field backscattered from all 
directions (other than boresight). The main poles are generally 
well extracted whatever the direction, especially regarding their 
resonant frequencies. As a conclusion, the new approach 
presented here gives very good results to obtain a physical set 
of poles for antennas. Nevertheless, in the case of 
omnidirectional antennas, more than one direction has to be 
considered to fully characterize them. 
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