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Unconstrained Gaze Estimation Using Random
Forest Regression Voting

Amine Kacete, Renaud Séguier, Michel Collobert, and Jérôme Royan

Institute of Research and Technology B-com
Cesson-Sévigné, France

Abstract. In this paper we address the problem of automatic gaze es-
timation using a depth sensor under unconstrained head pose motion
and large user-sensor distances. To achieve robustness, we formulate this
problem as a regression problem. To solve the task in hand, we propose
to use a regression forest according to their high ability of generaliza-
tion by handling large training set. We train our trees on an important
synthetic training data using a statistical model of the human face with
an integrated parametric 3D eyeballs. Unlike previous works relying on
learning the mapping function using only RGB cues represented by the
eye image appearances, we propose to integrate the depth information
around the face to build the input vector. In our experiments, we show
that our approach can handle real data scenarios presenting strong head
pose changes even though it is trained only on synthetic data, we illus-
trate also the importance of the depth information on the accuracy of
the estimation especially in unconstrained scenarios.

1 Introduction

Automatic gaze estimation is the process of determining where the user is look-
ing which can be represented as the point-of-regard or the visual axis. In recent
years, gaze estimation has become the focus of several computer vision research
according to the importance of this component in understanding the human
behavior. Determining this information can be used in different areas such as
Human Computer Interaction (HCI) systems, psychological and cognitive pro-
cess understanding, security and monitoring systems and marketing research.

Many existing industrial solutions are commercialized and provide an accept-
able accuracy in gaze estimation. These solutions often use a complex hardware
such as range of infrared cameras (embedded on a head mounted or in a remote
system) making them intrusive, very constrained by the user’s environment and
inappropriate for a large scale public use.

Current research focus on estimating gaze using low-cost devices such as a
simple monocular camera relying on the analyze of the eye features and some-
times, head features extraction to infer the head pose parameters. [1] gives a
very comprehensive survey about it. In this paper we present an approach based
on an ensemble of trees grouped in a single forest to learn the highly non-linear
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Fig. 1. Example of automatic gaze estimation based on our approach. We build a
3-channel global vector represented by the two RGB eye images and the face depth
information using the depth sensor multimodal data, we extract a set of patches and
project it through the forest represented here as the mapping function f(x) (the learned
gaze sample clusters are defined as the red centroid points). Each single tree casts votes
for each patch (defined as the green points). By performing a non-parametric clustering
technique, a final estimation is calculated (represented as the green line, the red one
defines the ground truth).

mapping function between the gaze information and the RGB eye image appear-
ances including depth cues. To train our trees, we generate important training
data with high head pose, illumination and scale variability using a statistical
morphable model with an integrated parametric gaze model. At testing phase,
we exploit the multimodal data of the Kinect sensor to grab the RGB and
depth cues. By performing a face detection, we extract the two RGB eye images
(converted to grayscale space) and the face depth information organized as a
3-channel global vector. Then we extract a set of patches so that each patch
contains 3-channels extracted randomly from the global vector. We project all
the extracted patches through the learned regression forest which casts votes for
each patch. By clustering all the votes using a non-parametric technique, a final
gaze estimate is calculated as illustrated in Fig. 1.

In our experiments we evaluate the robustness and accuracy of our approach
on real data and we measure the importance of the depth cues in gaze estimation
especially in highly unconstrained scenarios. The obtained results demonstrate
the potential of our approach.

In the rest of the paper, we describe the related work in Sec. 2. In Sec. 3, we
detail our approach and show the experimental results in Sec. 4. Sec. 5 concludes
our work.
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2 Related work

In this section, we first present the existing work related to the automatic gaze
estimation then we present a brief survey of the use of synthetic data to solve
computer vision problems.

2.1 Automatic gaze estimation

The recent gaze estimation approaches can be divided into two global categories:
feature-based and appearance-based approaches.

Based on geometrical assumptions, feature-based approaches rely on extract-
ing some discriminative and invariant facial features from the eye image such as
corneal infrared reflexion, pupil center and eye corners. Using these features,
a user-specific 3D eyeball model is calculated to infer the visual axis informa-
tion, [2] gives details about this model. [3] used the shape of the estimated pupil
through an elliptic fitting. In addition to the pupil location information, [4] used
the corners locations estimated through an AAM [5] fitting and by combining
the two pieces of information, calculated the center and the radius of the eyeball
giving the two angles of the visual axis. To get a direct access to the 3D informa-
tion of the eyeball, [6] used a stereo setup. [7] performed the same strategy with
a single camera by adding a calibration step. Some work uses a depth sensor, [8]
estimated the head pose parameters using a multi-template ICP, based on these
parameters and a template matching approach based on elliptical fitting, the
eyeball parameters can be fixed. [9] used a flexible model fitting approach to
compute the head pose parameters, coupled to the pupil location information
estimated using the method from [10] and a calibration step by gazing a known
fixed 3D points, the visual axis can be inferred. [2] and [11] used the corneal re-
flexion information based on one or multiple IR light sources. These methods still
require sometimes complex devices such as Infrared cameras with a very heavy
constrained calibration process, and sometimes a very high resolution imaging to
extract accurately the facial eye points making them difficult to use in arbitrary
environment.

Our method belongs to the appearance-based approach. Unlike feature-based
approach, these methods aim to learn a direct mapping function from the high
dimensional eye image appearances to the low space of the gaze information. [12]
trained a neuronal network using 2k labeled training samples. [13] collected 252
training samples to build a manifold of the local linearity of the eye appearances
and estimate an unknown sample using a linear interpolation. [14] exploited
the Markov model interpolation to enhance the generalization of the mapping
function over unseen data such as gaze sample under head movement. [15] in-
troduced sparse semi-supervised Gaussian process to complete the training set
with unlabeled samples. [16] proposed a visual saliency maps strategy to gener-
ate training data through a video stream and used a Gaussian process regression
to determine the mapping function. [17] introduced the adaptative linear regres-
sion to learn on a very sparse training set. These methods perform on frontal
head pose configuration and their accuracy decrease significantly with head pose



4 Kacete et al.

changes. [18] proposed to separate head pose component from the global gaze
estimation system by performing an initial estimation under frontal configura-
tion assumption then compensated with the head pose parameters for the final
estimation geometrically. Using the same paradigm, [19] projected the training
gaze sample in frontal manifold using a frontalization step based on the head
pose parameters. These last two methods solved the problem of head changes
successfully but still working under low user-camera distances. To cover all the
eye image appearance variability, [20] recorded around 200k training samples
and used a deeper strategy using a convolutional neuronal network to learn a
very robust mapping function achieving a high gaze estimation accuracy but still
very constrained by an important computational time.

2.2 Synthetic data in computer vision

This last decade, machine learning techniques are considered as a very elegant
way to tackle many problems in computer vision. They demonstrated a great
potential in terms of efficiency and robustness. Nevertheless to achieve a high
generalization across unseen scenarios, these methods often require a very repre-
sentative training data set. Thus, the building of high amount of labeled data is
a very tedious process and synthetic data represent a promising solution as the
annotation is performed automatically instead of manual labeling. [21] developed
an iterative model based on Gabor-filters applied on an empty image containing
some seed points to render a fingerprint training samples. [22] rendered iris image
samples obtained from a 2D polar projection of a cylindrical representation of
continuous fibers. [23] improved face authentication by generating multiple vir-
tual images using simple geometric transformations. [24] used a motion capture
strategy to record RGB and depth cues of the body part movements, by varying
body size and shape, scene position, camera position and mirroring the recorded
data. They synthesize a highly varied training allowing a robust body part pose
estimation. [25] tackled the head pose estimation problem with synthetic depth
images by rendering an important amount of training data using a 3D statistical
morphable model (3DMM).

In this work, we exploit the high generalization ability of the randomized re-
gression trees by learning on a very representative rendered training data using
the same 3D statistical morphable model as [25], and perform the gaze estima-
tion.

3 Automatic gaze estimation with regression forest

We use randomized regression trees to estimate the two angles (θ, γ) of the gaze
vector −→g from the RGB and depth cues combined on 3-channel patches. In Sec.
3.1, we provide some background on regression trees, then we detail the training
and testing step in Sec. 3.2 and Sec.3.3 respectively. In Sec. 3.4 we illustrate how
we generated data for trees learning.
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Fig. 2. test instance example: the selected votes by mean-shift filtering are represented
in green, the non-informative leaves responses in red and the final estimation in blue.

3.1 Random regression forest

Recently, many applications in computer vision have used Random forest to
achieve the mapping from complex input spaces into discrete or continuous out-
put space. Introduced by [26], randomized trees deal with different tasks such as
classification [27–29], regression [24, 30, 31] and density estimation [32, 33].

Regression forest is an ensemble of trees predictors which splits the initial
problem into two low complex problems in a recursive way. At each node, a
simple binary test is performed. According to the result of the test, a data
sample is directed towards the left or the right child. The tests are selected to
achieve an optimal clustering. The terminal nodes of the tree called leaves, store
the estimation models approximating the best the desired output. To achieve
high generalization, the trees are trained in a decorrelated way by introducing
randomness in both the training data provided for each tree and the set of the
binary tests.

3.2 Training

We trained each tree T in the forest T = {Tk}k=1:NT
in a supervised way using

a set of annotated patches {Pi = (Ici , gi)}i=1:NP randomly selected from the
training data where:
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– Ici represents the extracted visual features vector from a given patch Pi, c
defines the feature channel, we used 3 channels namely the two grayscale in-
tensities extracted from the two eyes images, and the depth values extracted
from the face.

– gi represents the output gaze vector represented with two component (θ, γ).

Starting from the root, at each non-leaf node, we define a simple binary test t:

tx1,y1,x2,y2,c,τ=

{
1, if Ici (x1, y1)− Ici (x2, y2) ≤ τ
0, otherwise

where (Ici (x1, y1)−Ici (x2, y2)) represents the difference of intensity between two
locations (x1, y1) and (x2, y2) in the channel c. Supervising the training consists
in finding at each non-leaf node the optimal binary test t∗ thats maximizes the
purity of the data clustering. Maximizing the clustering purity is achieved by
maximizing the information gain defined as the differential entropy of the set of
patches at parent node P minus the weighted sum of the differential entropies
computed at the children PL and PR defined as:

E = H(P)− (wLH(PL) + wRH(PR)) (1)

The weights wj∈{R,L} are defined as the ratio between the number of patches
reaching the parent node and the number of patches reaching the left node (or

the right node respectively).i.e.,
|Pj∈{L,R}|
|P| . Assuming that the gaze vector g at

each node is a random variable with a multivariate Gaussian distribution such
as p(g) = N (g, ḡ, Σ), it allows us to rewrite Eq.1 as follows:

E = log |Σ(P)| − (wL log |Σ(PL)|+ wR log |Σ(PR)|) (2)

where |Σ(P)| represents the determinant of the covariance matrix Σ of the
random variable g.

The learning process finishes when the data reach a predefined maximum
depth value of the tree or the number of patches let down a threshold value
yielding the creation of the leaves. A leaf l stores the mean of all the gaze
vectors which reached it with the corresponding covariance.

3.3 Testing

To estimate the gaze vector from an unseen instance, we extract a set of patches
from the RGB eye regions and the face depth information after a face detection
step. Each patch is passed through all the learned trees in the forest. Using the
optimal stored binary test each tree processes the patch until reaching a leaf.
The gaze vector estimation according to a single tree is given by the reached
leaf l in terms of the stored distribution p(g|l) = N (g, ḡ, Σ). The gaze vector
estimation for a given patch Pi over all the trees is calculated as follows:

p(g|Pi) =
1

NT

∑
t

p(g|lt(Pi)) (3)
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Fig. 3. Training data generation. We based our data generation on the 3D morphable
model from [34], by introducing some variabilities such as identity (using shape and
texture principal components respectively), head pose changes ( using OpenGL cam-
era with different rigid transformations), illumination (using different light intensities
and directions) and an integrated parametric gaze model (represented by two global
textured spheres). We obtain the final training data with the correspondent RGB-D
images and gaze sample as annotation illustrated in red line.

All the estimations corresponding to the extracted patches are regrouped in
votes. Before performing the clustering of these votes, we discard the estimations
from the leaves with high variance considered as non-informative. To locate the
centroid of the cluster of the votes, we perform 5 mean-shift iterations using a
Gaussian kernel. Fig. 2 shows an example of the final estimation, the green ones
represent the votes casted by the forest which are selected by the mean-shift.
The red lines corresponds some casted votes with a high variance discarded by
the mean-shift. The final estimate is given by the blue line corresponding to the
centroid of the selected votes.

3.4 Training data generation

To provide a very representative training dataset, we use the 3DMM from [34] to
render the samples. This model is built from around 200 scans of human faces,
it contains a very high mesh density including the face, frontal neck and ears.
The shape and texture of the model are represented as a linear combinations of
199 components. They can be deformed according to the following equations:

A = A0 +MAα (4)
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Fig. 4. Testing our forest accuracy learned with synthetic data on real annotated im-
ages. a) The mean error for the two gaze directions under frontal and head pose changes.
b) The mean error of the two gaze directions under two distances from the sensor. c)
The global mean error (over 25 participants as a function of the number trees when
the number of patches is fixed to 30). d) The global mean error as a function of the
number of patches extracted when the number of trees is fixed to 15.

where A can denote the generated texture or shape respectively. A0 denotes
the mean, M represents the basis components perturbed with parameters α.

To generate variability in the face identity we perturb the first 50 basis com-
ponents of the shape and texture by ±1.5 of the standard deviation of each
mode. To render images in different head pose configurations, we apply random
rigid transformation on the model, the rotations spans ±60◦ for yaw and ±40◦

for pitch. For the scale, we translate the model along the z axis within 200 cm
range.

Unfortunately, the basis components related to the shape and the texture of
this model do not monitor the gaze direction. To integrate a parametric gaze
model to the 3DMM able to generate different gaze direction instances, we de-
cided to remove all the vertices related to the eye regions, and we place two
spheres as eyeballs instead. We fix the diameters to the human average eyeball
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namely 25 mm. We use different textures for the eyeballs to handle the iris ap-
pearance variability. Moreover, to control the eyelids movements resulting from
the gazing up and down, we introduce a linear translation for each vertex sur-
rounding the eye regions. By defining the starting and the ending position in
the global mesh, all the coefficients of the linear translations can be calculated.
Thanks to the topology of the model, all these modifications keep the same be-
havior under identity variation. To generate gaze sample, we generate a virtual
3D point on which the two eyeballs turn toward, the gaze information angles can
be easily calculated knowing the location of the eyeballs centers. Fig. 3 shows
the different steps applied to generate gaze samples.

4 Experimental results

Training dataset To train the regression trees, we used 200k synthetic RGB-D
samples. We extracted 30 patches from each sample giving 6M training data.
After scaling the face depth image to (150 × 150) and the eyes rgb images to
(80× 70), the size of each channel of the extracted patches is fixed to (16× 16).
The trees parameters are fixed according to some empirical observation, e.g.,the
maximum depth to 18 and at each node we randomly generate 400 splitting
candidates with 50 thresholds giving a total number of 20k binary tests.

Testing dataset To evaluate the performance of our algorithm on realistic
data, we built our own gaze database using Kinect sensor. The database contains
17k RGB-D images of 42 people (15 females and 27 males, 4 with glasses and
38 without glasses) gazing different targets displayed on the screen. The subject
performed 4 scenarios,gazing with a fixed head about d0 = 150 cm from the
sensor, gazing with same distance d0 under head pose changes and the two
others scenarios are performed about d1 = 200 cm from the sensor. Knowing
the Kinect intrinsic parameters and its rigid transformation to the screen, the
displayed gaze points can be projected to the Kinect world space. The gaze vector
is represented as vector stretching the head gravity point (computed using face
detection area) and the 3D gazed point. The RGB-D images have a resolution
of (1280× 960) and (320× 240) pixels respectively recorded at 15 fps.

Testing results Some parameters control the performance of our method at
the test time. Fig. 4a represents the global error of the estimation (for both hor-
izontal θ and vertical γ gaze angles) over 25 users from the database discussed
previously under frontal and head changes configurations. For each user, a mean
error across different gaze samples performed under two distances is calculated.
In frontal case, the mean error over all the users is less than 3◦ for the two direc-
tions respectively whereas the error is less than 6.5◦ for head pose changes case.
This difference in accuracy between the two configurations is directly linked to
the high eye image appearances variability across head pose configuration mak-
ing the trees prediction less accurate. In Fig. 4b we report the error as a function
of distance from the sensor for a frontal configuration. The experiments show a
mean error of 2.9◦ and 3.1◦ for θ and γ respectively at 150 cm from the sensor. At
200 cm, we notified a slightly higher errors, 4.8◦ and 5.0◦ for the two directions
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Fig. 5. The importance of depth channel in gaze estimation accuracy with our ap-
proach.

respectively. The difference in accuracy between the two distances is related to
the RGB eye images and face depth appearances which are significantly variable
depending on the distance from the sensor. Fig. 4c and 4d illustrate the varia-
tion of the mean errors over all the testing user under forest size and extracted
patches number variation. In Fig.4c the errors decrease by increasing the number
of trees, they are reduced by approximately 15% compared to the initial value
(from 4.5◦ to 3.8◦ and 4.7◦ to 4.1◦ for the two directions receptively) which is
the result of output smoothing by different trees. We noticed that, using more
than 15 trees does not perform more precision, so we fix the optimal forest size
to 15. The number of patches extracted in the testing step is fixed to 30 accord-
ing to Fig. 4d showing that the errors decrease approximatively by 40% (from
6.4 to 3.8 and 6.4 to 3.9 for the two directions). This behavior can be explained
by the fact that trees get more information about the input which consequently
gives more accurate estimations. To evaluate the importance of depth cues in
our gaze estimation system, we performed our estimation with and without this
information during the test under frontal and head pose changes, Fig. 5 shows
the result. For the frontal configuration, we noticed that the depth doesn’t en-
hance the estimation accuracy while difference in errors reach approximatively
2◦ under head pose changes. This result is expected since the depth cues, intrin-
sically, encodes more information related to the head pose variations than RGB
cues giving better results.

Fig.6 illustrates the distribution of the mean square error of two gaze direc-
tions across θ and γ variations. We can distinguish 3 regions as follows:
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Fig. 6. Mean gaze error distribution over 25 participants across different gaze direc-
tions.

Method θ error γ error

Jianfeng et al., 5.53◦ 4.51◦

Our method (worst participant result) 5.78◦ 5.81◦

Our method (best participant result) 2.76◦ 2.93◦

Our method (mean over 25 participants) 3.65◦ 3.88◦

Table 1. Comparison of our approach to the method in [9].

– γ < −20◦ represents the highest error range ). These γ values correspond to
the eyes closure making the eye image appearances very similar even if θ is
varying which produces bad gaze estimations. Furthermore, our parametric
gaze model performs a linear shifting on the eyelid vertices to cover the new
eye shape and stretches the original eyelid texture to cover the new texture
giving a rough approximation of the real eye appearance. Our choice of such
gaze model is strongly constrained by the 3DMM topology.

– |θ| < −7◦ describes a region with a relatively important error. Our forest is
weakly discriminative with straight gazing samples under large distances. In
addition, we noticed, for some users, an important error for upward gazing
configuration(γ > 10◦ and θ < 5◦) which can be explained by an elliptical
deformation of the high part of the eyes. The fact that, this deformation is
very person-specific and our parametric model performs the same deforma-
tion over the different face shapes generated by the 3DMM, the forest gives
less accurate results.

– γ > −20◦ and |θ| > 5◦ covers the range of good gaze estimation (error less
than 4◦) which represents more than 50% of the total area. The appearance
of the patches extracted from these gaze samples are very discriminative, in
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Fig. 7. Some example of automatic gaze estimation based on our approach. First and
second row illustrate some successful estimation under frontal and head changes con-
figurations respectively. Third row shows good estimation in a multi-users scenario.
Last row describes some gaze estimations failure using our approach.

addition, for these configurations, our synthetic training data present a very
high realism.

Table. 1 compares our approach to the method from [9]. In the experiments
conducted in [9] the gaze errors are computed for each eye, to get a direct
comparison, we reported the mean of these errors over the two eyes. Note the
improvement of our approach in accuracy overs 25 participants. Fig. 7 shows
some qualitative examples for successful and failure estimations.

5 Conclusion

In this paper, we have proposed an approach based on regression forest trained
on important amount of synthetic data to handle unconstrained gaze estima-
tion (under head pose changes, illumination variation and large user-sensor dis-
tances). To generate the training data, we used a 3D morphable model with an
integrated parametric gaze model allowing us to generate different gaze sample
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under identity, head pose, scale and illumination variations. We demonstrated
that adding depth information performs better results for gaze estimation under
high head pose changes and large user-sensor distance configurations. By estab-
lishing the gaze errors distribution we validate our integrated gaze model used
for training data generation despite its linear aspect achieving state-of-the-art
performance.
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