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Abstract

The Cyclic Bandwidth problem (CB) for graphs consists in labeling the vertices of a guest graph G by distinct vertices
of a host cycle Cn (both of order n) in such a way that the maximum distance in the cycle between adjacent vertices
in G is minimized. To the best of our knowledge, this is the first research work investigating the use of metaheuristic
algorithms for solving this challenging combinatorial optimization problem in the case of general graphs.

In this paper a new carefully devised Tabu Search algorithm, called TScb, for finding near-optimal solutions for
the CB problem is proposed. Different possibilities for its key components and input parameter values were carefully
analyzed and tuned, in order to find the combination of them offering the best quality solutions to the problem at a
reasonable computational effort.

Extensive experimentation was carried out, using 113 standard benchmark instances, for assessing its performance
with respect to a Simulated Annealing (SAcb) implementation. The experimental results show that there exists a statis-
tically significant performance amelioration achieved by TScbwith respect to SAcb in 90 out of 113 graphs (79.646%).
It was also found that our TScb algorithm attains 56 optimal solutions and establishes new better upper bounds for the
other 57 instances. Furthermore, these competitive results were obtained expending reasonable computational times.

Key words:
cyclic bandwidth problem, tabu search, best-known bounds

1. Introduction

The Cyclic Bandwidth problem (CB) is a graph embedding problem. It was first stated by Leung et al. in 1984 in
relation with the design of a ring interconnection network [1]. Their aim was to find an arrangement on a cycle for a set
V of computers with a known communication pattern, given by the graph G(V, E), in such a way that every message
sent can arrive at its destination in at most k steps. The decision problem corresponding to the CB is known to be NP-
complete [2], and arises also in other important application areas like VLSI designs [3], data structure representations
[4], code design [5] and interconnection networks for parallel computer systems [6].

The CB problem can be formally defined as follows. Let G(V, E) be a finite undirected graph (guest) of order n
and Cn a cycle graph (host) with vertex set |V ′| = n and edge set E′. Given an injection ϕ : V → V ′, which represents
an embedding of G in Cn, the cyclic bandwidth (the cost) for G with respect to ϕ is defined as:

BC(G, ϕ) = max
uv∈E
{|ϕ(u) − ϕ(v)|n} , (1)

where |x|n = min{|x|, n − |x|} (1 < |x| < n − 1) is called the cyclic distance, and ϕ(u) denotes the label associated to
vertex u.
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(a) A labeling ϕ for graph G.
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(b) G embedded in the cycle Cn

Figure 1: Example of a cyclic bandwidth problem instance.

Then the CB problem consists in finding an embedding ϕ∗, such BC(G, ϕ∗) is minimum, i.e.,

BC(G, ϕ∗) = min
ϕ∈E
{BC(G, ϕ)} , (2)

where E is the set of all possible embeddings. The embedding ϕ∗ satisfying this condition is called an optimal
embedding.

Note that an embedding can also be seen as a labeling of the guest graph G using distinct vertices of the host graph
Cn

1. The cost of such an embedding is the maximum distance in Cn between two adjacent vertices in the guest graph
G.

For instance, consider the graph G(V, E) of order n = 10 depicted in Figure 1(a) with the labeling ϕ given by
the numbers shown inside each vertex. The cyclic distance of each edge uv ∈ E is calculated using the expression
min{|ϕ(u) − ϕ(v)|, n − |ϕ(u) − ϕ(v)|} and represented by the number associated to that edge. For this particular labeling
ϕ, the cyclic bandwidth of G is BC(G, ϕ) = 3. The resulting embedding of the graph G in a cycle graph Cn is presented
in Figure 1(b) for illustrative purposes.

The CB problem is a natural extension of the well-known bandwidth minimization (BM) problem for graphs [7],
which consists in embedding the vertices of a guest graph G in a host path P (both of order n) in such a way that the
maximum distance in the path between adjacent vertices in G is minimized. Formally, the bandwidth (the cost) for G
with respect to ϕ is defined as:

BP(G, ϕ) = max
uv∈E
{|ϕ(u) − ϕ(v)|} . (3)

There exist some special graphs (2- and 3-dimensional meshes, hypercubes, complete trees) for which it has been
demonstrated that their optimal cyclic bandwidth and bandwidth are equal [6, 8]. It has permitted to establish the
following bound relation between bandwidth BP(G) and cyclic bandwidth BC(G) of a general graph [6]:

1
2

BP(G) ≤ BC(G) ≤ BP(G) . (4)

Even if both combinatorial optimization problems are related, an algorithm specially devised for one of them is
not expected to perform well on the other. This is illustrated by considering as example the graph ibm32 from the
Harwell-Boeing Sparse Matrix Collection2 (other tested graphs give similar results), which is composed of n = 32

1Hereafter the terms embedding and labeling are used indistinctly.
2http://math.nist.gov/MatrixMarket/data/Harwell-Boeing
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Figure 2: Graph ibm32 from the Harwell-Boeing Sparse Matrix Collection.

vertices (see Figure 2). For this particular graph 1000 local optimal embeddings were generated by executing a
first improvement descent algorithm for the CB problem, starting from different randomly generated initial solutions
(embeddings). Then, for each of the resulting embeddings the cyclic bandwidth and the bandwidth objective functions
were computed according to (1) and (3), respectively. The Pearson’s correlation coefficient between these two sets of
values is small (r = −0.18), showing the weak correlation (if any) among the solutions of both problems. Furthermore,
the embedding with the optimal cyclic bandwidth (BC(G) = 9) for this particular graph results in bandwidth value of
31, which is very far from the optimal value (BP(G) = 11) [9]. In this context there exist a real need for devising new
algorithms specially devoted for solving the CB problem.

This paper aims at developing, to the extent of our knowledge, the first tabu search (TS) algorithm implementation
(hereafter called TScb) for finding near-optimal solutions for the CB problem. To achieve this, different possibilities
for its key components were carefully designed after an in-depth analysis of the given problem. The TScb input pa-
rameter values yielding the best quality solutions to the problem at a reasonable computational effort were determined
by employing a tuning methodology based on combinatorial interaction testing [10, 11]. The performance of the
new solution approach is investigated and compared with respect to a Simulated Annealing (SAcb) algorithm through
extensive experimentation over a full test-suite composed of 113 benchmark graphs with a number of vertices ranging
from 9 to 8192. These graphs are divided into two different sets. The first one is composed of 85 standard graphs
with known optimal solutions from seven different families including paths, cycles, meshes, trees, hypercubes and
caterpillars. Certain of them were previously used to evaluate a branch & bound (B&B) algorithm for the CB prob-
lem [12]. The second set contains 28 graphs produced from real-world scientific and engineering applications, some
of which were recently used as benchmark instances for other graph labeling problem [13, 14]. The computational
results for the first set show that TScb attained the optimal solution for 49 graphs (57.647%) and found good quality
near-optimal solutions for the rest of the instances. For the second set, TScb was able to reach the optimal solution
for 7 instances and to ameliorate the existing theoretical upper bounds [15] for the rest of the instances. The statistical
analyses performed on both experiments confirm that there exists a statistically significant increase in performance
achieved by TScb with respect to SAcb in 90 out of 113 graphs (79.646%), highlighting the suitability of the proposed
TScb algorithm. Furthermore, these competitive results were obtained expending reasonable computational times.

The remainder of this manuscript is organized as follows. In Section 2 a brief review of some representative related
work is given. The main components of the proposed TScb algorithm are detailed in Section 3. Then, computational
experiments are presented in Section 4 which are devoted to determine the best parameter settings for TScb and to
compare its performance with respect to a Simulated Annealing (SAcb) algorithm in terms of the best-known lower
bounds of the state-of-the-art. Section 5 experimentally investigates the influence of some key features in the global
performance of the proposed TScb algorithm. Finally, the main conclusions of this work and some possible directions
for future research are provided in Section 6.
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2. Relevant Related Work

The CB problem has a strong connexion with other graph embedding problems like the bandwidth minimization
[7, 16], antibandwidth [1, 17], and cyclic antibandwidth [1].

The bandwidth minimization problem has already been described in Section 1. On the other hand, the antiband-
width and the cyclic antibandwidth problems consist in labeling the vertices of a guest graph G of order n by distinct
vertices of either a host path P or a host cycle C, respectively, in such a way that the minimum distance between
adjacent vertices in G, measured in the host, is maximized.

The bandwidth problem has been the object of extensive research in the past. Different exact and heuristic algo-
rithms for solving it have been reported in the literature. Some relevant heuristic algorithms for solving the bandwidth
problem are: Tabu Search [18], GRASP with Path Relinking [19], Particle Swarm Optimization [20], Simulated
Annealing [21] and Variable Neighborhood Search [22].

The work published about the antibandwidth problem was mainly devoted to find polynomial time exact algo-
rithms for solving some special instances of the antibandwidth problem on specific classes of graphs: paths, cycles,
special trees, complete and complete bipartite graphs, meshes, and tori [17, 23–27]. Some exceptions are metaheuris-
tic algorithms including: Memetic Algorithms [28], GRASP with Path Relink [13] and Variable Neighborhood Search
[14].

The cyclic antibandwidth problem has been exactly solved for some specific families of graphs like paths, cycles,
two dimensional meshes and tori [29]. Asymptotic results were also obtained for hypercube and Hamming graphs
[27, 30]. However, only two metaheuristic algorithms have been reported for this important problem, a Memetic
Algorithm [31] and a hybrid algorithm combining the Artificial Bee Colony methodology with Tabu Search [32].

In spite of its practical and theoretical importance, less attention has been paid to the CB problem with regard to
other graph embedding problems. Up to now, most of the research on this important problem has been concentrated
upon the theoretical study of its properties, with the aim of finding exact solutions for certain specific families of
graphs. Next, a brief review of these studies is presented.

In 2002, Zhou proposed a systematic method for obtaining lower bounds for the bandwidth and cyclic bandwidth
problems in terms of some distance- and degree-related parameters of the graph [33]. The main idea of this method
is to relax the condition of embedding the graph G on the host graph with the aid of a graphical parameter possessing
some kind of monotonic property. This method has been demonstrated to be efficient when the parameters are chosen
appropriately. The author concludes that this method yields to a number of lower bounds for the ordinary and cyclic
bandwidths. In both cases, it gives rise to new estimations, as well as improvements of some known results.

Later, de Klerk et al. [34] proposed two new semidefinite programming (SDP) relaxations of the bandwidth and
cyclic bandwidth based on the quadratic assignment problem (QAP) reformulation. The bounds produced by this
method were tested for some special graphs showing that they are tight for paths, cliques and complete bipartite
graphs. However, these bounds are not tight for hypercubes, rectangular grids and complete k-level t-ary trees.

In 1995 Yuan and Zhou [35] demonstrated that for unit interval graphs, there exists a labeling which is simulta-
neously optimal for the following seven labeling problems: bandwidth, cyclic bandwidth, profile, cutwidth, modified
cutwidth and bandwidth sum. Following this idea, in [8] Lam et al. made a characterization of graphs with equal
bandwidth and cyclic bandwidth which includes planar graphs, triangulation meshes and grids with some specific
characteristics.

The CB problem has been exactly solved for twenty small instances (n < 40) using a branch & bound algorithm
(B&B) recently proposed by Romero-Monsivais et al. [12]. However, this algorithm becomes impractical when the
number of vertices n in the studied graph increases, since the size of the search space suffers a combinatorial explosion.
Therefore, there is a need for heuristic methods to address the CB problem in reasonable time.

3. A new tabu search algorithm

The Tabu Search (TS) algorithm was first proposed by Glover [36] and it has been widely used for solving a large
number of combinatorial optimization problems [37–43]. A particularity of TS is that it explicitly employs the history
of the search, both to escape from local minima and to implement an explorative strategy.

The pseudo-code of our TS implementation, called TScb, is presented in Algorithm 1. It starts with a randomly
generated solution ϕ (see Subsection 3.2), then it proceeds iteratively to visit a series of locally best configurations
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Algorithm 1: Tabu Search algorithm
input: A finite undirected graph G(V, E), neighborhood function N , evaluation function BC , maximum non-improving neighboring

solutions maxNI
output: The best solution found ϕ∗

1 ϕ← GenerateInitialSolution()

2 ϕ∗ ← ϕ
3 InitializeTabuList()

4 NI ← 0
5 while stop condition not met do
6 ϕ′ ← ChooseBestAdmissible(ϕ) /* {ϕ′ ∈ N(ϕ) | ϕ′ non-tabu or aspiration condition holds} */

7 UpdateTabuListAndAspirationCondition()

8 ϕ← ϕ′

9 if BC(G, ϕ) < BC(G, ϕ∗) then
10 ϕ∗ ← ϕ
11 NI ← 0
12 else
13 NI ← NI + 1
14 end
15 if NI > maxNI then Diversification(ϕ)

16 end
17 return ϕ∗

following a neighborhood function N(ϕ). At each iteration, a best neighbor ϕ′ is chosen to replace the current
configuration ϕ, even if the former does not improve the current one (refer to Subsection 3.3). This operation is called
a move. In order to explore consecutive local optimal solutions and to avoid the occurrence of cycles, during the
search, it is necessary to prohibit visiting twice the same configuration. Storing all the already visited configurations
is very expensive and generally impossible in practice. An alternative approach is to only store the last moves in a
recency-based memory structure, called tabu list L (see Subsection 3.4). The basic idea behind this memory is to
record the attributes of each visited solution and to forbid the algorithm to visit again this configuration during the
next T iterations (T is called the tabu tenure). In the case that more than one move have the same best cost value, one
among them is randomly selected. In some cases, the tabu list may be too restrictive since certain forbidden moves
could produce a solution better than the best solution found so far. To cope with this issue, an aspiration criterion is
applied to accept those exceptional quality solutions (refer to Subsection 3.5).

Next, the main components of our TScb implementation are discussed in detail. For some of these components
different possibilities were analyzed (see Subsection 4.4) in order to find the combination of them which offers the
best quality solutions at a reasonable computational effort.

3.1. Search space, representation and evaluation function

Given a guest graph G = (V, E) of order |V | = n and Cn a cycle graph (host) with vertex set |V ′| = n and edge set
E′, the search space E for the CB problem is composed of all possible embeddings (solutions) of G in Cn, ϕ : V → V ′.
Therefore, there exist (n − 1)!/2 possible embeddings for a graph with n vertices3.

In our TScb algorithm an embedding (labeling) ϕ is represented as an array l of integers with length n, which is
indexed by the vertices and whose i-th value l[i] denotes the label assigned to the vertex i. The quality BC(G, ϕ) of the
embedding ϕ is evaluated by using (1).

3.2. Initial solution

The initial solution is the starting embedding used for the algorithm to begin the search of better configurations in
the search space E . In this implementation the starting solution is generated randomly.

3Because each one of the (n − 1)! embeddings can be reversed to obtain the same cyclic bandwidth.
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3.3. Neighborhood functions
Given that TScb is a Local Search (LS) algorithm, then a neighborhood function must be defined. The main

objective of the neighborhood function is to identify the set of potential solutions which can be reached from the
current solution in an LS algorithm. Formally, a neighborhood relation is a functionN : E → 2E that assigns to every
potential solution (an embedding) ϕ ∈ E a set of neighboring solutions N(ϕ) ⊆ E , which is called the neighborhood
of ϕ.

The results of our preliminary experimentations lead us to identify three suitable neighborhood structures for the
CB problem. The logic behind these neighborhood relations, used in our TScb algorithm, is to identify those critical
vertices in the graph which determine its cyclic bandwidth in order to “repair” them. These neighborhood functions
are partially inspired by the work of Martı́ et al. on the bandwidth problem [18], which also employed a Tabu Search
algorithm with a neighborhood function based on the reparation of critical vertices of the graph.

Before introducing these neighborhood structures, some preliminary concepts used in their definition are pre-
sented. Let us define the cyclic bandwidth BC(u, ϕ) for a vertex u with respect to the embedding ϕ as follows:

BC(u, ϕ) = max
v∈A(u)

{|ϕ(u) − ϕ(v)|n} , (5)

where A(u) denotes the set of adjacent vertices of u, with cardinality deg(u). We define a vertex u as critical if its
cyclic bandwidth BC(u, ϕ) is close to BC(G, ϕ). Thus, the set C(ϕ) ⊆ V of critical non-tabu vertices can be defined
with the following expression for 0 < α < 1:

C(ϕ) = {u ∈ V : BC(u, ϕ) ≥ αBC(G, ϕ), u < L} . (6)

Let S(u) ⊆ A(u) be a set of suitable swapping vertices for u. S(u) contains those non-tabu vertices adjacent to u
whose label values are closer to mid(u) than ϕ(u):

S(u) = {v ∈ A(u) : |mid(u) − ϕ(v)|n < |mid(u) − ϕ(u)|n} , (7)

where mid(u) corresponds to the middle point of the shortest path in the host graph Cn containing all the vertices
adjacent to u and is delimited by the rightmost r(u) and the leftmost l(u) vertices:

mid(u) =

⌊ l(u) + r(u) + a
2

⌋
mod n , (8)

with a = n, if l(u) > r(u) and a = 0 otherwise. In order to identify the values r(u) and l(u), the ordered sequence
B =

{
b1, b2, . . . , bdeg(u)

}
∪ {b1 + n} which contains the labels currently assigned to the vertices inA(u) is constructed.

Then, the expression:
i∗ = arg max

i≤deg(u)

(
(bi+1 − bi)

)
, (9)

is evaluated over the elements of B to obtain the values l(u) = bi∗+1 and r(u) = bi∗ .
Let swap(ϕ, u, v) be a function allowing to exchange the labels of a pair of vertices u and v to produce a new

embedding ϕ′ where the new label for vertex u is ϕ′(u), i.e., ϕ′(u) = ϕ(v) and ϕ′(v) = ϕ(u).
After introducing these preliminary concepts our first neighborhood function N1(ϕ) can now be formally defined

as follows:
N1(ϕ) = {ϕ′ = swap(ϕ, u, v) : u ∈ C(ϕ), v ∈ S(u)} . (10)

It generates for every potential embedding ϕ ∈ E a set of neighboring solutions produced by exchanging the labels of
a critical vertex u ∈ C(ϕ) and the most suitable swapping vertex v ∈ S(u) for it. Every vertex v ∈ S is individually
evaluated to identify the best one, i.e., the one that not only produces the smaller cyclic bandwidth BC(u, ϕ′) after the
application of the function swap(ϕ, u, v), but also the one that reduces the number of vertices adjacent to u or v whose
cyclic bandwidth increases due to this label exchange operation. We consider that the cyclic bandwidth of a vertex
w ∈ A(u) or w ∈ A(v) increased when:

|ϕ′(u) − ϕ(w)|n > BC(w, ϕ) and
|ϕ′(u) − ϕ(w)|n > βBC(G, ϕ) ,

(11)
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for 0 ≤ β ≤ 1 (acceptable cyclic bandwidth increase). If multiple vertices result into the same cyclic bandwidth
BC(u, ϕ′) and the same number of adjacent vertices whose cyclic bandwidth increases, then tie is broken at random.

The second neighborhood function N2(ϕ, γ) is formally defined as follows:

N2(ϕ, γ) = {ϕ′ = swap(ϕ, u, v) : u ∈ C(ϕ), v ∈ Rγ(u)} , (12)

where the set Rγ(u) ⊆ V contains γ non-tabu vertices randomly selected. It assigns to every potential embedding
ϕ ∈ E a set of neighboring solutions which can be produced by exchanging the labels of a critical vertex u ∈ C(ϕ) and
a suitable swapping vertex v ∈ Rγ(u) for it. All the elements belonging to Rγ(u) are individually evaluated in order to
identify the best of them. That is, the vertex v that produces the smaller cyclic bandwidth BC(u, ϕ) when its label is
exchanged with that currently assigned to vertex u (ties are randomly broken).

The third neighborhood relationN3(ϕ, γ, p) is a compound function partially inspired by the ideas reported in [21,
44]. It is a combination of both N1(ϕ) and N2(ϕ, γ) neighborhood functions. The former is applied with probability
(1 − p), while the latter is employed at a p rate. This combined neighborhood function N3(ϕ, γ, p) is defined in (13),
where rnd is a random number in the interval [0, 1].

N3(ϕ, γ, p) =

{
N1(ϕ) if rnd ≥ p
N2(ϕ, γ) if rnd < p

(13)

3.4. Tabu list management

In our TScb algorithm the neighbor of a given solution ϕ is obtained by exchanging the label of a critical vertex
u and a suitable swapping vertex v. When such a move is performed the vertex u is classified tabu for the next T
iterations (tabu tenure). Therefore, the label of vertex u cannot be exchanged during this period.

The tabu tenure T for a move, in our TScb algorithm, can be either a constant prefixed value, or it can be dynam-
ically calculated during the search using the approach introduced by Galinier et al. [39] and used later in [45]. It is
based on the use of a periodic step function PS which takes as argument the number of iterations iter. Each period
of this function is composed of 1500 iterations divided into 15 intervals. The value returned by PS for a particular
iteration iter is given by (a j) j=1,2,...,15 = (1, 2, 1, 4, 1, 2, 1, 8, 1, 2, 1, 4, 1, 2, 1)τ, where τ is a parameter that fixes the
minimum tenure value and the index j is computed with (14).

j =

⌊ iter mod 1500
100

⌋
+ 1 . (14)

Therefore, the tabu tenure equals τ between iterations 1 and 99, 2τ between iterations 100 and 199, followed by
τ again for iterations [200,299] and 4τ for iterations [300,399], etc. This variation scheme is periodically repeated by
this function after every 1500 iterations.

3.5. Aspiration criteria

Since the attributes of a solution are recorded in the tabu list instead of the solutions themselves, it is possible that
a candidate solution in the tabu list could lead to a better embedding than the best solution found so far. Therefore, in
our TS algorithm, a simple aspiration criterion is applied: a tabu move leading to a configuration better than the best
embedding found so far ϕ∗ is always accepted.

3.6. Diversification strategy

A diversification mechanism was also implemented since our TScb algorithm could be trapped in deep local
optima. In our case, the search is judged as stagnated each time the best solution found so far ϕ∗ is not further
improved after maxNI consecutive iterations. To help the search to escape from such deep local optima, a perturbation
mechanism is applied to the current solution to bring diversification into the search.

The perturbation is composed by two complementary functions. The first one, called D1(ϕ, γ), is defined in (15)
and is applied ρ consecutive times, where ρ is a parameter that fixes the strength of this perturbation.

D1(ϕ, γ) = {ϕ′ = swap(ϕ, u, v) : u ∈ Rγ(ϕ), v ∈ A(u)} . (15)

7



It maps every potential embedding ϕ ∈ E to a set of solutions produced by exchanging the labels of a non-tabu
randomly selected vertex u ∈ Rγ(ϕ) and the most appropriate adjacent vertex to it, v ∈ A(u). The most suitable vertex
v ∈ A(u) for the swap(ϕ, u, v) is the one that results into the smaller cyclic bandwidth BC(u, ϕ′) for u, and at the same
time minimizes the number of vertices w ∈ A(u) or w ∈ A(v) whose cyclic bandwidth increases due to this label
exchange operation, see (11). If there exist ties they are randomly broken.

The perturbation function D1(ϕ, γ) is applied a predefined maximum number of non-consecutive times MaxS
when the search stagnates. After that if the best solution found so far ϕ∗ is not further improved the second perturbation
functionD2(ϕ, γ) is applied at most MaxH non-consecutive times. This perturbation constructs a partially ordered set
F (V,≤) whose elements are the vertices of the graph in ascending order with respect to their cyclic bandwidth. More
formally F (V,≤) can be defined with the expression:

F (V,≤) = {u : ∀u, v ∈ V, BC(u, ϕ) ≤ BC(v, ϕ)} , (16)

then the subsetHγ ⊆ F (V,≤), defined in (17), can be obtained.

Hγ = {ui : 1 ≤ i ≤ γ, ui ∈ F (V,≤)} (17)

The perturbation functionD2(ϕ, γ), which employs (γ−1) consecutive times the function swap(ϕ, u, v) to construct
a new embedding ϕ′, can be formally expressed as follows:

D2(ϕ, γ) = {ϕ′ = swap(ϕ, u, v) : u, v ∈ Hγ} . (18)

3.7. Stop condition

The TScb algorithm stops either if a predefined maximum number of iterations (maxIter) is reached, or when
the algorithm ceases to make progress. In our implementation a lack of progress exists if the perturbation function
D2(ϕ, γ) has been applied MaxH non-consecutive times.

3.8. Implementation considerations

In the following section we will see that the proposed TScb algorithm provides near-optimal solutions for the CB
problem expending for that very reasonable computational times. This is possible thanks to the use of thoroughly
designed data structures when implementing the algorithm.

For instance, in order to compute the cyclic bandwidth of an embedding ϕ, using the evaluation function BC(G, ϕ),
every edge in the graph G = (V, E) must be analyzed (see (1)). As a result O(|E|) instructions must be executed by
this complete evaluation scheme. Nevertheless, the proposed TScb algorithm employs an incremental evaluation of
neighboring solutions. To this end, the cyclic distance of each edge in the graph is stored using an appropriate data
structure. Indeed, suppose that the labels of two different vertices (u, v) are exchanged in an embedding ϕ to produce
a neighboring solution ϕ′, then we should only recompute the |A(u)| + |A(v)| cyclic distances that change4 in order to
obtain the cyclic bandwidth of ϕ′. As it can be verified this is faster than the O(|E|) operations originally required. As
a consequence the TScb algorithm is able to analyze thousands of neighboring solution employing only a very small
fraction of the time that would be required by the complete evaluation scheme.

Another example of a clever data structure implemented by the TScb algorithm is the one employed to manage
the tabu list L (recency-based memory), which enables it to verify the tabu status of a move in constant time.

Important reductions in the total computational time expended by the proposed TScb algorithm are also possible
because of the use of sorted sets in the implementation of neighborhood and diversification functions.

4. Computational experiments

In this section the three main experiments accomplished to evaluate the performance of the proposed TScb algo-
rithm, as well as that of some of its components are presented. The objective of the first experiment is to determine

4 |A(u)| and |A(v)| represent the number of adjacent vertices to u and v, respectively.
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both a component combination, and a set of parameter values which permit TScb to attain the best trade-off between
solution quality and computational effort.

The purpose of the second and third experiments is twofold: a) to carry out a performance evaluation of TScb over
both a set of standard graphs with known optimal solutions and a set of graphs from real-world scientific and engi-
neering applications; and b) to compare TScb with respect to a Simulated Annealing (SAcb) metaheuristic specially
developed for the CB problem.

For all these experiments TScb and SAcb were coded in C and compiled with gcc using the optimization flag -O3.
They were run sequentially into a CPU Xeon X5650 at 2.66 GHz, 2 GB of RAM with Linux operating system. Due
to the non-deterministic nature of the studied algorithms, 31 independent runs were executed for each of the selected
benchmark instances in each experiment presented in this section.

4.1. Simulated annealing algorithm

As it was mentioned in Section 2, to the best of our knowledge, there are not reported metaheuristic algorithms
for the CB problem in the literature. Thus, for sake of comparison we have adapted the code of the Simulated
Annealing algorithm for the bandwidth minimization problem reported in [21] to meet the special requirements of
the CB problem. In particular, the new implementation, called SAcb, presents the following characteristics: a) it
evaluates the fitness BC(G, ϕ) of the embedding ϕ by employing (1), b) the neighborhood N4(ϕ) of a labeling ϕ
is such that for each ϕ ∈ E , ϕ′ ∈ N4(ϕ) if and only if ϕ′ can be obtained by rotating the labels of any group
of five consecutive vertices in the host graph Cn, c) a parameter configuration that (according to our preliminary
experiments) gives a good trade-off between solution quality and computational effort: initial temperature Ti = 5.0,
final temperature T f = 1.0E-07, cooling rate cr = 0.97, maximum number of visited neighboring labelings at each
temperature NVmax = dmaxIter/decTempe, where maxIter = 2.0E+07 is a predefined global maximum number of
visited neighboring labelings (iterations) and decTemp = 435 is the total number of temperature decrements from Ti

to T f using a geometrical cooling scheme Tk = crTk−1.

4.2. Performance assessment and statistical significance analysis

To evaluate the efficiency of the new proposed TScb implementation two criteria were selected: the best cyclic
bandwidth found for each instance (smaller values are better) and the expended CPU time in seconds.

A statistical significance analysis was performed for the second and third experiments presented below. Each
analysis was conducted using the following methodology. First, D’Agostino-Pearson’s omnibus K2 test was used to
evaluate the normality of data distributions. For normally distributed data, either ANOVA or the Welch’s t parametric
tests were used depending on whether the variances across the samples were homogeneous (homoskedasticity) or
not. This was investigated using the Bartlett’s test. For non-normal data, the nonparametric Kruskal-Wallis test was
adopted. A significance level of 0.05 has been considered.

4.3. Benchmark instances

The performance evaluation of the new proposed TScb implementation was carried out with extensive experiments
over 113 benchmark instances5 grouped into two different sets, whose detailed descriptions are presented in the
following subsections.

4.3.1. Standard graphs
For the first set we have generated a total of 85 standard graphs with known optimal solutions that belong to seven

different families (3 r-dimensional hypercubes, 10 three dimensional meshes, 12 complete r level k-ary trees, and
15 graphs from each of the following classes: paths, cycles, two dimensional meshes and caterpillars). This set of
benchmark instances is composed of 23 small graphs (n < 100), 24 medium graphs (100 < n ≤ 200) and 38 large
graphs (200 < n ≤ 8192). A brief description of each selected class of graph and its corresponding optimal cyclic
bandwidth value are summarized below.

5Available at http://www..cinvestav.mx/~ertello/cbmp.php
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1. Paths. A path graph Pn is constructed as a linear sequence of n vertices. Two of them are terminal vertices of
degree one, while the others (if any) have degree two. For a path Pn of order n the optimal cyclic bandwidth
value is:

BC(Pn) = 1 ,

as it was shown in [2].
2. Cycles. A cycle graph Cn is build as a circular arrangement of n vertices such that all of them have degree two.

Yixun Lin [2] demonstrated that the CB problem has an optimal solution value for a cycle Cn given by:

BC(Cn) = 1 .

3. Two dimensional meshes. These graphs are constructed as the Cartesian product of two paths Pn1 and Pn2 .
Hromkovič et al. [6], based on the work of Chvátalová [46], demonstrated that the optimal cyclic bandwidth
for a two dimensional mesh Pn1 × Pn2 of order n = n1 · n2 (for max{n1, n2} > 3) is:

BC(Pn1 × Pn2 ) = min{n1, n2} .

4. Three dimensional meshes. A three dimensional mesh is defined as the Cartesian product of three paths.
Hromkovič et al. [6] proved that the optimal cyclic bandwidth for a three dimensional mesh Pn × Pn × Pn

with n3 vertices (for n > 3) can be calculated with the following expression:

BC(Pn × Pn × Pn) =

⌊3n2

4
+

n
2

⌋
.

5. Complete r level k-ary trees. These graphs are rooted complete trees in which the i-th level consists of ki−1

vertices and each vertex that belongs to level i has exactly k descendants at level i + 1 (for 1 ≤ i < r). Such a
tree, denoted Tk,r, has n = (kr − 1)/(k − 1) vertices and its optimal cyclic bandwidth value is:

BC(Tk,r) =

⌈ k(kr−1 − 1)
2(r − 1)(k − 1)

⌉
,

see [5, 6, 47].
6. Caterpillars. A caterpillar is a special tree in which every vertex is on a central stalk, called spine, or within

distance one of the stalk, i.e., removal of its endpoints leaves a path graph. For a caterpillar T with spine
P(u1, u2, . . . , um), Lin [2] proved that the optimal cyclic bandwidth is:

BC(T ) = max
1≤i≤ j≤m

⌈ ni j − 1
j − i + 2

⌉
.

where ni j denotes the order of the subtree Ti j induced by ui, ui+1, . . . , u j and all the vertices adjacent to them
(i ≤ j).

7. r-dimensional hypercubes. An r-dimensional hypercube Qr is a graph usually defined as the Cartesian prod-
uct of r path graphs with two vertices (P2). It can be constructed using n = 2r vertices labeled with r-bit
binary numbers and connecting two vertices by an edge whenever the Hamming distance of their labels is one.
Hromkovič et al. [6] proved that the optimal cyclic bandwidth for Qr (r ≥ 11) is:

BC(Qr) =

r−1∑
k=0

(
k
b k

2 c

)
.

Although there exist other standard classes of graphs whose optimal solutions for the CB problem are reported in
the literature (stars, complete and complete bipartite graphs), we have decided to not include them in this set since
according to our preliminary experiments they can be solved optimally using any random labeling. In this sense these
kind of instances can not be considered as good candidates for evaluating the performance of the proposed algorithm.
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Table 1: Input parameters of the TScb algorithm and their selected values.

p T maxS maxH ρ maxNI β γ

0 0.0 τ = 1 90 80 1 10 0.4 0.2
1 0.2 τ = 2 100 90 3 25 0.5 0.3
2 0.5 3 110 100 5 40 — —
3 0.8 5 — — — — — —

4.3.2. Harwell-Boeing graphs
The second set contains 28 problem instances with a number of vertices between 9 and 715, coming directly

from the Harwell-Boeing Sparse Matrix Collection. This collection gathers standard test matrices arising from a wide
variety of scientific and engineering practical problems which can be considered as adjacency matrices in order to
construct graphs. Most of the graphs in our second set (24 of them) were previously used by Duarte et al. [13] and
Lozano et al. [14] as benchmarks instances for the antibandwidth problem [1]. The rest of the instances (4 graphs)
were collected by us to complement this set with small graphs that can be solved exactly using the B&B algorithm
proposed in [12].

4.4. Components and parameters tuning
Optimizing parameter settings is an important task in the context of algorithm design. Different procedures have

been proposed in the literature to find the most suitable combination of parameter values [48, 49]. In this paper we em-
ployed a tuning methodology based on combinatorial interaction testing (CIT) [10, 11], which was successfully used
in [50, 51]. We have decided to use CIT, because it allows to significantly reduce the number of tests (experiments)
needed to determine the best parameter settings of an algorithm. Instead of exhaustive testing all the parameter value
combinations of the algorithm, it only analyzes the interactions of t (or fewer) input parameters by creating interaction
test-suites that include, at least once, all the t-way combinations between these parameters and their values.

Covering arrays (CAs) are combinatorial objects which have been extensively used to represent those interaction
test-suites. A covering array, CA(N; t, k, v), of size N, strength t, degree k, and order v is an N × k array on v symbols
such that every N × t sub-array includes, at least once, all the ordered subsets from v symbols of size t (t-tuples)
[52]. The minimum N for which a CA(N; t, k, v) exists is the covering array number and it is defined according to the
following expression: CAN(t, k, v) = min{N : ∃ CA(N; t, k, v)}.

CAs are used to represent an interaction test-suite as follows. In an algorithm we have k input parameters. Each
of these has v values or levels. An interaction test-suite is an N × k array where each row is a test case. Each column
represents an input parameter and a value in the column is the particular configuration. This test-suite allows to cover
all the t-way combinations of input parameter values at least once. Thus, the costs of tuning the algorithm can be
substantially reduced by minimizing the number of test cases N in the covering array.

In practice, algorithm’s input parameters do not have exactly the same number of values (levels). To overcome
this limitation of CAs, mixed level covering arrays (MCAs) are used. An MCA(N; t, k, (v1, v2, · · · , vk)) is an N × k
array on v symbols (v =

∑k
i=1 vi), where each column i (1 ≤ i ≤ k) of this array contains only elements from a set S i,

with |S i| = vi. This array has the property that the rows of each N × t sub-array cover all t-tuples of values from the t
columns at least once. Next, we present the details of the tuning process, based on CIT, for the particular case of our
TScb algorithm.

First, we have identified k = 8 input parameters used for TScb: application probability for the neighborhood
function N3 (p), tabu tenure (T ), maximum number of non-consecutive calls to diversification functionsD1 (MaxS )
and D2 (MaxH), strength of perturbation D1 (ρ), maximum number of iterations without improvement (maxNI),
percentage of acceptable cyclic bandwidth increase used in function N1 (β) and percentage γ of vertices employed
in functions N3,D1 and D2. Based on some preliminary experiments, certain reasonable values were selected for
each one of those input parameters (shown in Table 1). No important differences in performance were observed when
varying the parameter α, which determines the number of critical vertices considered in functionsN1 andN2, thus its
value was fixed to 0.9 for all the experiments presented in this section.

The mixed level covering array MCA(168; 4, 8, (4, 4, 3, 3, 3, 3, 2, 2)), shown (transposed) in Table 2, was obtained
by using the Memetic Algorithm reported in [53]. This covering array can be easily mapped into an interaction test-
suite by replacing each symbol from a column to its corresponding parameter value. For instance, we can map 0 in
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Table 2: Mixed level covering array MCA(168; 4, 8, (4, 4, 3, 3, 3, 3, 2, 2)) representing an interaction test-suite for tuning TScb (transposed).

(a) Test cases 1 to 84

0 3 3 3 2 3 3 1 1 0 0 1 2 2 1 3 0 3 2 0 0 3 0 1 2 2 3 1 1 0 2 3 1 1 3 3 3 2 3 3 1 1 0 0 0 2 0 0 3 2 2 0 1 1 2 3 0 1 3 0 3 0 0 0 2 0 2 2 0 3 3 1 0 2 2 1 2 0 2 2 1 2 0 2
3 3 3 3 3 3 0 1 1 2 1 0 1 0 3 1 1 2 1 0 0 3 1 2 0 2 0 0 0 3 3 1 0 3 1 1 2 1 1 2 2 2 2 1 2 3 1 2 3 0 1 2 0 0 3 1 0 0 1 1 2 0 3 0 2 3 3 1 1 0 3 0 1 0 3 0 3 2 2 2 1 2 2 2
1 1 0 1 1 1 1 0 2 0 2 0 1 2 0 2 1 2 1 2 1 2 2 1 1 0 0 0 0 0 1 1 1 1 0 2 0 2 0 0 1 0 1 1 1 2 2 0 0 2 0 0 0 1 2 1 2 2 0 0 1 2 1 2 1 2 0 2 0 1 2 1 1 2 1 0 0 1 2 1 0 0 2 2
0 1 0 0 2 1 0 1 0 0 1 2 1 0 0 2 2 1 0 0 1 2 2 2 0 1 0 0 2 0 2 2 2 2 0 0 0 2 1 1 0 0 0 0 1 2 1 2 1 2 2 1 0 1 1 0 1 2 2 1 1 0 1 2 1 0 0 1 2 2 1 0 1 0 0 1 1 1 1 0 1 0 2 2
0 0 0 1 1 2 0 2 1 1 0 0 2 1 0 1 0 0 1 1 1 1 1 2 1 0 2 1 1 2 0 0 1 0 1 0 0 1 1 1 0 2 0 1 0 2 1 0 1 1 2 2 2 0 1 2 2 2 0 1 2 0 1 0 1 1 1 0 2 2 0 2 2 2 2 0 2 1 2 0 0 2 0 2
2 1 0 1 1 0 2 1 0 2 2 2 0 1 2 2 0 2 1 2 0 0 1 2 0 0 1 1 0 1 0 1 2 1 2 1 1 0 1 0 1 0 0 2 1 2 0 0 2 2 1 1 2 0 0 0 1 1 2 0 1 2 1 0 1 0 0 1 2 0 1 1 1 1 0 1 2 2 2 2 0 1 2 0
1 0 0 1 0 1 1 0 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0 1 0 1 0 0 0 0 1 1 1 0 1 0 1 1 0 0 1 1 1 0 0 1 1 0 1 0 1 1 0 0 0 1 0 0 0 0 0 1 1 0 1 0 1 0 1 0 1 1 1 0 1 1 0 1 0 1 1 0 0 1
0 1 0 0 0 0 0 0 0 1 0 0 1 0 1 1 1 0 1 0 1 1 1 0 1 1 1 1 0 1 0 0 1 1 0 1 0 1 0 0 1 0 0 1 1 1 0 0 1 0 1 1 1 0 0 1 1 0 1 1 0 1 0 1 0 1 1 0 0 1 0 0 0 1 0 0 0 0 1 0 1 0 1 0

(b) Test cases 85 to 168

1 3 3 3 1 2 2 1 0 2 1 1 2 2 1 3 2 1 0 3 3 1 0 0 0 1 0 3 0 3 1 0 1 1 1 0 2 2 3 3 2 0 1 1 1 3 1 3 2 1 2 0 0 3 2 2 3 0 3 2 2 2 1 3 3 0 2 2 3 0 1 1 1 1 2 3 1 0 3 2 1 0 3 0
3 1 0 2 1 3 1 1 3 3 3 2 1 0 2 0 0 2 2 0 0 3 2 0 2 3 0 1 0 0 3 0 2 1 2 2 3 2 2 1 2 3 1 1 3 1 1 3 0 2 0 3 3 2 3 2 0 3 3 3 0 1 2 2 0 0 1 0 2 1 1 0 3 3 2 1 0 1 3 1 0 2 2 3
0 2 2 2 1 2 0 1 2 1 2 0 2 2 2 0 1 2 1 0 0 2 1 1 2 2 0 1 1 2 1 0 2 2 1 1 2 1 2 2 2 2 1 0 0 1 0 2 1 2 0 1 0 1 1 2 1 0 1 0 0 1 0 0 2 0 0 0 1 0 2 2 1 2 0 0 2 2 0 1 2 2 2 2
2 1 0 0 2 0 0 0 1 1 0 1 0 1 0 2 2 1 2 1 1 1 0 2 0 1 1 1 0 2 1 2 0 1 1 2 1 2 1 2 0 2 1 0 1 2 2 0 1 2 2 2 2 0 0 2 1 1 2 2 1 1 2 2 1 0 1 0 2 0 2 1 0 2 2 2 1 0 2 2 0 1 2 2
2 0 1 2 2 0 0 0 2 2 2 0 2 0 1 1 0 2 2 0 2 0 2 2 1 1 0 2 0 0 2 1 0 2 1 1 0 2 1 2 1 2 1 2 1 1 1 2 2 0 2 2 1 1 1 0 1 0 0 0 1 0 1 2 2 2 1 0 0 0 0 1 1 1 1 2 2 2 2 0 0 2 1 0
0 0 0 0 0 1 0 2 2 1 1 2 2 0 2 2 1 1 1 0 0 0 2 2 1 1 2 2 1 1 2 1 2 2 0 0 2 0 1 1 0 0 1 1 1 0 2 2 2 0 0 0 2 2 2 1 1 0 2 1 1 2 1 2 2 0 2 2 0 1 1 2 0 2 2 0 0 0 1 2 0 0 1 1
0 1 0 1 0 1 0 0 0 1 1 1 1 1 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 1 0 1 0 1 0 1 0 0 1 0 0 1 1 1 1 1 0 0 1 1 1 0 0 0 0 0 1 1 0 0 0 1 0 1 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 0 1 1 0 0
1 1 1 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 1 0 1 1 0 1 0 1 1 0 0 0 1 0 1 0 1 0 1 1 1 0 1 0 1 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 1 1 0 1 0 0 0

Table 3: Results from the 10 best test cases in the tuning experiments.

Num. Test case Avg. CB Avg. T R-RMSE

74 20202101 45.008 361.923 0.1646
79 22212201 44.944 557.292 0.1648

123 32211111 44.626 594.958 0.1657
122 22122001 45.237 284.369 0.1682
102 12212101 45.097 336.658 0.1740
124 31222100 45.059 585.365 0.1743

38 21221011 45.051 258.920 0.1763
115 13112200 45.274 368.028 0.1767

89 11122001 45.384 203.701 0.1788
112 31112200 45.293 722.984 0.1792

the first column (the first line in Table 2, corresponding to parameter p) to 0.0, 1 to 0.2, 2 to 0.5 and 3 to 0.8. The
resulting interaction test-suite contains, thus, 168 test cases (parameter settings) which include at least once all the
4-way combinations between TScb’s input parameters and their values6.

Each one of those 168 test cases was used to run 31 times the TScb algorithm over the 12 larger Harwell-Boeing
graphs described in Subsection 4.3, resulting in a total of 62,496 executions. For each test case the relative Root Mean
Square Error (R-RMSE) and the average CPU time where computed.

The R-RMSE is a quadratic scoring rule which is frequently used to measure the differences between values
predicted by a model or an estimator and the values actually observed [54]. It can be formally defined using (19):

R-RMSE =

√√√√√ R∑
i=1

(
Ŷi−Yi

Yi

)2

R
, (19)

where Ŷi refers to the estimator of the parameter Yi and R is the number of simulations. In optimization the R-RMSE
can be used to evaluate the performance of an algorithm by measuring the differences between the solution values
produced by it (Ŷi) with respect to the best-known solutions (Yi) [55–57]. For a perfect performance, Ŷi = Yi and
R-RMSE = 0. So, the R-RMSE ranges values from 0 to infinity, with 0 corresponding to the ideal.

Table 3 summarizes the 10 test cases which yield the best results. For each test cases it lists the average cyclic
bandwidth (Avg. CB), the average CPU time (Avg. T) in seconds and the R-RMSE value. This table allowed us to
observe that the parameter setting giving the best trade-off between solution quality and computational effort corre-
sponds to the test case number 74 (shown in bold). The best R-RMSE value with an acceptable speed is thus reached

6In contrast, with an exhaustive testing which contains (42)(34)(22) = 5184 test cases.
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Table 4: Overall performance comparison of the SAcb and TScb algorithms over 85 standard graphs from 7 different types all of them with known
optimal solutions B∗C .

SAcb TScb

Graphs Num. Avg. Best Avg. T R-RMSE %Best Avg. Best Avg. T R-RMSE %Best SS+

path 15 67.533 1.139 111.575 20.000 2.933 7.943 3.235 46.667 14
cycle 15 67.600 1.086 112.084 26.667 2.667 7.219 3.066 66.667 13
mesh2D 15 91.533 1.618 6.590 20.000 27.667 6.423 1.977 60.000 12
mesh3D 10 351.600 3.644 3.836 0.000 199.900 17.711 1.853 10.000 10
tree 12 94.917 0.657 1.416 16.667 55.250 5.026 0.034 83.333 5
caterpillar 15 72.467 0.609 3.215 33.333 15.400 9.663 0.024 80.000 10
hypercube 3 2387.333 600.000 1.054 0.000 1375.000 600.000 0.185 0.000 3

with the following input parameter values: application probability for the neighborhood function N3, p = 0.5; dy-
namic tabu tenure with τ = 1; maximum number of non-consecutive calls to diversification functions MaxS = 110
and MaxH = 80, for D1 and D2, respectively; strength of perturbation D1, ρ = 5; maximum number of iterations
without improvement, maxNI = 25; percentage of acceptable cyclic bandwidth increase β = 0.4 used in function N1
and percentage γ = 0.3 of vertices employed in functions N3,D1 and D2. These values are therefore used in the
experimentation reported next.

4.5. Assessing the performance of TScb over standard graphs

For the first assessing performance experiment the set of 85 standard graphs with known optimal solutions, de-
scribed in Subsection 4.3.1, was selected. Then, both TScb and SAcbwere compiled and executed over these instances
setting a cutoff time of 600 seconds for each execution.

The computational results produced in this experiment were first analyzed and classified by family of the tested
graphs in order to separately observe the performance of the compared algorithms when solving each type of graph.
Table 4 summarizes this classification. For the two compared algorithms the average (Avg. Best) of the best cyclic
bandwidth cost attained by them over 31 independent executions and the average CPU time (Avg. T) in seconds
expended are depicted. For each class of graph tested, the relative Root Mean Square Error (R-RMSE) with respect to
the known optimal solution B∗C was computed using (19), as well as the percentage of instances (%Best) for which the
value of the best solution obtained by a given metaheuristic reaches B∗C . Additionally, a statistical significance analysis
was performed for this experiment by using the methodology described in Subsection 4.2. Last column (SS+) sums
up how many times a statistically significant performance amelioration was achieved by TScb with respect to SAcb.

Table 4 shows that, for each of the seven types of standard graphs analyzed, our TScb algorithm clearly outper-
forms SAcb in terms of the average of the best solution cost reached (Avg. Best). Indeed, the statistical analysis carried
out for this experiment established that there exists a statistically significant performance amelioration achieved by
TScb with respect to SAcb on 67 benchmark instances (78.824% of the graphs). For the other 18 tested graphs there
was not a significant difference between the performance of both compared algorithms.

In general, a high R-RMSE value, indicates that the solutions provided by the analyzed algorithm present a high
deviation relative to the known optimal values B∗C . This measure has the important property of considering a difference
of only one unit with respect to an optimal value B∗C = 1 worse than the same one unit difference with respect to a
higher B∗C value. In other words, it penalizes more the deviations with respect to small B∗C values. In this experiment,
the two higher R-RMSE values scored by TScb are for the paths, and cycles, since for these types of graphs B∗C = 1.

Regarding the percentage of instances (%Best) for which the best solution found by TScb equals B∗C , we observe
that for five types of the studied graphs (paths, cycles, two dimensional meshes, complete r level k-ary trees and
caterpillars) it is higher than 46.667% and goes up to 83.333%. In the case of the three dimensional meshes and
the r-dimensional hypercubes the %Best value for TScb is 10.000 and 0.000, respectively, which reveals that these
instances are challenging for TScb, probably due to their large size and specific topology.

The detailed results from this experiment can be found in Table A.1, from which it is possible to observe that
TScb reached the optimal solution (B∗C) for 57.647% (49 out of 85) of the selected graphs consuming in average 29.484
seconds, which is slightly higher than the average CPU time employed by the SAcb algorithm (22.484 seconds).
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Figure 3: Performance evaluation of the best solutions achieved by SAcb and TScb, over 28 Harwell-Boeing graphs, with respect to the theoretical
lower and upper bounds proposed by Lin [15].

For the other 36 benchmark instances TScb found solutions which are close to the optimal cyclic bandwidth (R-
RMSE = 2.145). Another important outcome is that the solution cost found by TScb presents a relatively small
standard deviation (in average 4.738). It is an indicator of the algorithm’s precision and robustness since it shows that
in average the performance of TScb does not present important fluctuations.

From this experiment we can conclude that TScb is certainly an effective approach for finding good quality solu-
tions for the CB problem in the case of standard graphs with known tight lower bounds. Below, we will present more
computational results obtained from a performance evaluation carried out with TScb employing graphs produced from
real-world scientific and engineering applications.

4.6. Assessing the performance of TScb over Harwell-Boeing graphs

In this experiment a performance evaluation of the best solutions achieved by SAcb and TScb with respect to the
theoretical lower and upper bounds proposed by Lin [15] was carried out over the test-suite described in Subsection
4.3.2, using a cutoff time of 600 seconds for each execution. The results from this experiment are depicted in Table A.2
using the same column headings defined at the beginning of Appendix A.

Analyzing the data presented in Table A.2 lead us to the following main observations. First, our TScb algorithm
is able to outperform the solutions provided by SAcb in 18 out of 28 graphs (64.286%) and to equal its results for the
other 10 benchmark instances. The statistical analysis presented in the last two columns of Table A.2 confirms that
there exists a statistically significant increase in performance achieved by TScb with respect to SAcb on 23 graphs
(82.143% of the instances). This highlights the suitability of the studied TScb approach. One can also remark that
both SAcb and TScb are able to attain the optimal solutions, found by the B&B algorithm reported in [12], for the 6
smallest (n ≤ 32) instances in this test-suite and to supply a solution cost separated only by one unit from the optimal
cyclic bandwidth (5 vs. 4) for the instance bcspwr01. These results evidence that optimal solution costs could be
higher than the theoretical lower bounds (LB) proposed by Lin [15], i.e., these lower bounds are not tight.

Second, the solution quality provided by TScb for the other 21 graphs (with n ≥ 39) is very competitive, since
it consistently improve the upper bounds (UB) calculated according to [15] (see Figure 3). Indeed, the R-RMSE for
TScb, computed with respect to the corresponding best-known bound, is nearly one order of magnitude smaller than
that of SAcb (4.055 vs. 19.174), indicating that the cost of the labelings provided by TScb are closer to the best-known
solutions. Our TScb algorithm is even able to equal the lower bound value LB = 8 for the instance curtis54 of size
n = 54, which means that the optimal solution for this graph was found by it. Moreover, the cyclic bandwidth of the
solutions reached by TScb present in average a very reduced standard deviation (see Column Dev.).
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Figure 4: Average performance comparison of three neighborhood functions using TScb over the instances: (a) tree2x9 and (b) can 715.

Third, one can notice that TScb is the most time-consuming algorithm, since it uses an average of 138.369 seconds
for solving these 28 instances. On the contrary, SAcb employs only 9.515 seconds in average. However, we believe
that the CPU time consumed by TScb is acceptable (at most 600 seconds) and is fully justified by considering that it
is able to outperform the SAcb method in terms of cost. In addition, TScb’s consumed computing time is reasonable
compared with that expended by the B&B algorithm used in this experiment [12]. For instance, TScb employed
only 600.000 seconds for finding a near-optimal solution for the larger instance in this test-suite (can 715), while the
execution time for the B&B over the instance bcspwr01 (a smaller instance) is 4.73E05 seconds.

5. Discussion and analysis

The main objective of this section is to experimentally analyze the extent to which certain key components of the
proposed TScb implementation can influence its global performance. For all the experiments presented in this section
the algorithms were compiled and executed independently 31 times over the two sets of benchmark instances intro-
duced in Subsection 4.3. The parameter values employed for TScb were those previously identified in Subsection 4.4.

Given the space requirements for reporting the results of this experiment, our findings are presented using plots
for only two representative instances. One from the set of standard graphs with known optimal solutions (tree2x9) and
one from the set of Harwell-Boeing graphs (can 715). However, comparable results were obtained with all the other
tested instances.

5.1. Influence of the neighborhood functions
The neighborhood function is a critical element for the performance of any local search algorithm. In order

to further examine the influence of this element on the overall performance of our TScb implementation we have
performed some experimental comparisons using the following three neighborhood functions (see Subsection 3.3):
N1(ϕ), N2(ϕ, γ) and N3(ϕ, γ, p).

For this experiment each one of the studied neighborhood functions was implemented within TScb. Figure 4
summarizes the results from this experiment. It shows three average execution (convergence) profiles which represent
the evolution, during the search process (abscissa)7, of the best solution quality attained by TScb (ordinate), when
each one of the studied neighborhood relations is used to solve the instances tree2x9 and can 715. As it can be
seen from the plots, the worst performance is attained by TScb when the neighborhood function N1(ϕ) is used. The
functionN2(ϕ, γ) produces better results compared withN1(ϕ) since it improves the solution cost faster. Nevertheless,
it also causes that our TScb algorithm gets stuck on some local minima. Finally, the best performance is attained by
TScb when the function N3(ϕ, γ, p) is employed, which is a compound neighborhood combining the complementary
characteristics of both N1(ϕ) and N2(ϕ, γ).

7Each iteration in the plots represents a call to the evaluation function (1).
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Figure 5: Average performance comparison of two different tabu tenure management strategies using TScb over the instances: (a) tree2x9 and (b)
can 715.

5.2. Influence of the tabu tenure management
In this experiment we compare the performance of two different tabu tenure management strategies. The first one

is commonly used in the literature [36, 42], and consists in prefixing a tabu tenure value that is maintained until the
end of the algorithm’s execution. The second one is the approach introduced in [39] (see Subsection 3.4), where the
tabu tenure is dynamically calculated during the search using a periodic step function.

The two tabu tenure management approaches (called here Static and Dynamic, respectively) were integrated into
the TScb source code and executed for solving the selected benchmark instances. According to the results of our
preliminary experiments, the tabu tenure value was fixed to T = 5 for the Static approach, while the minimum tenure
value is equal to τ = 1 for the dynamic strategy. The results reached by TScb over the instances tree2x9 and can 715
for this comparative experiment are illustrated in Figure 5. Each plot represents the iterations of TScb (abscissa)
against the average best solution quality attained with the used of the compared tabu tenure management mechanism
(ordinate). This figure discloses that TScb using a tabu tenure value which is dynamically calculated throughout the
search, with a periodic step function, performs slightly better than the TScb implementation that prefixes a tabu tenure
value. Very similar results were obtained with the rest of the analyzed benchmark instances, thus this figure correctly
summarizes the behavior of the compared tabu tenure management schemes.

5.3. Influence of the diversification strategy
The diversification strategy is an important component that must be carefully designed when implementing a

tabu search algorithm, since it is related with the process of discovering new unexplored regions of the search space
containing potentially good solutions [58, 59]. This experiment is thus devoted to investigate the extent to which this
key component of TScb can influence its global performance.

Two different versions of the TScb algorithm were specially prepared to this end. The first one equipped with
the diversification strategy described in Subsection 3.6. The second one without any diversification strategy imple-
mented. Both versions were executed independently over the selected benchmark instances. Figure 6 displays, for the
instances tree2x9 and can 715, two convergence profiles representing the evolution through the search (abscissa) of
the current and best solution quality provided by the TScb algorithm employing the proposed diversification strategy
(ordinate). The iteration when the perturbation function D2(ϕ, γ) is applied to diversify the search is also marked in
these plots with a symbol “x”. Recall, that D2(ϕ, γ) is only applied after a predefined maximum number (MaxS )
of non-consecutive calls to the perturbation function D1(ϕ, γ). For comparative purposes, the best solution quality
attained by the TScb version without any diversification strategy implemented is additionally presented in a third plot.
From this figure it can be easily observed that the TScb algorithm who does not implement a diversification strategy
has the worst overall performance in this experiment. This point can be better explained by observing that the lack
of a pertinent diversification strategy causes that the TScb algorithm easily stagnates in deep local optima. On the
contrary, the TScb algorithm employing the proposed diversification strategy is able to detect when the search process
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Figure 6: Performance comparison of TScb with and without a diversification strategy over the instances: (a) tree2x9 and (b) can 715.

is trapped into some local minima and to guide it to more promising potential solutions. This is confirmed by the fact
that TScbwith a diversification mechanism consistently attains better global performance in terms of cyclic bandwidth
cost.

6. Conclusions

In this paper the first implementation of a Tabu Search algorithm (TScb) for solving the Cyclic Bandwidth problem
(CB) was presented. This algorithm integrates two key features that importantly determine its performance. First,
a carefully designed composed neighborhood function which allows the search to quickly reduce the total cost of
candidate solutions, while avoiding to get stuck on some local minima. Second, an effective tabu list management
method where the tabu tenure for a move is dynamically calculated during the search using a specially designed
periodic step function.

TScb’s components and parameter values were carefully determined, through the use of a tuning methodology
based on combinatorial interaction testing [10, 11], to yield the best solution quality in a reasonable computational
time. Then, the practical effectiveness of TScb was assessed through extensive experimentation over a set of 113
standard benchmark instances [12–14], and compared against a Simulated Annealing implementation (SAcb).

The first of these experiments employed 85 standard graphs with known optimal solutions to carefully compare the
performance of both SAcb and TScb with respect to the known optimal solutions (B∗C). This experiment demonstrated
that there exists a statistically significant performance amelioration achieved by TScbwith respect to SAcb in 67 out of
85 tested graphs (78.824%). Our proposed method attained the optimal solutions value B∗C for 49 out of 85 (57.647%)
selected graphs expending in average 29.484 seconds, which is slightly higher than the average CPU time employed
by the SAcb algorithm (22.484 seconds). For the rest of the graphs TScb found good quality solutions, which are close
to the optimal cyclic bandwidth (R-RMSE = 2.145 in average).

The second experiment aimed at performing a comparative evaluation of the best solutions achieved by SAcb and
TScb with respect to the theoretical bounds proposed by Lin [15] for the CB problem. For this experiment 28 test
instances produced from real-world scientific and engineering applications (Harwell-Boeing graphs) were used. The
obtained results confirm that TScb’s performance was statistically superior than that reached by SAcb on 82.143% of
the tested instances (23 out of 28). In fact, TScb was able to find the optimal solution B∗C for 7 graphs in this test-suite
and to establish new better upper bounds for the other 21 instances.

The third experiment was devoted to experimentally analyze the extent to which some key components of the
proposed TScb implementation (neighborhood function, tabu tenure management and diversification strategy) can
influence its convergence process. Thanks to this analysis it was possible to identify that the use of the proposed
compound neighborhood function coupled with a diversification strategy are the two key components which determine
the global performance of our TScb algorithm. The compound neighborhood function permits a fast improving of the
solution cost while avoiding to get stuck on some local minima. The diversification strategy, on the other hand, allows
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the TScb algorithm to detect when the search process is trapped into some local minima and to guide it to more
promising potential solutions, which results in a better global performance in terms of cyclic bandwidth cost.

All the experimental results presented confirm the practical advantages of using our TScb algorithm for solving
the CB problem. It is a robust algorithm yielding good quality solutions for the CB problem in the case of general
graphs at competitive computational time. In this sense this work represents an original contribution in this field.

Although promising results were obtained by the TScb algorithm, we believe that they could be still ameliorated.
Our future work will concentrate on designing and evaluating alternative neighborhood and evaluation functions in
order to boost the performance of the proposed TScb algorithm, since it is well-known that they are two important
components which define the so-called landscape of the search problem [60, 61] and impact thus greatly the efficiency
of the search algorithms [62].
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A. Detailed comparison of the SAcb and TScb algorithms

Tables A.1 and A.2 present detailed results from the experimental comparison carried out between the TScb and
SAcb algorithms over both a set of standard graphs with known optimal solutions and a set of graphs from real-world
scientific and engineering applications. The first three columns in these tables represent the graph name, its number of
vertices (|V |) and edges (|E|). In Table A.1 the known optimal solution (B∗C) was calculated using equations presented
in Subsection 4.3.1. The theoretical lower (LB) and upper (UB) bounds for the graphs listed in Table A.2 (see Columns
4 and 5) were computed, as indicated by Lin [15], with the expressions LB = d∆(G)/2e and UB = b|V |/2c, where ∆(G)
denotes the maximum degree of the graph G. For the first seven instances (with n ≤ 40) in Table A.2, the exact
optimal solutions B∗C were obtained using the B&B algorithm reported in [12]. In both tables, for each compared
algorithm five columns are used to depict the best (Best), average (Avg.) and standard deviation (Dev.) of the cyclic
bandwidth cost reached by that method over 31 independent executions, its average CPU time (T ) in seconds, and the
difference (D) between its best result (Best) and the corresponding best-known bound (either B∗C or LB). A statistical
significance analysis was performed for these experiments by using the methodology described in Subsection 4.2 and
the resulting p-value is presented. If a statistically significant difference exists between the performance of TScb and
SAcb, the corresponding cells in the last column (S S ) are marked either “+” or “−” depending on whether such
a difference favors TScb or not. Unmarked cells indicate that there was not a significant difference between the
compared algorithms.

Table A.1: Detailed performance assessment of the SAcb and TScb algorithms over 85 standard graphs from 7 different types all of them with
known optimal solutions B∗C .

SAcb TScb

Graph |V | |E| B∗C Best Avg. Dev. T D Best Avg. Dev. T D p-value S S

path20 20 19 1 1 1.000 0.000 1.665 0 1 1.000 0.000 0.133 0 1.0E+00
path25 25 24 1 1 1.500 0.527 1.876 0 1 1.000 0.000 0.603 0 1.2E-02 +

path30 30 29 1 1 1.600 0.843 3.107 0 1 1.000 0.000 1.422 0 3.0E-02 +

path35 35 34 1 2 2.600 0.516 3.292 1 1 1.000 0.000 3.420 0 3.8E-05 +

path40 40 39 1 2 2.800 0.422 3.711 1 1 1.000 0.000 3.330 0 2.7E-05 +

path100 100 99 1 15 18.500 2.173 0.030 14 1 1.500 0.527 1.920 0 1.4E-16 +

path125 125 124 1 21 25.100 3.348 0.037 20 1 1.700 0.483 5.865 0 4.6E-18 +

path150 150 149 1 28 31.000 2.108 0.055 27 2 2.000 0.000 3.295 1 6.6E-13 +

path175 175 174 1 31 35.300 2.111 0.083 30 2 2.000 0.000 6.836 1 5.0E-05 +

path200 200 199 1 40 42.300 2.791 0.103 39 2 2.000 0.000 9.612 1 4.1E-05 +

path300 300 299 1 63 67.400 3.134 0.191 62 3 3.200 0.422 10.470 2 6.8E-05 +

path475 475 474 1 115 120.600 4.300 0.375 114 5 5.600 0.516 14.566 4 1.2E-04 +

Continued on next page ...
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Table A.1 – Continued from previous page

SAcb TScb

Graph |V | |E| B∗C Best Avg. Dev. T D Best Avg. Dev. T D p-value S S

path650 650 649 1 171 176.700 4.473 0.592 170 7 7.000 0.000 17.428 6 7.0E-05 +

path825 825 824 1 229 237.600 3.373 0.870 228 8 8.000 0.000 19.831 7 3.9E-14 +

path1000 1000 999 1 293 300.600 5.082 1.104 292 8 8.900 0.316 20.409 7 5.0E-15 +

cycle20 20 20 1 1 1.300 0.483 1.746 0 1 1.000 0.000 0.356 0 6.7E-02
cycle25 25 25 1 1 1.100 0.316 2.005 0 1 1.000 0.000 0.285 0 3.2E-01
cycle30 30 30 1 1 2.400 0.966 2.210 0 1 1.000 0.000 0.573 0 1.4E-03 +

cycle35 35 35 1 1 2.400 0.843 3.315 0 1 1.000 0.000 0.571 0 5.1E-04 +

cycle40 40 40 1 2 3.000 0.816 3.535 1 1 1.000 0.000 0.548 0 4.7E-05 +

cycle100 100 100 1 16 19.200 3.393 0.031 15 1 1.000 0.000 1.898 0 4.0E-05 +

cycle125 125 125 1 22 24.500 1.841 0.047 21 1 1.000 0.000 1.920 0 3.8E-05 +

cycle150 150 150 1 25 29.000 3.127 0.067 24 1 1.000 0.000 3.300 0 3.8E-05 +

cycle175 175 175 1 32 35.600 2.797 0.085 31 1 1.000 0.000 8.192 0 4.8E-05 +

cycle200 200 200 1 38 40.200 1.317 0.114 37 1 1.000 0.000 9.254 0 5.0E-05 +

cycle300 300 300 1 64 67.300 2.263 0.186 63 3 3.100 0.316 11.528 2 7.1E-05 +

cycle475 475 475 1 113 119.800 4.780 0.388 112 5 5.800 0.422 14.703 4 3.8E-15 +

cycle650 650 650 1 170 178.100 4.067 0.605 169 7 7.600 0.516 16.348 6 3.4E-16 +

cycle825 825 825 1 237 241.500 3.749 0.885 236 7 7.900 0.316 18.262 6 7.3E-05 +

cycle1000 1000 1000 1 291 298.700 5.438 1.071 290 8 8.500 0.850 20.542 7 1.3E-20 +

mesh2D5x4 20 31 4 4 4.800 0.422 1.829 0 4 4.000 0.000 2.291 0 3.7E-04 +

mesh2D5x5 25 40 5 5 5.000 0.000 3.352 0 5 5.000 0.000 2.932 0 1.0E+00
mesh2D5x6 30 49 5 5 6.200 1.317 4.702 0 5 5.000 0.000 1.633 0 5.0E-03 +

mesh2D5x7 35 58 5 6 7.100 1.449 2.790 1 5 5.000 0.000 1.393 0 4.0E-05 +

mesh2D5x8 40 67 5 6 6.500 0.972 4.401 1 5 5.000 0.000 1.770 0 3.5E-05 +

mesh2D10x10 100 180 10 26 28.000 2.309 0.047 16 10 10.500 0.527 3.832 0 5.6E-05 +

mesh2D5x25 125 220 5 28 33.500 2.415 0.090 23 5 5.000 0.000 2.790 0 2.0E-05 +

mesh2D10x15 150 275 10 39 42.400 3.596 0.121 29 11 11.000 0.000 3.031 1 2.0E-05 +

mesh2D7x25 175 318 7 45 47.200 1.751 0.179 38 7 8.700 3.335 6.183 0 6.3E-05 +

mesh2D8x25 200 367 8 52 53.700 1.059 0.231 44 8 8.200 0.422 3.588 0 7.2E-05 +

mesh2D15x20 300 565 15 81 88.800 3.553 0.434 66 16 33.900 28.368 6.330 1 4.1E-05 +

mesh2D19x25 475 906 19 154 160.200 4.614 0.824 135 119 119.900 0.316 9.267 100 1.8E-01
mesh2D25x26 650 1249 25 233 236.600 4.061 1.246 208 164 164.000 0.000 14.154 139 1.9E-04 +

mesh2D28x30 840 1622 28 313 317.300 3.860 1.824 285 30 174.000 75.895 15.557 2 1.2E-01
mesh2D20x50 1000 1930 20 376 386.600 6.484 2.206 356 21 113.100 117.825 21.600 1 1.0E-03 +

mesh3D4 64 300 14 19 20.700 0.949 0.032 5 16 16.000 0.000 0.060 2 1.3E-05 +

mesh3D5 125 540 21 34 38.500 2.718 0.168 13 21 21.700 0.483 0.260 0 4.7E-04 +

mesh3D6 216 882 30 62 76.700 6.897 0.370 32 31 31.000 0.000 6.578 1 7.7E-05 +

mesh3D7 343 1344 40 118 127.700 5.143 0.785 78 42 42.000 0.000 5.510 2 8.5E-05 +

mesh3D8 512 1344 52 200 207.400 3.239 1.341 148 129 129.600 0.516 17.460 77 2.1E-02 +

mesh3D9 729 1944 65 306 308.800 1.619 2.065 241 184 184.700 0.483 19.195 119 7.8E-14 +

mesh3D10 1000 2700 80 427 432.300 4.523 3.399 347 252 253.100 0.568 23.299 172 8.2E-09 +

mesh3D11 1331 3630 96 582 588.500 2.799 5.908 486 336 336.800 0.422 28.427 240 4.2E-11 +

mesh3D12 1728 4752 114 772 778.900 5.626 8.994 658 435 435.800 0.422 35.164 321 1.7E-16 +

mesh3D13 2197 6084 133 996 1002.600 3.658 13.382 863 553 553.600 0.699 41.161 420 6.3E-23 +

tree2x4 31 30 4 4 4.000 0.000 2.617 0 4 4.000 0.000 0.502 0 1.0E+00
tree3x3 40 39 7 7 7.000 0.000 1.927 0 7 7.000 0.000 0.314 0 1.0E+00
tree10x2 111 110 28 29 30.300 1.160 0.029 1 28 28.000 0.000 0.003 0 1.0E+00
tree3x4 121 120 15 23 24.200 0.919 0.039 8 15 15.700 0.483 0.538 0 7.3E-07 +

tree5x3 156 155 26 33 36.900 1.912 0.049 7 26 26.000 0.000 5.869 0 3.7E-04 +

tree13x2 183 182 46 47 48.400 1.955 0.071 1 46 46.000 0.000 0.067 0 1.0E+00
tree2x7 255 254 19 52 60.900 3.985 0.148 33 20 20.100 0.316 7.306 1 3.6E-09 +

tree17x2 307 306 77 83 88.900 3.213 0.196 6 77 77.000 0.000 0.525 0 1.0E+00
tree21x2 463 462 116 133 139.700 3.529 0.376 17 116 116.000 0.000 0.811 0 1.0E+00
tree25x2 651 650 163 203 207.400 3.658 0.620 40 163 163.000 0.000 1.098 0 3.2E-01
tree5x4 781 780 98 219 229.800 5.884 0.716 121 98 98.200 0.422 19.670 0 6.0E-12 +

tree2x9 1023 1022 57 306 316.000 6.254 1.099 249 63 64.200 0.919 23.608 6 2.4E-15 +

caterpillar3 9 8 3 3 3.000 0.000 0.000 0 3 3.000 0.000 20.046 0 1.0E+00
caterpillar4 14 13 3 3 3.000 0.000 0.368 0 3 3.000 0.000 0.329 0 1.0E+00
caterpillar5 20 19 4 4 4.000 0.000 1.480 0 4 4.000 0.000 0.719 0 1.0E+00
caterpillar6 27 26 5 5 5.000 0.000 1.644 0 5 5.000 0.000 0.540 0 1.0E+00
caterpillar7 35 34 6 6 6.000 0.000 1.809 0 6 6.000 0.000 0.765 0 1.0E+00
caterpillar13 104 103 10 16 20.400 3.307 0.032 6 10 10.000 0.000 4.058 0 2.0E-05 +

caterpillar14 119 118 11 20 25.000 4.190 0.036 9 11 11.000 0.000 5.391 0 3.4E-05 +

caterpillar16 152 151 13 30 33.800 4.467 0.065 17 13 13.000 0.000 6.835 0 3.4E-05 +

caterpillar17 170 169 14 32 36.000 2.749 0.085 18 14 14.000 0.000 4.902 0 3.8E-05 +

caterpillar19 209 208 15 41 45.200 1.751 0.121 26 15 15.900 0.316 9.500 0 1.1E-04 +

Continued on next page ...
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Table A.1 – Continued from previous page

SAcb TScb

Graph |V | |E| B∗C Best Avg. Dev. T D Best Avg. Dev. T D p-value S S

caterpillar23 299 298 19 65 72.500 4.478 0.181 46 19 19.300 0.483 13.259 0 2.0E-09 +

caterpillar29 464 463 24 118 124.100 3.604 0.358 94 24 25.800 0.919 15.077 0 3.9E-14 +

caterpillar35 665 664 29 182 196.000 8.524 0.657 153 31 32.300 1.252 18.250 2 6.8E-23 +

caterpillar39 819 818 33 241 251.000 8.367 0.941 208 34 38.500 4.275 21.364 1 1.8E-20 +

caterpillar44 1034 1033 37 321 334.700 6.977 1.358 284 39 54.000 7.732 23.906 2 4.4E-16 +

hypercube11 2048 11264 526 1021 1022.500 0.707 600.000 495 570 582.200 9.461 600.000 44 1.7E-21 +

hypercube12 4096 24576 988 2046 2046.900 0.316 600.000 1058 1175 1203.300 24.208 600.000 187 2.4E-18 +

hypercube13 8192 53248 1912 4095 4095.000 0.000 600.000 2183 2380 2462.400 116.956 600.000 468 5.3E-05 +

Average 191.812 195.909 2.686 22.484 131.176 88.435 93.345 4.738 29.484 27.800

Table A.2: Detailed performance comparison of the SAcb and TScb algorithms over 28 Harwell-Boeing graphs.

Bounds SAcb TScb

Graph |V | |E| LB UB B∗C Best Avg. Dev. T D Best Avg. Dev. T D p-value S S

jgl009 9 50 4 4 4 4 4.000 0.000 0.001 0 4 4.000 0.000 0.001 0 1.0E+00
rgg010 10 76 5 5 5 5 5.000 0.000 0.001 0 5 5.000 0.000 0.001 0 1.0E+00
jgl011 11 76 5 5 5 5 5.000 0.000 0.001 0 5 5.000 0.000 0.001 0 1.0E+00
can 24 24 92 4 12 5 5 5.400 0.516 4.857 0 5 5.000 0.000 0.033 0 2.9E-02 +

pores 1 30 103 5 15 7 7 8.300 0.823 3.837 0 7 7.000 0.000 2.642 0 5.5E-04 +

ibm32 32 90 6 16 9 9 9.100 0.316 7.368 0 9 9.000 0.000 0.778 0 3.2E-01
bcspwr01 39 46 3 19 4 5 5.800 0.789 2.603 1 5 5.000 0.000 1.044 1 4.9E-03 +

bcsstk01 48 176 6 24 12 12.400 0.843 10.073 6 12 12.000 0.000 3.699 6 1.5E-01
bcspwr02 49 59 3 24 7 7.800 0.919 2.565 4 7 7.000 0.000 1.385 4 1.3E-02 +

curtis54 54 124 8 27 9 10.100 1.595 5.413 1 8 8.000 0.000 10.936 0 4.6E-05 +

will57 57 127 5 28 7 7.300 0.483 5.941 2 6 6.900 0.316 2.954 1 4.5E-02 +

impcol b 59 281 9 29 17 17.800 0.422 12.136 8 17 17.000 0.000 6.387 8 3.7E-04 +

ash85 85 219 5 42 12 12.400 0.516 7.926 7 9 9.000 0.000 45.716 4 3.8E-05 +

nos4 100 247 3 50 13 14.700 4.001 8.172 10 10 10.000 0.000 5.801 7 4.3E-05 +

dwt 234 117 162 5 58 20 20.700 0.823 7.248 15 12 16.600 2.221 62.508 7 1.7E-04 +

bcspwr03 118 179 5 59 14 18.000 3.621 6.546 9 11 11.400 0.516 41.347 6 2.5E-04 +

bcsstk06 420 3720 14 210 209 209.000 0.000 0.434 195 49 51.800 2.098 178.202 35 5.1E-05 +

bcsstk07 420 3720 14 210 209 209.000 0.000 0.458 195 50 51.600 1.578 244.357 36 5.0E-05 +

impcol d 425 1267 8 212 58 71.400 15.700 14.450 50 38 43.100 5.877 505.329 30 2.0E-04 +

can 445 445 1682 6 222 149 149.300 0.483 12.836 143 47 61.600 10.255 327.149 41 5.9E-10 +

494 bus 494 586 5 247 72 87.700 10.541 13.279 67 46 56.100 5.990 358.692 41 1.6E-07 +

dwt 503 503 2762 12 251 241 241.800 0.919 35.526 229 44 45.100 0.568 439.687 32 7.6E-40 +

sherman4 546 1341 3 273 77 126.600 26.154 14.124 74 29 29.800 0.632 103.231 26 9.4E-07 +

dwt 592 592 2256 7 296 88 166.200 51.923 17.978 81 30 31.100 0.876 338.423 23 1.8E-05 +

662 bus 662 906 5 331 121 137.000 11.489 14.672 116 52 56.100 4.433 284.321 47 1.5E-04 +

nos6 675 1290 2 337 171 172.700 1.337 12.893 169 22 23.500 0.972 93.658 20 1.2E-04 +

685 bus 685 1282 6 342 110 138.600 20.343 15.039 104 36 40.400 3.026 216.045 30 6.6E-08 +

can 715 715 2975 52 357 159 229.100 47.708 30.031 107 60 65.800 7.361 600.000 8 1.4E-06 +

Average 64.821 75.079 7.224 9.515 56.893 22.679 24.782 1.669 138.369 14.750
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[29] O. Sýkora, L. Török, I. Vrt’o, The cyclic antibandwidth problem, Electronic Notes in Discrete Mathematics 22 (2005) 233–227.
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