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Abstract - A new statistical method for Language Modeling and spoken document
clasdfication is proposed. It is based on a mixture of topic dependent probabilities.
Each topic dependent probability isin turn a mixture of n-gram probabilities and the
probability of Kullback-Lieber (KL) distances between key-word unigrams and
distribution obtained from the @ntent of a cache memory. Experimental result on
topic dassdfication using a corpus of 60 Mword from the French newspaper Le Monde
show the excelent performance of the ache memory and its complementary role in
providing different statisticsfor the dedsion process

1. Introduction

Topic dasdficaion has been an important subjed in Information Retrieval
(IR). A number of methods have been developed for the dasdficaion of text
documents. Recantly, statisticd methods based on unigram word probabiliti es have
been proposed [5].

The use of topic-dependent language models (LM) is aso now the objed of
reseach efforts [2,6,8]. For the aitomatic transcription of spoken documents
[2,6,8], mixtures of topic-dependent LMs can be mnsidered [3,5].

In general, a mixture combines different LM probabilities to compute the
probability of aword w given its history h in the following way :

J
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where PJ-(Wi|hi) isthe probability provided bythej-th LM and A; isa onstant satisfying

the wnstraint :
J
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It is possble to makethe A; topic-dependent and equal to scores that are useful
for topic spattingtoo. Infad, P(wj|h;) canalso be expressed as:
J J
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where T; isatopic. The term P(w||Tjh) may be mmputed with an ngram LM
that is topic-dependent. This corresponds to make the gproximation that h; is
represented only by the n-1 words precading w;. The other term P(T;|h;) can be
computed using a different approximation for h; . This probability can be used for

dynamically modulating the importance of the dements of the mixture and for
topic spotting as well .

It can, in turn, be epressed as a mixture of probabilities obtained with
different models, and, more important, it can vary in time & new words are made
avail able, thus making the topic-dependent LM adaptable.

This paper proposes to use two models, the first one based on unigram or n-
gram probabiliti es involving all the words of a vocabulary and the second one
based on a comparison between the content of one or more cache memories [4]
and the static unigram distributions of topic keywords with a cnstant floor value
assgned to all the other words as well as the words not in the cade.

A linea combination of the two models may use probabiliti es with different
history approximations :

P(Tj[hy) = alPl(Tj|W1“1) + asz{Tj|d[R [ coli —1)]} 4

where W, isthe sequence {wj,..w;_4} of the first (i-1) words of a document. If
the first model isbased on unigrams, then:
1 = R T)P(T)
R(Ti{wi™) = H - TP )
- metlnwm)

The problem when wsing this model alone is limited acarracy and the fad that
non-keywords have the same importance & topic keywords.

Topic charaderization acaracy can be improved by introducing the second
term of the (4). Here, a set ; of keywords is ®leded for ead topic and its

statisticd distribution R; obtained from a training corpus is compared with the
distribution of content cc(i —1) of a catie memory when word w;_;isrea in.

The result of such a @mparison is d|R;,cdi -1)|, a symmetric Kull back-Lieber
distance that varies in time & new words are mnsidered. Probability P, may be
conditioned only on the distance between the distribution of the cade mntent and
R; or can be conditioned by avedor of whose dements are distances between the

distribution of the catie mntent and the distribution of the keywords of ead topic.
A single cade is used for the sake of simplicity (a different cacde could be
considered for eat part-of-speed, or word clasg.

The first term of the (4) cumulates information of a long Hstory using al the
wordsin the vocabulary.

In the experiments described in this paper, involving a crpus of articles from
the French newspaper "Le Monde", there ae more than 500,000 dfferent words.



Let L be the size of such avocabulary. For ead topic, it is possble to order the L
words acording to their frequency in a training corpus and seled the first C<L
words of this ordered sequence

These first C words are cdled topic keywords. The mmparison of the cate
content is limited only to topic key-words. For this purpose, it is desirable to
normalize the keyword probabiliti es of a topic in such a way that the L-C less
probable words have dl the same floor unigram probability.

It is aso passble to make this floor probability independent from the topic. In
this way, the mntribution of the second term in the mixture (4) differs from the
first one. In faa, rather than being a product of n-gram probabiliti es involving all
vocabulary words, it is a probability of distance of distributions limited to topic-
dependent keywords.

An acarrate seledion of topic-dependent key-words is very important for the
use which is made in the following. For this purpose, words that are frequent in
more than one topic ae not good key-word candidates. These words have been
identified and placad into a stop-list. Stop words of the stop-list cannot becme
topic key-words.

2. Topic dependent probabili ties

C
Let Pc = ZPl(wi |T;) be the sum of the static unigram probabiliti es in topic
1=

T; . For the purpose of distance @mputation, the probabiliti es of these C words are
multiplied by atopic-dependent constant y;. The floor probability of the other L-C

wordsis:
1-viPc
L-C
In pradice C has been set equal to 4,000,
Asaiming there ae m words in the cade, G of which are different, then the
cade probabiliti es of these words are given by :

_nw)+ B8
PeachdW) = BL+m
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Where B is afloor constant and z n(w) =m. The floor probability for words

not in the cateisgiven by:

__B
Ric(w) = A+m ©)
This corresponds to an estimate of the cade probability for the unseen words.
In order to have floor probabiliti es equal in the cade and in the normalized
topic moddl, it is sufficient to impose:
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The normali zed probability for aword intopic T; becomes:

Py T) =)
an(wi)
= (10)
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where n;(w) isthe count of the wordsin topic T; . Better choices of the set of
C keywords for atopic ae posshle. In fad, given a choice of keywords, distance
between topic distributions can be evaluated and the dhoices can be modified by a
seach processthat attempts to maximize the overall i nter-set distance. Choices can
also be based on tagging and be limited to words of certain syntadic dasss.

3. Distance mmputation

Distance mmputation can start when G is above athreshold. The KL symmetric
distance ca be cmputed as follows :
C

dj(n) = Z{Pcachénvwi) - Bf '(Wi|Tj)}IogHP°aCIhe(n'Wi) E (11)

E Bf '(wi[T)) E
where d;(n)is the distance related to topic j after reading the n-th word.

Poachdn,W;) 1S Peaendw;) at the insertion into the cade of the n-th word of the

incoming document. All the words that are not keywords in any topic have ejual
floor probability in the topic-dependent distribution and in the cade, then their
contribution to the KL distance is zero. All these words can be ignored in the
computation of the second term of the (4).

A word, that is not a keyword for any topic and appeas in the cade, would
provide an equal contribution to the KL distance in al topics. For such a reason,
words that are not keyword of any topic do not need to be stored in the cade.
Figure 1 shows an example of unigram distributions in a topic and in the cate
after normali zation. Asthe cate isfill ed up, better estimates become avail able and
can be used to produce more reliable distances. Coefficients a;and a5 in the (4)

must sum to 1 They can be determined by deleted interpolation as siggested in
[4]. Coefficient a, can be made lower if the cade is not full. Its value may vary

and read the computed value only when the cateisfull.
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Figure 1 - Example of word probability distribution in atopic and in the cate.

It isworth noticing that, if the cade does not contain many words, it is possble
that certain key-words of the right topic did not appea yet in the cate. If a zeo
probability would be assgned the these words in the cade, then an infinite
distance would be obtained. This is avoided by the introduction of floor
probabiliti es.

It is possble to find topic changes in the same aticle with the following
approach. When there is a degp even short valley in the unigram score, a new
cade is creded and distances with it are dso computed. If after some word, the
seoond cade and the first cache agreeon the topic, then the valley is considered as
a false darm, otherwise there is a topic switch. The @ntribution of the KL
distances to the acomputation of a probability for aword can be of different types.

d;(n)
MAX
been considered for the experiments described in the next sedion. It is interesting
to seehow rapidly this parameter readies a plateau maximum value for the wrred
topic.

The parameter Péj(n) =1- where Dyax IS @ hormalizing constant, has

Figure 2 : Time evolution of P, j(n) for the seven topics. The wrred oneisthe one
with highest probability. The unit of the x axisis the number of words.



Figure 2 shows the evolution of P, ; (n) aswords of atest sample ae @nsidered.

The highest curve crresponds to the mrred topic. The other curves correspond to
other topics. It can be seen that after 50 words, in this case, the crred topic
emerges as the winner.

4. Results

Threeyeas of articles from the French newspaper "Le Monde" were mnsidered
for atotal of 60 Mwords, about 500000words of which are different. The topic of
the aticlesis not known, but, as a first approximation, the sedion of the journal in
which the aticle gpeas has been taken as topic. Seven topics were mnsidered.
Thetopic codes are shown in Table 1.

1 | Foreign rews 5 | Business
2 | History 6 | Culture
3 [ Sciences 7 | Politi cs
4 | Sports

Table 1: Topics and their codes

A test set of 1021 segments taken from articles was extraded from the corpus
and not used for training. By just considering the topic with minimum distance,
preliminary topic dassficdion results are shown in Table 2.

Symbad = represents agreement, <> represents disagreement, U represents the
topic seleded by just unigrams, C represents the topic seleded by just cade
distances, S represents the following journal page healer topics labeled, C out
represents the cae in which G wastoo small for usingthe cate.

U<>S | U<>S [ U==S | U<>S [ U==S |U<>S| U==S

C<>S [ C<>S | C<>S | C==S | C==S|Cout| Cout |Total

U<>C | U==C | U<>C | U<>C |U==C
1 4 10 29 13 75 2 6 139
2 0 0 1 0 6 0 0 7
3 19 4 2 17 48 1 0 91
4 15 7 12 57 21 0 2 114
5 2 3 16 6 129 0 3 159
6 15 21 55 24 244 6 16 | 381
7 15 21 18 18 51 3 4 130

Total[ 70 66 133 135 574 12 31 |1021

Table 2: preliminary topic dasdfication resultsin number of segments

Table 3 summarizes over al topic identificaion results on the test set for



diff erent recogniti on strategies.

The first row refers to the cae in which cade and unigrams agree with the
label. In the second row, an additional rule is added for which urigrams agreewith
the label and the cate does not have enough data to be reliable. The third row
corresponds to dedsion made with the unigrams only. The fourth row corresponds
to the use of cade only except when the cate does not have enough data. The
final row correspondsto dedsion made with the cade or the unigrams.

This mixed strategy consists in using the cade for dedsion only if there ae
enough words in the catie and if the difference between the cade scores of the
first and the second candidate is greaer than a threshold. Such a threshold depends
of thefirst candidate and has been determined using the training set.

These preliminary results with a cude dedsion rule show a significant overal
increase in performance when using the cade with resped to the use of unigram
only. With the contribution of the cate, apredsion greaer than 78% is obtained.

Strategy N %

u=C=S 574 | 56.22
+ U=S, Cout 605 |59.26

+ U=S 738 | 72.28

First two + Cache 740 | 7248
Strategy combination [ 800 | 78.35

Table 3 : Strategy combination results

5. Conclusion

The experiments described in this paper show the benefits using complementary
two models and the fad that they may be used, when they agree to refine the aude
labeling. A wise @mbination of the two models may lead to a substantial
improvement of topic dasdficaion.

It is worth mentioning the difficulty of the task, since topic dasdfication is
based on human dedsion which is often questioned by other humans. It is also
important to notice that newspaper articles describe avery large variety of fads
with avery large vocabulary (of the order of 500,000 words).

Reseach will continue dong many diredions. Lemmas instead of full words
will be mnsidered [1]. Thiswill reducethe vocabulary size and the anount of gaps
in the cate distribution. Various types of distance probabilities will aso be
considered in view of their use in adaptable LMs for Automatic Speed
Reaognition (ASR). Multiple catie memories will be introduced. Words will be
dispatched to them based on the labels provided by a statisticd tagger [7]. Other
uses of tagged words will also be investigated.
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