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Anomalies in local Weyl laws and applications to random
topology at critical dimension

Alejandro Rivera

November 2, 2016

Abstract

Let M be a smooth manifold of positive dimension n equipped with a smooth
density dµM. Let A be a polyhomogeneous elliptic pseudo-differential operator of
positive order m onM which is symmetric for the L2 scalar product defined by dµM.
For each L > 0, the space UL =

⊕
λ≤LKer(A− λId) is a finite dimensional subspace

of C∞(M). Let ΠL be the spectral projector onto UL. Given s ∈ R, we compute
the asymptotics of the integral kernel KL of ΠLA

−s in the cases where n > ms and
n = ms respectively. Next, assuming that M is closed, let (en)n∈N and (λn)n∈N be
the sequence of L2 normalized eigenfunctions and eigenvalues of A where the latter
sequence organized in increasing order. Let (ξn)n∈N be a sequence of independent
centered gaussians of variance 1. We fix a parameter s ∈ R such that n ≥ ms and
consider the family (φL)L>0 of smooth random fields onM defined by

φL =
∑

0<λj≤L

λ
− s

2
j ξjej

for each L > 0. It turns out that the covariance function of φL is KL. Using this
information, we apply the derived asymptotics to study the zero set of φL. If n > ms
then the number of components of the zero set of φL concentrates around aL

n
m for

some positive constant a. On the other hand, if n = ms, each Betti number of the zero

set has an expectation bounded by C ln
(
L

1
m

)− 1
2

L
n
m where C is an explicit constant.

WhenM is a closed surface with a Riemmanian metric, A is the Laplacian and dµM
is the Riemmanian volume, C equals 1

4π2

√
3
2V ol(M).

1



On the left (resp. right), an instance of the field φ1000 =
∑

0<λj≤1000 = ξjλ
− s

2
j ej for the

Laplacian on the flat torus with s− 1 resp. s = 0. The green regions correspond to
positive values of the field and the blue ones to negative values.

1 Introduction

Over the past fifteen years, in the context of random topology, a lot of effort has been
put in the study of the nodal set of certain smooth gaussian fields whose covariances turn
out to be Schwartz kernels of spectral projectors for the Laplacian or other elliptic oper-
ators (see [2], [14], [22], [6], [13], [7], [17], [9], [15] and [20]). Several parallels have been
drawn between these objects and the classical lattice models of statistical mechanics such
as percolation and the discrete Gaussian Free Field (see [3] and [18]). These fields exhibit
universal local behavior at a scale given by the smallest wavelength associated to the spec-
tral window and decorrelate at large distances. This phenomenon ultimately stems from
Lars Hörmander’s estimate of the spectral function of an elliptic operator in [10].

In a recent paper, [18], we studied a random field on a surface defined also by a
frequency cut-off but with weighted frequencies tuned so that the field would converge
in distribution to the Gaussian Free Field. In this case, the covariance has a logarithmic
singularity smoothed out at the scale of the smallest wavelength and does not vanish at
large distances. In the present paper, we consider general polynomially weighted kernels in
any dimension. We study their asymptotic behavior and show how the different behaviors
observed affect the properties the nodal set. More precisely, let M be a smooth closed
manifold of dimension n, equipped with a smooth density dµM and a polyhomogeneous
elliptic pseudo-differential operator A of positive order m self-adjoint with respect to the
L2− dµM scalar product. Let (ej) and (λj) be respectively the sequence of eigenfunctions
and corresponding eigenvalues of A, where the latter are arranged in increasing order. In
addition, let (ξj) be a sequence of independent, identically distributed centered gaussians
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of variance 1. For each s ∈ R such that 0 ≤ s ≤ n
m , and each L ∈ R such that L > 0, let

φL =
∑

0<λj≤L
λ
− s

2
j ξjej .

As explained later, for L large enough, φL is almost surely regular on its zero set ZL which
is therefore a smooth closed hypersurface of M. Let NL be the number of connected
components of ZL. The number NL behaves quite differently depending on the values of
n
m − s. We will prove the following two results.

Proposition 1.1. If s < n
m then there exists a constant a > 0 such that

E[L−
n
m |NL − a|]→ 0.

Proposition 1.2. Suppose that s = n
m . Under some admissibility condition on the operator

A, there exists an explicit constant C0 such that

lim sup
L→+∞

√
ln
(
L

1
m

)
L
n
m

E[NL] ≤ C0.

If M is a closed surface equipped with a riemannian metric g, A is the Laplacian, dµM
is the riemannian volume and s = 1, then A is admissible. Moreover, in this case,
C0 = 1

4π2

√
3
2V olg(M).

These propositions are restated in full detail and proved in section 3 (see Corollaries
3.1 and 3.5 as well as equation (4)). The admissibility condition is defined in terms of the
principal symbol of A (see Definition 2.5) and is generic in a sense that we will explain later
(see Proposition 2.7). The reader familiar with the random topology literature will find
these results reminiscent of previous work by Fedor Nazarov and Mikhail Sodin (see [15])
as well as Damien Gayet and Jean-Yves Welschinger (see [6]). The object of this article
is to provide the analytical tools to apply their work to this more general setting. The
main novelty is really the study of the asymptotics of the covariance function of a broad
family of fields. These asymptotics build on the seminal result by Lars Hörmander (see
[10]). This result gives an approximation of the Schwartz kernel EL of the L2 orthogonal
projector ΠL onto the space spanned by the functions ej such that λj ≤ L by an oscillatory
integral. More precisely, let σA be the principal symbol of A. We have,

Theorem 1.3. Around each x0 ∈ M there are local coordinates such that, in these coor-
dinates, uniformly for each x, y ∈ Rn with |x|, |y| ≤ 1 and for L ≥ 1,

EL

(
L−

1
mx, L−

1
m y
)

=
1

(2π)n

∫
Rn

1[σA(0,ξ)≤1]e
i〈x−y,ξ〉dξL

n
m +O

(
L
n−1
m

)
.

Here and below, “in these coordinates” means that we implicitly compose EL and σA
by the cooresponding charts. It turns out that if s = 0, EL is equal to the covariance
function of the field φL. In this paper we give a similar approximation for the covariance
of φL for any s ∈ [0, nm ]. This covariance is the Schwartz kernel KL of ΠLA

−s.
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Theorem 1.4. Suppose that 0 ≤ s < n
m . Around each x0 ∈ M there are local coordinates

such that, in these coordinates, uniformly for each x, y ∈ Rn with |x|, |y| ≤ 1 and for L ≥ 1,

KL

(
L−

1
mx, L−

1
m y
)

=
1

(2π)n

∫
Rn

1[σA(0,ξ)≤1]|ξ|
−sei〈x−y,ξ〉dξL

n
m
−s +O

(
ln(L)εL

n−1
m

)
where ε = 1 if s = n−1

2 and 0 otherwise.

When s = n
m the situation is quite different.

Theorem 1.5. Suppose s = n
m . Suppose further that the symbol σA is admissible (see

Definition 2.5). Then, around each x0 ∈M there exist local coordinates such that, in these
coordinates, uniformly for each x, y ∈ Rn, with |x|, |y| ≤ 1 and L ≥ 1,

KL(x, y) =
1

(2π)n
δ(y)

[
ln
(√

L
)
− ln+

(√
L|x− y|

)]
+O(1).

Here, δ(y) =
∫
Rn |ξ|

1−n1[σA(y,ξ)≤1]dξ and ln+(t) = max(ln(t), 0).

The covariance is therefore larger than what could be expected from the s < n
m case.

The logarithmic factor later shows up in the topological results stated above. Here again,
our results are stated below in full generality and precision (see Theorems 2.4 and 2.6).

The paper is organized as follows. In section 2 we introduce the central objects of
our study and state precisely the corresponding results. In section 3 we present some
applications to random topology. In section 4 we prove the results stated in section 2.
More precisely, in section 5.1 we prove Theorem 2.4, in section 5.2 we prove the decay of
certain oscillatory integrals using the results of section 6. Then, in section 5.3 we apply
these results to the proof of Theorem 2.6. Lastly, in section 6, we show Propositions 2.7
and 6.2. Finally, in the appendix, we present a proof of a classical result (Theorem 2.2) on
which we rely heavily.

Acknowledgements:
I would like to thank my advisor Damien Gayet, for suggesting that I tackle the ques-

tions addressed in this paper, but also for his many helpful comments regarding the exposi-
tion of these results. I would also like to thank Simon Andréys for his inspiring explanations
on singularity theory.

2 Kernel asymptotics

In this section we state our main analytical results in full generality. In order to do so
we need to introduce some notation. Let n ≥ 1 and let dx denote the standard Lebesgue
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measure on Rn. We consider a polyhomogeneous elliptic pseudo-differential operator of
positive order m acting on functions on a smooth manifold M equipped with a smooth
positive density dµM. We assume that A is symmetric for the L2 scalar product on
(M, dµM). In other words, that for any local coordinates on M, there exists a sequence
(σj)j∈N of complex valued smooth functions Rn × Rn \ {0} such that

1. for each j ∈ N, σj is homogeneous of degree m− j in the second variable.

2. if the density dµM agrees with the Lebesgue measure in these coordinates, the func-
tion σA = σ0 is real-valued and positive.

3. the symbol of A read in these coordinates satisfies the asymptotic expansion
∑

j∈N σj
in the semi-classical sense (see for instance Proposition 18.1.3 of [12]).

Since A is elliptic symmetric, by Gårding’s inequality (see Theorem 18.1.14 of [12]), it is
bounded from below. This implies that its spectrum forms an increasing sequence of real
numbers (λk)k∈N diverging to +∞. The associated eigenfunctions ek ∈ C∞(M), when
normalized adequately, form a Hilbert basis of L2(M, dµM). We introduce a parameter
L > 0 and let UL be the vector space spanned by the eigenfunctions ek whose corresponding
eigenvalue is no greater than L. Let ΠL be the spectral projector on UL and let EL be its
integral kernel. Since UL is finite dimensional, EL is smooth. The asymptotics of EL as
L→ +∞ are well known. Before giving more details, we introduce the notion of admissible
phase function. This definition follows Hörmander (see [10]).

Definition 2.1. Given an open subset U ⊂ Rn, we will say that a function ψ ∈ C∞(U ×
U × Rn) is an admissible phase function if it satisfies the following conditions.

1. The function ψ is a symbol of order one in its third variable.

2. For each compact subset K ⊂ U × U there exists C > 0 such that for all (x, y, ξ) ∈
K × Rn,

|ξ|2 ≤ C(|∂xψ(x, y, ξ)|2 + |ξ|2|∂ξψ(x, y, ξ)|2);
|ξ|2 ≤ C(|∂yψ(x, y, ξ)|2 + |ξ|2|∂ξψ(x, y, ξ)|2).

3. For each (x, y, ξ) ∈ U × U × Rn, 〈x− y, ξ〉 = 0 implies that ψ(x, y, ξ) = 0.

4. For each x ∈ U and ξ ∈ Rn, ∂xψ(x, y, ξ)|y=x = ξ.

5. There exists ψ0 ∈ C∞(U × U × Rn \ {0}) satisfying all of the above properties and
1-homogeneous in ξ such that

t−1ψ(x, y, tξ) −−−−→
t→+∞

ψ0(x, y, ξ)

where the convergence takes place in S1(U × U × Rn \ {0}).

The following theorem describes the asymptotics of the Schwartz kernel of the spectral
projector associated to A in terms of an oscillatory integral with an admissible phase.
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Theorem 2.2. Let (M, dµM) be a manifold equipped with a smooth positive density and
A be an operator on M as described above. Let P be a differential operator of order d
acting on C∞(M ×M). Fix a point in M and consider local coordinates (x1, . . . , xn)
around it. Suppose further that the density dµM agrees with the Lebesgue measure in these
coordinates. Let σA (resp. σP ) be the principal symbol of A (resp. P ) in these coordinates.
Then, there exists an open neighborhood U of 0 ∈ Rn, an admissible phase function function
ψ ∈ C∞(U × U × Rn) and a constant C > 0, such that, in these coordinates, for each
x, y ∈ U and L > 0,∣∣∣PEL(x, y)− 1

(2π)n

∫
σA(x,ξ)≤L

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))dξ
∣∣∣ ≤ C(1 + L)

n+d−1
m .

Moreover, for each neighborhood W ⊂ U × U of the diagonal there exists C > 0 such that
in local coordinates, for each (x, y) ∈

(
U × U

)
\W and L > 0,∣∣∣PEL(x, y)

∣∣∣ ≤ C(1 + L)
n+d−1
m .

Here ∂x,yψ denotes the partial derivative of ψ with respect to the couple (x, y). Note
that this result is coordinate dependent since the notion of admissible phase function is
not invariant. The phase ψ is constructed as the solution of the following equation, where
σ ∈ S1 is such that σ

1
m
A − σ ∈ S0

σ(x, ∂xψ(x, y, ξ)) = σ(y, ξ) (1)

with the boundary conditions dictated by the admissibility condition. The case where
P = Id was proved by Lars Hörmander in [10]. The case where x = y was treated in
[19] with some restrictions on P . Finally, Gayet and Welschinger extended this result to a
general P (see Theorem 2.3 of [6]). While in their statement, x = y, their proof yields the
off-diagonal case with only minor modifications. One recent result closely related to this
theorem is Canzani and Hanin’s asymptotics for the monochromatic spectral projector un-
der some dynamical assumption on the geodesic flow (see [4] and [5]). For the convenience
of the reader, we provide a proof of the full result relying on the wave kernel asymptotics
provided in [10].

In this paper, we generalize this theorem by introducing a smooth function f ∈ C∞(R)
and studying the asymptotics of the integral kernel of ΠLf(A). Here f(A) is defined by
functional calculus so that the kernel of ΠLf(A) is

KL =
∑
λk≤L

f(λk)ek � ek.

This is again a smooth function. However, unless f has sufficient decay at +∞, it will not
converge as L → +∞. As explained in the introduction, we focus on the case where f
decays polynomially with a small exponent. However, a partial result holds for a general
f which might be useful for further generalizations. In section 4, we prove the following
proposition.
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Proposition 2.3. We use the same notations as in Theorem 2.2. Let f ∈ C∞(R) with
support in ]0,+∞[. Let KL be the kernel of ΠLf(A). Then, in local coordinates, uniformly
for each x, y ∈ U , for each L > 0,

PKL(x, y) =
1

(2π)n

∫
σA(y,ξ)≤L

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))f(σA(y, ξ))dξ

+O
(
f(L)L

n+d−1
m

)
+O

(∫ L

0
f ′(λ)λ

n+d−1
m dλ

)
.

In addition, uniformly for any (x, y) ∈
(
U × U

)
\W , for each L > 0,

PKL(x, y) = O
(
f(L)L

n+d−1
m

)
+O

(∫ L

0
f ′(λ)λ

n+d−1
m dλ

)
.

Finally, the constants implied by the O’s do not depend on f .

Note that the restriction on the support of f is purely cosmetic since the spectrum
of A is bounded from below. Of special interest to us is the case where f is of the form
f(t) = χ(t)tz where z ∈ C and χ is some smooth function with support in ]0,+∞[ equal
to 1 for t large enough. In that case, Proposition 2.3 yields Theorem 2.4 as well as 2.6
below. The first deals with the case where n + d + mR(z) > 0 and the second with the
case where n+ d+mz = 0.

Theorem 2.4. We use the same notations as in Theorem 2.2 and fix z ∈ C. Let f ∈
C∞(R) be supported in ]0,+∞[ such that f(t) = tz for t large enough. Let KL be the
Schwartz kernel of ΠLf(A). Suppose that n + d + mR(z) > 0. For each x, y ∈ U and
L ≥ 1, let

R1
L(x, y) = L−z−

n+d
m

[
PKL(x, y)

− 1

(2π)n

∫
σA(0,ξ)≤1

ei〈ξ,x−y〉L
1
m σA(0, ξ)zσP (0, 0, (ξ,−ξ))dξ

]
.

Then, there exists an open neighborhood V of 0 ∈ U such that, uniformly for any L > 0

and (x, y) ∈ V × V , R1
L

(
L−

1
mx, L−

1
m y
)
is O(L−

1
m ) if n+ d+mz 6= 1 and O(ln(L)L−

1
m )

otherwise. In addition, uniformly for L > 0 and (x, y) ∈ V × V \ W , PKL(x, y) is
O(L

n+d−1
m

+R(z)) if n+ d+mR(z) 6= 1 and O(ln(L)L−
1
m ) otherwise.

Thus, the Az factor in ΠLA
z translates to a σzA factor in the oscillatory integral approx-

imating KL. Note also that the second part of the theorem shows that KL(x, y) becomes
negligible at fixed distances compared to the case where |x−y| ≤ L−

1
m . We prove Theorem

2.4 in section 5.1.

Before stating Theorem 2.6, we must introduce some more terminology. One key ingre-
dient of the proof will be the decay of certain oscillatory integrals depending on the level
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sets of σA. To observe this behavior we must impose certain condition on σA. This is the
object of Definition 2.5. We will see, in Proposition 2.7 below, that it is almost always
satisfied.

Definition 2.5. We say that a positive m-homogeneous symbol σ onM is admissible there
exists k0 ≥ 2 such that

∀(x, ξ) ∈ T ′M∃k ∈ {2, . . . , k0}, σ(x, ξ)k−1∂kξ σ(x, ξ) 6= m(m− 1) . . . (m− k + 1)

mk
(∂ξσ(x, ξ))⊗k.

(2)

Note that ∂kξ σ is well defined because coordinate changes act linearly on the fibers of
T ∗M. Next, since σA is homogeneous and positive, it defines a sphere bundle S∗U on the
chart U of Theorem 2.2 by S∗x = S∗xU = {ξ ∈ Rn | σA(x, ξ) = 1}. We denote by dν the
smooth density on the bundle S∗U defined by the following equation

∀x ∈ U, ∀u ∈ C∞c (Rn),

∫
Rn
u(ξ)dξ =

∫ +∞

0

∫
S∗x

u(tξ)dxν(ξ)tn−1dt. (3)

The principal symbol σA can be seen as a smooth function of the complement of the
zero section in T ∗M (see Theorem 18.1.17 of [12]) which we henceforth denote by T ′M.
Therefore, the S∗U ’s given by different coordinates piece together to form a subset S∗M
of T ′M.

Theorem 2.6. We use the same notations as in Theorem 2.4. Suppose that n+d+mz = 0
and that either n = 1 or σA is an admissible symbol. For each x, y ∈ U and L > 0 let

YP (x, y) =

∫
S∗y

σP (x, y, ∂x,y(∂ξψ(x, y, 0)ξ))dyν(ξ)

and
R2
L(x, y) = PKL(x, y)− 1

(2π)n
YP (x, y)

[
ln
(
L

1
m

)
− ln+

(
L

1
m |x− y|

)]
.

Then, there exists V ⊂ U an open neighborhood of 0 such that, uniformly for L > 0 and
(x, y) ∈ U × U , R2

L(x, y) = O(1). In addition, there exists Q ∈ C∞(V × V ) and α > 0
depending only on σA such that, for each κ ≥ 1, for L > 0 large enough and (x, y) ∈ V ×V
such that |x− y| ≥ κL−

1
m ,

PKL(x, y) = − 1

(2π)n
YP (x, y) ln(|x− y|) +Q(x, y) +O

(
κ−α

)
.

The α appearing in the last equation is actually equal to 1 if n = 1 or 1
k0

where k0 ∈ N,
k0 ≥ 1 is the integer appearing in the admissibility condition of σA (see Definition 2.5) if σA
is indeed admissible. Note that, contrary to case where n+ d+mR(z) > 0, the kernel KL

does not localize but rather spikes logarithmically around the diagonal. The singularity
of the logarithm is then smoothed at scale L−

1
m . This theorem is a generalization of

Theorem 3 of [18] which dealt only with the case where A was the Laplacian andM was
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two-dimensional. The main novelty of Theorem 2.6 is the assumption on the symbol and
which was implicitely satisfied in the case of the Laplacian. We prove Theorem 2.6 in
section 5.3. Finally, we prove that admissible symbols are generic in the following sense.
Let m be a positive real number and let Smh (M) be the space of smooth functions on
T ′M that are homogeneous of degree m along the fibers. We endow this space with the
restriction of the Whitney topology on C∞(T ∗M) (see Definition 3.1 of [8]). Then,

Proposition 2.7. Almost all symbols are admissible with k0 = 5 when n = 2, k0 = 3 when
n = 3 or 4 and k0 = 2 when n ≥ 5 (see Definition 2.5). More precisely, for any m > 0,
the set of admissible symbols in Smh (M) for the aforementioned k0 is a residual subset of
Smh (M) for the restricted Whitney topology. Moreover, ifM is compact then it is open.

We prove this proposition in section 6.

3 Applications to random topology

In this section, we use the theorems stated in 2 to apply or adapt previous results in
random topology.

3.1 Setting and results

We consider a smooth compact manifold M equipped with a smooth positive density
dµM and an operator A as before. We use the same notations as in the previous section.
Moreover, we fix s ≥ 0 such that n ≥ ms as well as a sequence of independent real
centered gaussians of variance one (ξk)k∈N. In the case that n = ms, we assume that σA is
admissible. We then define a family of gaussian fields φL ∈ C∞(M) indexed by L > 0 as

φL =
∑

0<λj≤L
λ
− s

2
j ξjej .

A simple calculation shows that the covariance function for φL is

E[φL � φL] = KL =
∑

0<λj≤L
λ−sj ej � ej

which we studied above. In this section, we will apply previous results from random
topology to the field φL, with some emphasis on the number NL of connected components
of the zero set ZL of φL. To begin with, it follows from sections 5.2 and 5.3 of [13] together
with Theorems 2.4 and 2.6 that for L large enough, ZL is almost surely smooth. Among
the many available results regarding ZL which could be adapted easily thanks to Theorems
2.4 and 2.6, we choose two which reveal the effect of the quantity n−ms on the topology
of ZL. To begin with, in the case where n > ms, the field φL satisfies the conditions for
Theorem 3 of [15].

Corollary 3.1. Suppose that n > ms. Then, there exists a constant a > 0 such that

E[L−
n
m |NL − a|] −−−−−→

L→+∞
0.

9



Proof. By Theorem 2.4, around each point inM there are local coordinates in which

Ls−
n
mKL

(
L−

1
mx, L−

1
m y
)
−−−−−→
L→+∞

1

(2π)n

∫
σA(0,ξ)≤1

ei〈ξ,x−y〉σA(0, ξ)sd0ν(ξ)

where the convergence takes place in C∞ with respect to (x, y). This shows that
(
L
s
2
− n

2mφL

)
L

is, in the terminology of [15], a tame parametric gaussian ensemble onM. We can apply
Theorem 3 of [15] and set a =

∫
M n∞. Moreover, the spectral measure of the limiting

kernel charges a compact neighborhood of 0 so that, by section C.2 of [15], it satisfies
condition (ρ4) of [15] and the constant a is indeed positive. �

On the other hand, when n = ms, NL grows somewhat more slowly. In order to state
a precise result, we first need to introduce some notation. Let f be a Morse function on
M. We denote by Crit(f) the set of its critical points and, for each x ∈M \ Crit(f), we
let Hx = Ker(dxf). The disjoint union

∐
x∈MHx defines an integrable distribution, that

is the tangent space of the smooth foliation H of level sets of f onM\Crit(f) =M′. By
Lemma A.1 of [6] and Lemma 3.9, for L > 0 large enough, the restriction of f to ZL is
almost surely a Morse function. For each i ∈ {0, . . . , n− 1} and L > 0 large enough, let

νiL =
∑

x∈Criti(f |ZL )

δx.

Here Criti(f |ZL) denotes the set of critical points of index i of the restriction of f to ZL.
For any vector space E we denote by E the trivial bundle M × E and for any k ∈ N, by
Symk(E) the kth symmetric power of E.

Definition 3.2. Let (E, g) be a Euclidean space. Then, the scalar product g on E defines
an isomorphism Ξ : E → E∗. From this isomorphism, we define a metric g−1 on E∗ called
the reciprocal product of g as

g−1(w1, w2) := w2(Ξ
−1w1).

Similarly, we can define reciprocals of metrics on vector bundles.

Definition 3.3. Let E be a finite dimensional vector space and let C ∈ Sym2(E) be a
non-negative bilinear from on E∗. Let K = {ξ ∈ E∗ | C(ξ, ·) = 0} and V = {v ∈ E | ∀ξ ∈
K, 〈ξ, v〉 = 0}. Then, V ' (E∗/K)∗. By construction, C defines a scalar product on
E∗/K. Let g be the reciprocal scalar product, on V . Consider the probability law on V
with smooth density

1
√

2π
dim(V )

e−
1
2
g(v,v)dVg(v).

Here dVg is the Lebesgue measure defined by g. By the inclusion V ⊂ E, this defines a
probability law on E. We call it the gaussian probability law with covariance C.
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Definition 3.4. For each x ∈ M and each k ≥ 0, we define βk,k(x) a scalar product on
Symk(TxM) by

βk,k(v1, v2) =
1

(2π)n

∫
σA(x,ξ)≤1

σ−sA (x, ξ)〈ξ ⊗ · · · ⊗ ξ, v1〉〈ξ ⊗ · · · ⊗ ξ, v2〉dξ.

This is always well defined unless s = n
m and k = 0. Let $x : R × R → R be the scalar

product

(t1, t2) 7→
1

(2π)n

(∫
S∗xM

dxν
)
t1t2.

We have the following result.

Corollary 3.5. Suppose that n = ms. For each x ∈ M, let Mx be the matrix between
orthonormal bases for β−11,1(x)|Hx of a random centered gaussian vector in Sym2(H∗x) of
size n − 1 whose covariance is the restriction of β2,2(x) to Sym2(Hx). Then, for each
i ∈ {0, . . . , n− 1}, as L→ +∞, E[νiL] is equivalent to the smooth density√

2

πV ol(S∗x)
E[|det(Mx)|1[sgn(Mx)=i]]

L
n
m√

ln
(
L

1
m

)dVβ1,1(x)

in the weak topology of measures. Here sgn(Mx) is the dimension of the largest subspace
of Hx on which Mx is negative definite and V ol(S∗x) =

∫
S∗x
dxν.

In particular, by applying the Morse inequalities we obtain following two corollaries.
The first one follows by comparing Betti numbers with the number of critical points of
f |ZL .

Corollary 3.6. Suppose that M is a closed manifold. Then, for each i ∈ {0, . . . , n − 1},
the expectation of the ith Betti number bi(ZL) of ZL satisfies

lim sup
L→∞

√
ln
(
L

1
m

)
L
n
m

E[bi(ZL)] ≤
∫
M

√
2

πV ol(S∗x)
E[|det(Mx)|1[sgn(Mx)=i]]dVβ1,1(x).

Corollary 3.7. Suppose that M is a closed manifold. Then, the expectation of the Euler
characteristic χ(ZL) of ZL satisfies√

ln
(
L

1
m

)
L
n
m

E[χ(ZL)] −−−−−→
L→+∞

∫
M

√
2

πV ol(S∗x)
E[det(Mx)]dVβ1,1(x).

Proof. Let νiL(M) =
∫
M νiL be the number of critical points of index i of f |ZL . By the

Morse inequalities, χ(ZL) =
∑n−1

i=0 (−1)iνiL(M). Taking expectations, by Corollary 3.5,√
ln
(
L

1
m

)
L
n
m

E[χ(ZL)] =

n−1∑
i=0

(−1)i

√
2

πV ol(S∗x)
E[|det(Mx)|1[sgn(Mx)=i]]dVβ1,1(x) + o(1).
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But
∑n−1

i=0 (−1)i|det(Mx)|1[sgn(Mx)=i] = det(Mx) so√
ln
(
L

1
m

)
L
n
m

E[χ(ZL)] =

∫
M

√
2

πV ol(S∗x)
E[det(Mx)]dVβ1,1(x) + o(1).

�

3.2 Proof of Corollary 3.5

The proof of Corollary 3.5 will be based on Theorem 1.10 of [6]. We will also use the two
following lemmas.

Lemma 3.8. For L large enough and x ∈M, the symmetric bilinear form

((t1, v1), (t2, v2)) 7→ KL(x, x)t1t2 + dx ⊗ dxKL(v1, v2)

defined on R∗ ⊕Hx is positive definite. Let gL be its reciprocal metric. Similarly, the two
tensor $ ⊕ β1,1|H defines a metric on R∗ ⊕ H. Let g1 be its reciprocal metric. Suppose
that s = n

m . For each L > 0, let aL : R ⊕H∗ → R ⊕H∗ be the map of multiplication by(
ln
(
L

1
m

)) 1
2 along the fiber of R and by L

1
m along the fiber of H∗. Then,

a∗LgL −−−−−→
L→+∞

g1

uniformly on compact sets.

Proof. Let a†L : R∗ ⊕ H → R∗ ⊕ H be the adjoint of aL. Then, (a∗LgL)−1 =

((a†L)−1)∗g−1L . The map (a†L)−1 acts by division by
(

ln
(
L

1
m

)) 1
2 along the fiber of R∗

and by L
1
m along the fiber of H. Hence, for each x ∈M,

((a†L)−1)∗g−1L |x =
(

ln
(
L

1
m

))−1
KL(x, x)dt2 + L−

2
mdx ⊗ dxKL|H2

x
.

By Theorem 2.6 for the first term and Theorem 2.4 for the second, this converges to
$ ⊕ β1,1|H uniformly for x in compact subsets ofM. �

For the second lemma, let us introduce some notation. For each k ∈ N, let JkH be the
kth jet bundle over M′ of restrictions of smooth functions to the leaves of H. For any
l ∈ N the kernel of the projection J l+1

H → J lH is canonically isomorphic to Syml+1(H∗).
Any metric on J2

H provides a complement to each of these kernels - the orthogonal - thus
inducing an isomorphism κ2 : J2

H →
⊕2

j=0 Sym
j(H∗). We denote by H⊥ the orthogonal

of H with respect to the metric β1,1.
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Lemma 3.9. For each L > 0, let bL :
⊕2

j=0 Sym
j(H∗) →

⊕2
j=0 Sym

j(H∗) be defined by
the following relation. For each (x, q0, q1, q2) ∈

⊕2
j=0 Sym

j(H∗),

bL(x, q0, q1, q2) =
(
x,
(

ln
(
L

1
m

))− 1
2
q0, L

− 1
m q1, L

− 2
m q2

)
.

For each x ∈ M′, let (x, q0L(x), q1L(x), q2L(x)) = bL ◦ κ2(j2H(φL))|x and q̃1L(x) = dxφL|H⊥ .
Then, the random vector (x, q0L(x), q̃1L(x), q2L(x)) converges in law to a random vector
QL(x) = (x, q0(x), q̃1(x), q2(x)) ∈ R ⊕ T ∗M ⊕ Sym2(H∗)|x, uniformly for x ∈ M′
in compact sets. The random vector QL(x) is a centered gaussian whose covariance is
$(x) ⊕ β1,1(x) ⊕ β2,2(x) restricted to R ⊕ T ∗M′ ⊕ Sym2(H∗)|x. In particular, this is
independent of the metric initially chosen on J2

H.

Proof. The covariance of (dxφL, κ2(j
2
H(φL))|x) is(

dx ⊗ dxKL (κ2 ◦ j2H|x)⊗ dxKL

dx ⊗ (κ2 ◦ j2H|x)KL (κ2 ◦ j2H|x)⊗ (κ2 ◦ j2H|x)KL.

)
The lemma now follows by direct application of Theorems 2.4 and 2.6. �

Let s1L = dxφL|Hx ∈ Hom(H⊥,R). The last component s2L of κ2(jH(φL)) is a section of
Sym2(H∗) ' Hom(H,H∗). Consequently, the couple sL = (s1L, s

2
L) defines an element of

Hom(H⊥,R)⊕Hom(H,H∗) ⊂ Hom(TM′,R⊕H∗). We denote by sgn(s2L) the dimension
of the largest subspace of H on which the bilinear form s2L is negative definite.

Proof of Corollary 3.5. With the above notations, Theorem 1.10 of [6] implies the
following. For large enough values of L > 0, E[νiL] defines a smooth density such that for
each x ∈M′,

E[νiL]x =
1√
2π

nE[s∗LdVgL(x) 1[sgn(s2L)=i]
| φL(x) = 0, dxφL|Hx = 0].

Rescaling sL and gL shows that E[νiL]x equals

1√
2π

n
L
n
m√

ln
(
L

1
m

)E[(L− 1
m s1L, L

− 2
m s2L

)∗
dVgL(x) 1

[sgn(L−
2
m s2L)=i]

| φL(x) = 0, dxφL|Hx = 0
]
.

In the right hand side, by Lemmas 3.8 and 3.9, the expectation defines a smooth density
that converges to

E[(q̃1|H⊥ , q2)∗dVg11[sgn(q2)=i] | q0 = 0, q̃1|H = 0]

= E[q̃1|∗H⊥dV$−1 | q̃1|H = 0]⊗ E[q2∗dVβ−1
1,1 |H

1[sgn(q2)=i]]

uniformly on compact sets. Here we used that R and H∗ are perpendicular for g1 and
that for each x, q0(x) is independent of q̃1(x). Since the covariance of q̃1 is β1,1, q̃1|H⊥ is
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independent of q̃1|H . Therefore,
E[q̃1|∗H⊥dV$−1 | q̃1|H = 0] = E[q̃1|∗H⊥dV$−1(x)]

=

√
(2π)n

V ol(S∗x)

1√
2π

∫
R
|t|e−

1
2
t2dtdVβ1,1|H⊥ (x)

=

√
2(2π)n

πV ol(S∗x)
dVβ1,1|H⊥ (x).

Here V ol(S∗x) =
∫
S∗x
dxν. Let M be the matrix of q2 in orthonormal coordinates for β1,1.

Then,
E[q2∗dVβ−1

1,1 |H
1[sgn(q2)=i]] = E[|det(M)|1[sgn(M)=i]]dVβ1,1|H .

To conclude,

E[νiL]x ∼

√
2

πV ol(S∗x)
E[|det(Mx)|1[sgn(Mx)=i]]

L
n
m√

ln
(
L

1
m

)dVβ1,1(x).

�

We conclude this section with an example. LetM be a closed manifold of dimension
n ≥ 2 which we equip with a Riemmanian metric g. Let ∆ be the Laplace operator
on (M, g) and dVg be the volume density defined by g. The density dµM = dVg and
the operator A = ∆ satisfy the hypotheses of Proposition 2.3 with m = 2. Indeed, the
principal symbol of A is σA(x, ξ) = |ξ|2g so it is admissible. We set s = 1 and consider
the family of fields (φL)L>0 associated to A and s as defined above. In this case, we call
this family the cut-off Gaussian Free Field. This is because its covariance function is the
kernel of ΠL∆−1 which converges in distribution to the covariance of the Gaussian Free
Field when L → ∞. Corollary 3.1 implies that in dimension 3 or more, the number NL

of connected components of the zero set of the cut-off Gaussian Free Field is equivalent to
aL

n
2 in probability for some positive constant a ∈ R. Suppose now that n = 2. Then, we

can apply Corollary 3.5. Let f be a Morse function onM. Fix x ∈M and let τ1, τ2 be an
orthonormal basis of TxM such that τ1 spans Hx. Let (ξ1, ξ2) be its dual basis. Then, in
these coordinates, the metric β1,1 reads

β1,1(v1, v2) =
1

4π2

∫
|ξ|2≤1

〈ξ, v1〉〈ξ, v2〉
|ξ|2

dξ.

This metric is clearly rotation invariant so it must be a multiple of g. Taking v1 = v2 = τ1,
we deduce that β1,1 = c1g with

c1 =
1

4π2

∫
|ξ|2≤1

ξ21
|ξ|2

dξ

=
1

4π2

∫ 1

0
tdt

∫ 2π

0
cos(θ)2dθ

=
1

8π
.
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Consequently, dVβ1,1 = c1dVg = 1
8πdVg. Moreover, V ol(S∗x) = 2π. The metric β2,2 satisfies

β2,2(v1 ⊗ w1, v2 ⊗ w2) =
1

4π2

∫
|ξ|2≤1

〈ξ, v1〉〈ξ, w1〉〈ξ, v2〉〈ξ, w2〉
|ξ|2

dξ.

Let E be the matrix of a random gaussian tensor with covariance β2,2 in the coordinates

(c
− 1

2
1 τ1, c

− 1
2

1 τ2), which are orthonormal for the metric β1,1. Then,

E[E2
11] =

1

4π2c1

∫
|ξ|2≤1

ξ41
|ξ|2

dξ =
3

2
.

Therefore the expected determinant in Corollary 3.5 is for i = 0 or 1,

1

2
E[|E11|] =

√
3

2

1√
2π

∫ +∞

0
te−

1
2
t2dt =

√
3

4π
.

Hence, for i equal to either 0 or 1,

E[νiL] ∼ 1

4π2

√
3

2

L√
ln
(√

L
)dVg.

In particular,

lim sup
L→+∞

√
ln
(√

L
)

L
NL ≤

1

4π2

√
3

2
V olg(M). (4)

4 Proof of the analytical results

In this section, we will prove the results of section 2. We will use the notations of that
section. The overall proof follows that of Theorem 3 of [18]. However, in order to deal with
this more general setting, we need to develop some additional tools. First, we will prove
Proposition 2.3 and Theorem 2.4. To prove these results, we essentially apply integration by
parts to the kernel EL along the L variable and use Theorem 2.2. For the proof of Theorem
2.6, we need some additional tools which we develop in section 5.2. Most notably, we prove
the decay of certain oscillatory integrals. In section 5.3 we prove Theorem 2.6 using the
results of section 5.2. Some technical results are stated along the way but proved only
later, in section 5.4.

5 Preliminaries

LetM be a smooth manifold of dimension n ≥ 2 equipped with a smooth positive density
dµM. Let A be an elliptic pseudo-differential operator on M as in section 2. Let f ∈
C∞(R) be such that f(t) vanishes for −t large enough. Let KL be the integral kernel of
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ΠLf(A). Let P be a differential operator on M×M of order d with principal symbol
σP . Let us fix local coordinates x = (x1, . . . , xn) around a given point in M such that
dµM coincides with the Lebesgue measure in these coordinates. Let U , W ⊂ U × U and
ψ ∈ C∞(U × U ×Rn) be as in Theorem 2.2. The following quantity will be central in our
proofs. For any t > 0, x, y ∈ U and ξ ∈ Rn let

AP (x, y, ξ, t) = eiψ(x,y,tξ)σP (x, y, t−1∂x,yψ(x, y, tξ)). (5)

and
JP (x, y, t) =

∫
S∗y

AP (x, y, ξ, t)dyν(ξ). (6)

Note that AP satisfies the following equation. For any s, t > 0, x, y ∈ U and ξ ∈ Rn,

AP (x, y, sξ, t) = sdAP (x, y, ξ, st). (7)

At several points along the proof we will use properties of the phase ψ from Theorem 2.2
that follow from Definition 2.1. We gather these properties in the following lemma, which
we prove in section 5.4 below.

Lemma 5.1. Let U ⊂ Rn and let ψ ∈ C∞(U × U × Rn) be an admissible phase function.
For each s > 0, let ψt = t−1ψ(·, ·, t·). Then,

1. for each x, y ∈ U and each ξ ∈ Rn, ψ(x, y, 0) = ψ(x, x, ξ) = 0 and ∂xψ(x, x, ξ) = ξ.

2. for any α ∈ Nn and for each compact subset K ⊂ U uniformly for t ≥ 1, and for
x, y ∈ K and ξ ∈ Rn with |ξ| ≥ 1,

∂αξ ψt(x, y, ξ) = ∂αξ (〈ξ, x− y〉) +O(|x− y|2|ξ|)

3. for each compact subset K ⊂ U , there exists C > 0 such that for each x, y ∈ K and
each ξ ∈ Rn,

|∂xψt(x, y, ξ)− ξ| ≤ C|x− y|
|∂yψt(x, y, ξ) + ξ| ≤ C|x− y|.

4. for each compact subset K ⊂ U , for each α, β, γ ∈ Nn, there exists C > 0 such that
for each s ≥ 0, for each x, y ∈ K and ξ ∈ Rn \ {0},

|∂αξ ∂βx∂γyψt(x, y, ξ)| ≤ C(1 + |ξ|)1−|α|

where |α| = α1 + · · ·+ αn.

Before moving on, let us give some intuition about the proofs of Theorems 2.4 and 2.6
assuming Proposition 2.3. To make things simpler, we assume that P = Id, thatM = Rn,
that σA(x, ξ) = |ξ| and that ψ(x, y, ξ) = 〈ξ, x− y〉.
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We start with Theorem 2.4. Then, taking f(t) = t−s in Proposition tells us that, if
s > −n, KL(x, y) is equal to 1

(2π)n

∫
|ξ|≤L |ξ|

−sei〈ξ,x−y〉dξ plus a negligible remainder term.
Of course we should add a cut-off at 0 for f but this does not change the asymptotics.
Setting ζ = Lξ, we see that

KL

(
L−1x, L−1y

)
=

1

(2π)n

∫
|ζ|≤1

|ζ|−sei〈ζ,x−y〉dζLn−s(1 + o(1)).

This is essentially the claim made by Theorem 2.4.
For Theorem 2.6, we make the additional assumption that dim(M) = 1. This implies in
particular that YP (x, y) = 2. In this case, Proposition 2.3 with f(t) = t−11[t≥1] tells us
that

KL(x, y) =
1

2π

∫
1≤|ξ|≤L

ei(x−y)ξ
dξ

|ξ|
+O

(
L−1

)
.

Since the cases where ξ > 0 and ξ < 0 are symmetric, we deal only with the first. Suppose
that x > y, let r = x− y and let t = (x− y)ξ. Then,∫ L

1
ei(x−y)ξ

dξ

ξ
=

∫ rL

r
eit
dt

t
.

Now, by integration by parts, it is easy to see that for all a ≥ 1,∣∣∣ ∫ a

1
eit
dt

t

∣∣∣ ≤ 3. (8)

Thus, ∫ L

1
ei(x−y)ξ

dξ

ξ
=

∫ rL

r
eit1[t≤1]

dt

t
+O(1).

Next, we compare eit to 1. Since t−1(eit − 1) is bounded for t ∈ [0, 1],∫ L

1
ei(x−y)ξ

dξ

ξ
=

∫ rL

r
1[t≤1]

dt

t
+O(1).

Lastly for L ≥ 1, ∫ rL

r
1[t≤1]

dt

t
= ln(L)− ln+(rL).

Therefore,

KL(x, y) =
2

2π

[
ln(L)− ln(rL)

]
+O(1).

This corresponds to the first statement of Theorem 2.4. The proof in dimension greater
than one is somewhat different since the bound (8) is not valid anymore. We replace it
by a generalized stationary decay formula. The rest of the arguments carry over to the
general case with only technical adjustments.
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5.1 Proof of Proposition 2.3 and Theorem 2.4

We begin by relating KL to EL.

Lemma 5.2. For any L ∈ R,

KL = f(L)EL −
∫ L

0
f ′(λ)Eλdλ.

This lemma generalizes Proposition 21 of [18].

Proof. The functions L 7→ EL and L 7→ KL are locally constant and define distribu-
tions on R with values in C∞(M×M) supported on some interval [c,+∞[ with c ∈ R.
We denote by ′ the weak derivative with respect to L of these kernels. For all L > 0,

EL =
∑
λk≤L

ek � ek; KL =
∑
λk≤L

f(λk)ek � ek

so
K ′L =

∑
k∈N

δλk(L)f(λk)ek � ek = f(L)
∑
k∈N

δλk(L)ek � ek = f(L)E′L

and

KL =

∫ L

0
f(λ)E′λdλ.

The result follows by integration by parts. �

We can now prove the proposition using Theorem 2.2.

Proof of Proposition 2.3. First, let U be the open subset given by Theorem 2.2.
By Theorem 2.2, for each uniformly for x, y ∈ U and L > 0,

PEL(x, y) =
1

(2π)n

∫
σA(y,ξ)≤L

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))dξ +O
(
L
n+d−1
m

)
=

1

(2π)n

∫ L
1
m

0
JP (x, y, t)tn+d−1dt+O

(
L
n+d−1
m

)
.

In the second equality we used the definition of dν and JP as well as the fact that σP is
d-homogeneous along the fibers. Consequently, uniformly for any x, y ∈ U and L > 0,

−
∫ L

0
f ′(λ)PEλ(x, y)dλ = − 1

(2π)n

∫ L

0
f ′(λ)

∫ λ
1
m

0
JP (x, y, t)tn+d−1dtdλ+O

(∫ L

−∞
f ′(λ)λ

n+d−1
m

)
.

Integrating by parts along λ the first term in the right hand side we get

−f(L)PEL(x, y) +
1

(2π)n

∫ L

0
f(λ)

1

m
λ

1
m
−1JP (x, y, λ

1
m )λ

n+d−1
m dλ+O(f(L)L

n+d−1
m ).
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Setting u = λ
1
m , the integral term becomes

∫ L

0
f(λ)

1

m
λ

1
m
−1JP (x, y, λ

1
m )λ

n+d−1
m dλ =

∫ L
1
m

0
f(um)JP (x, y, u)un+d−1du

=

∫
σA(y,ξ)≤L

eiψ(x,y,ξ)f(σA(y, ξ))σP (x, y, ∂x,yψ(x, y, ξ))dξ.

By Lemma 5.2,

PKL = f(L)PEL −
∫ L

0
f ′(λ)PEλdλ.

Replacing the integral term by the expression derived above, we see that the f(L)PEL
terms cancel out and leave the first result of Proposition 2.3. For the case where (x, y) ∈
U×U\W just apply the corresponding estimate from Theorem 2.2 and proceed accordingly.
�

To prove Theorem 2.4 we fix z ∈ C and specialize to the case where f(t) = tz for t > 0
large enough.

Proof of Theorem 2.4. Let K be a compact neighborhood of 0 ∈ U . By the second
and third point of Lemma 5.1 (with α = 0) we have, uniformly for x, y ∈ K, ξ ∈ S∗0 , t > 0
and L ≥ 1 large enough,

t−1ψ
(
L−

1
mx, L−

1
m y, tξ

)
= L−

1
m 〈ξ, x− y〉+O

(
L−

2
m

)
t−1∂xψ

(
L−

1
mx, L−

1
m y, tξ

)
= ξ +O

(
L−

1
m

)
−t−1∂yψ

(
L−

1
mx, L−

1
m y, tξ

)
= ξ +O

(
L−

1
m

)
.

Let C0 > 0 be a constant to be fixed later. Since σP (x, y, ·), depends smoothly on (x, y, ξ)
and by the third point in Lemma 5.1, we have, uniformly for x, y ∈ K, ξ ∈ S∗0 L ≥ 1 large
enough and 0 < t ≤ C0L

1
m ,

σP

(
L−

1
mx, L−

1
m y, t−1∂x,yψ

(
L−

1
mx, L−

1
m y, tξ

))
= σP (0, 0, (ξ,−ξ)) +O

(
L−

1
m

)
and

AP

(
L−

1
mx, L−

1
m y, ξ, t

)
= AP (0, 0, ξ, t) +O

(
L−

1
m

)
(9)

= eiL
− 1
m t〈ξ,x−y〉σP (0, 0, (ξ,−ξ)) +O

(
L−

1
m

)
. (10)

Recall that AP was defined by equation (5). Here the O’s depend on C0. Since σA is
positive homogeneous in the second variable, we may choose C0 so that for each y ∈ K,
each ξ ∈ Rn and each L ≥ 1 large enough, σA

(
L−

1
m y, ξ

)
≤ L implies that σA(0, ξ) ≤ C0L.

Let C1 > 0 be such that f(t) = tz for t ≥ C1. With this choice of C0, equation (9) shows
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that following integral is bounded uniformly for x, y ∈ K and L ≥ 1 large enough, where
f̃(t) stands either for f(t) or for tz,∫

σA(L
− 1
m y,ξ)≤C1

f̃(σA

(
L−

1
m y, L

)
)AP

(
L−

1
mx, L−

1
m y, σA(0, ξ)−

1
m ξ, σA(0, ξ)

1
m

)
dξ.

Therefore, by Proposition 2.3, since f(t) = tz for t ≥ C1 and since n + d + R(z) > 0,
PKL

(
L−

1
mx, L−

1
m y
)
equals

1

(2π)n

∫
σA(L

− 1
m y,ξ)≤L

σA(0, ξ)
d
m
+zAP

(
L−

1
mx, L−

1
m y, σA(0, ξ)−

1
m ξ, σA(0, ξ)

1
m

)
dξ+O(g(L))

where g(L) = L
n+d−1
m

+R(z) if n+ d+mz 6= 1 and ln(L)L
n+d−1
m

+R(z) otherwise. Since σA is
positive and homogeneous of degree m, we have, uniformly in y ∈ K and L > 0,∫

σA(L
− 1
m y,ξ)≤L

σA(0, ξ)
d
m
+zdξ = O(Ln+d+mR(z)).

Therefore, by equation (9),

PKL

(
L−

1
mx, L−

1
m y
)

=
1

(2π)n

∫
σA(L

− 1
m y,ξ)≤L

σA(0, ξ)zAP (0, 0, σ
− 1
m

A (0, ξ)ξ, σA(0, ξ)
1
m )dξ+O(g(L)).

Since σA(y, ξ) is both smooth in y and homogeneous of degreem in ξ, there exists a constant
C2 such that for each y ∈ K, for each L ≥ 1 large enough, the symmetric difference of
the sets {ξ ∈ Rn | σA(0, ξ) ≤ L} and {ξ ∈ Rn | σA(L−

1
m y, ξ) ≤ L} has volume at most

C2L
n−1
m . Also, by construction of C0, for any ξ in this symmetric difference, for any y ∈ K

and for L ≥ 1 large enough, σA(0, ξ) ≤ (1 + C0)L. Consequently,

PKL

(
L−

1
mx,L−

1
m y
)

=
1

(2π)n

∫
σA(0,ξ)≤L

σA(0, ξ)
d
m
+zAP (0, 0, σ

− 1
m

A (0, ξ)ξ, σA(0, ξ)
1
m )dξ +O(g(L))

=
1

(2π)n

∫
σA(0,ξ)≤L

σA(0, ξ)zAP (0, 0, ξ, 1)dξ +O(g(L)) by equation (7)

=
1

(2π)n

∫
σA(0,ζ)≤1

σA(0, ζ)zAP

(
0, 0, L

1
m ζ, 1

)
dζLz+

n
m +O(g(L)) by setting ξ = Lζ.

In conclusion, uniformly in L > 0 and x, y ∈ K,

PKL

(
L−

1
mx, L−

1
m y
)

=

∫
σA(0,ξ)≤1

σA(0, ξ)zei〈ξ,x−y〉σP (0, 0, (ξ,−ξ))dξLz+
n+d
m +O(g(L)).

This proves the first statement of the theorem for V = K̊. To prove the second statement,
observe that by Lemma 5.2, for each L ≥ C1 and x, y ∈ K,

PKL(x, y) = f(L)PEL−
∫ L

0
f ′(λ)PEλ(x, y)dλ = LzPEL(x, y)−

∫ L

C1

λz−1PEλ(x, y)dλ+O(1)
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where the O is uniform in x, y ∈ K. Next, by Theorem 2.2, there exits C3 > 0 such that
for any (x, y) ∈ (K ×K) \W and any L ≥ C1, |PEL(x, y)| ≤ C3L

n+d−1
m . Therefore,

|PKL(x, y)| ≤ C3

(
L
n+d−1
m

+R(z) +

∫ L

C1

λ
n+d−1
m

+R(z)−1dλ
)
.

Therefore there exists C4 > 0 such that for any L ≥ C1 and any (x, y) ∈ (K ×K) \W ,

|PKL(x, y)| ≤ C4L
n+d−1
m

+R(z) ln(L)ε

where ε = 0 if n+ d+mR(z) = 1. This proves the second statement of Theorem 2.4. �

5.2 Oscillatory phase asymptotics

We keep the notations of the previous section. To prove in Theorem 2.6, we need three
lemmas which we prove here. The first controls the behavior of the function AP defined
in equation (5).

Lemma 5.3. The function AP satisfies the following properties.

1. The function t 7→ AP (·, ·, ·, t) extends continuously to t = 0 as a function from R+ to
C∞(U × U × Rn) and

AP (x, y, ξ, 0) = σP (x, y, ∂x,y(∂ξψ(x, y, 0)ξ)).

2. We have AP (x, y, ξ, t) − AP (x, y, ξ, 0) = O(t|x − y||ξ|d+1) uniformly for t ≥ 0 and
x, y in compact subsets of U and ξ ∈ Rn.

Note that this lemma implies that the function t 7→ JP (·, ·, t) extends continuously to
t = 0 as a function from R+ to C∞(U × U) and

JP (x, y, 0) =

∫
S∗y

σP (x, y, ∂x,y(∂ξψ(x, y, 0)ξ))dyν(ξ). (11)

Proof. The first statement follows from a Taylor expansion at t = 0 of AP . For the
second statement, by equation (7), we may therefore restrict our attention to the case
where ξ ∈ S∗y . Next, we observe that by the first point of Lemma 5.1, AP (y, y, ξ, t) =
AP (y, y, ξ, 0). The function AP is clearly C1 with respect to its first variable so that
|AP (x, y, ξ, t)−AP (x, y, ξ, 0)| is no greater than

|x− y| sup
s∈[0,1]

|∂xAP (sx+ (1− s)y, y, ξ, t)− ∂xAP (sx+ (1− s)y, y, ξ, 0)|.

Moreover, by applying Taylor estimates to ∂xAP with respect to t at t = 0 and the fourth
point of Lemma 5.1, we see that uniformly for x, y in compact subsets of U and ξ ∈ S∗y ,

∂xAP (x, y, ξ, t) = ∂xAP (x, y, ξ, 0) +O(t)

which completes the proof. �

The second lemma controls the behavior of JP at t → +∞. This will be useful in
dimension n ≥ 2.
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Lemma 5.4. Suppose that the symbol σA has ε-non-degenerate energy levels (see Definition
6.1). Then, there exists V ⊂ U an open neighborhood of 0 and C > 0 such that, uniformly
for distinct x, y ∈ V and t > 0

|JP (x, y, t)| ≤ C(t|x− y|)−ε.

This corresponds to Proposition 23 of [18] for ε = 1
2 although, in that setting, the

non-degeneracy condition was always satisfied.

Proof. To prove this lemma, we interpret JP as an oscillatory integral whose phase is
a deformation of (ω ⊗ τ) 7→ 〈ω, τ〉. First, fix K ⊂ U a compact neighborhood of 0 and for
each s > 0, let ψt = t−1ψ(·, ·, t·) and for each t, r > 0, y ∈ U , ξ, τ ∈ Rn, let

ft,r(y, ξ, τ) = r−1ψt((y + rτ), y, ξ).

Then, by the second point of Lemma 5.1, for every α ∈ Nn, uniformly for y ∈ K and
τ ∈ Rn in compact sets, for ξ ∈ S∗y and for t ≥ 1,

∂αξ ft,r(y, ξ, τ) = ∂αξ 〈ξ, τ〉+O(r).

In other words, ft,r(y, ξ, τ) −−−→
r→0

〈ξ, τ〉 smoothly in ξ, uniformly in 0 ≤ s ≤ 1 and (y, τ) in

compact subsets of K × Rn. Moreover, setting r = |x− y|, we get

ψ(x, y, tξ) = t|x− y|ft,|x−y|
(
y, ξ,

x− y
|x− y|

)
.

In addition, when x, y ∈ K are distinct, the vector x−y
|x−y| stays in a compact subset of a

complement of {0} in Rn. Moreover, by the fourth point of Lemma 5.1, the function

ξ 7→ σP (x, y, t−1∂x,yψ(x, y, tξ))

has bounded seminorms in C∞(Rn) uniformly for x, y ∈ K and t ≥ 1. Therefore, the fact
that σA has ε-non-degenerate energy levels implies the existence of an open neighborhood
V ⊂ U of 0, a constant t0 > 0 as well as a constant C > 0 such that, uniformly for x, y ∈ V
and t ≥ t0, ∣∣∣ ∫

S∗y

eiψ(x,y,tξ)σP (x, y, t−1∂x,yψ(x, y, tξ))dyν(ξ)
∣∣∣ ≤ C(t|x− y|)−ε.

Here the parameter η from the definition of non-degenerate energy levels is the couple
(t−1, |x− y|) ∈ R2, the parameter τ is t|x− y| and the function fη is ft,|x−y|. By the first
statement of Lemma 5.3 the estimate is clear for t ≤ t0. �

In dimension n = 1 however, σA never has non-degenerate energy levels. In this case
we will use the following result.

Lemma 5.5. For each compact subset K ⊂ U × U , there exists C > 0 such that for each
0 < a ≤ b, each ε ∈ {−1,+1} and each (x, y) ∈ K∣∣∣ ∫ εb

εa
eiψ(x,y,|x−y|

−1η)σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))|η|−d−1dη
∣∣∣ ≤ Ca−1.
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To prove this, we will use the following technical lemma regarding ψ, which we prove
in section 5.4 to avoid breaking the flow of the exposition. In addition to the properties of
admissible phase functions, this Lemma uses the fact that ψ satisfies the eikonal equation
associated to a symbol whose principal part is σA(x, ξ)

1
m .

Lemma 5.6. Suppose that M has dimension n = 1 and let ψ ∈ S1(U × U × R) be the
admissible phase function from Definition 2.1. Then, for each compact subset K of U ×U ,
there exists c > 0 such that, uniformly for (x, y) ∈ K and ξ ∈ R, ξ 6= 0, |∂2ξψ(x, y, ξ)| ≤
c (x−y)

2

|ξ| , |∂ξ∂x,yψ(x, y, ξ)| ≤ c|x− y| and 1
c |x− y| ≤ |∂ξψ(x, y, ξ)| ≤ c|x− y|.

In dimension 1, the symbol σ appearing in equation (1) is “close” to %(x)|ξ| for some
positive function % as ξ → +∞. If we replace σ(x, ξ) by %(x)|ξ| in the equation, the
solution is equal to ψ(x, y, ξ) = (x− y)ξ which satisfies the claims of both Lemma 5.6 and
Lemma 5.5. Lemma 5.6 makes this approximation rigorous. We begin by proving Lemma
5.5 using Lemma 5.6.

Proof of Lemma 5.5. Since σP has order d in the third variable and by the second
statement of Lemma 5.6, we have, uniformly for (x, y) in a compact subset of U × U and
for non-zero η ∈ R,

σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))|η|−d−1 = O(|η|−1)
∂η[σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))|η|−d−1] = O(|η|−2).

In addition, the first and third statement of Lemma 5.6, mean respectively that ∂2ηψ(x, y, |x−
y|−1η) = O(|η|−1) and that ∂η[ψ(x, y, |x− y|−1η)] is bounded frome above and below by a
positive constant, both uniformly for (x, y) in compact subsets of U×U and for η ∈ R. Now,
setting momentarily u(η) := ψ(x, y, |x− y|−1η) and v(η) = σP (x, y, |x− y|∂x,yψ(x, y, |x−
y|−1η))|η|−d−1, we have, for any a, b > 0 such that a ≤ b,∫ b

a
eiu(η)v(η)dη =

[1

i
eiu(η)

v(η)

u′(η)

]b
η=a
−
∫ b

a

1

i
eiu(η)

(v′(η)

u′(η)
− v(η)u′′(η)

u′(η)2

)
dη.

The above observations show that, uniformly for (x, y) in compact subsets of U ×U , non-
zero η ∈ [a, b] and a, b > 0 such that a ≤ b, we have v(a)

u′(a) = O(a−1), v(b)
u′(b) = O(b−1),

v′(η)
u′(η) = O(η−2) and v(η)u′′(η)

u′(η)2 = O(η−2). Consequently, for any compact subset K of U×U ,
there exists C > 0 such that for any (x, y) ∈ K and any a, b > 0 such that a ≤ b,∣∣∣ ∫ b

a
eiψ(x,y,|x−y|

−1η)σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))|η|−d−1dη
∣∣∣ ≤ Ca−1.

The proof for
∫ −a
−b is identical. �

5.3 Proof of Theorem 2.6

In this section we prove Theorem 2.6. We use the admissibility condition through Propo-
sition 6.2 which is stated and proved in section 6. Suppose that n + d + mz = 0, so that
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z = −d+n
m . By Proposition 2.3, uniformly for x, y ∈ U ,

PKL(x, y) =
1

(2π)n

∫
σA(y,ξ)≤L

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))f(σA(y, ξ))dξ +O
(
L−

1
m

)
.

Since f(t) = tz for t > 0 large enough, there exists C > 0 such that

PKL(x, y) =
1

(2π)n

∫
C≤f(y)|ξ|m≤L

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))σA(y, ξ)−
d+1
m dξ

+Q1(x, y) +O
(
L−

1
m

)
where

Q1(x, y) =
1

(2π)n

∫
σA(y,ξ)≤C

eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))f(σA(y, ξ))dξ.

We will split the integral term in the last expression of PKL as follows. Let 1[|ξ|≥1] be
equal to 0 if −1 ≤ ξ ≤ 1 and 1 otherwise, let 1[|ξ|<1] = 1−1[|ξ|≥1] and let, for any x, y ∈ U ,

IL(x, y) =
1

(2π)n

∫
C≤σA(y,ξ)≤L

1[σA(y,ξ)|x−y|≥1]e
iψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))σA(y, ξ)−

d+1
m dξ

IIL(x, y) =
1

(2π)n

∫
C≤σA(y,ξ)≤L

1[σA(y,ξ)|x−y|<1]e
iψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))σA(y, ξ)−

d+1
m dξ.

Then,
PKL(x, y) = IL(x, y) + IIL(x, y) +Q1(x, y) +O

(
L−

1
m

)
.

Theorem 2.6 is an immediate consequence of the following two lemmas.

Lemma 5.7. Suppose that either n = 1 or σA is admissible. There exist an open neigh-
borhood V ⊂ U of 0 ∈ Rn, a function Q2 ∈ L∞(V × V ) and a constant C > 0 such that
for any x, y ∈ V and L > 0,∣∣∣IL(x, y)−Q2(x, y)

∣∣∣ ≤ C min
(
L
− 1
k0m |x− y|−

1
k0 , 1

)
where k0 = 1 if dim(M) = 1 and k0 is the order of admissibility of σA if it is admissible.

In dimension one, we prove the lemma using Lemma 5.5 while in the case of admissible
symbols we use Proposition 6.2. It the only place where we use this theorem.

Lemma 5.8. There exist an open neighborhood V ⊂ U of 0 and a constant C > 0 such
that for all x, y ∈ V and L > 0,

|IIL(x, y)− 1

(2π)n
YP (x, y)

[
ln
(
L

1
m

)
− ln+

(
L

1
m |x− y|

)]∣∣∣ ≤ C.
Moreover IIL(x, y) is independent of L as long as |x− y| ≥ L.
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In particular, IIL(x, y) − ln
(
L

1
m

)
+ ln+

(
L

1
m |x − y|

)
is also independent of L for

|x − y| ≥ L . In the proof of Lemma 5.7 we will repeatedly use the following equality,
which appears by changing of variables η = |x− y|ξ. For any a, b > 0∫

a|x−y|−m≤σA(y,ξ)≤b|x−y|−m
eiψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))σA(y, ξ)−

d+1
m dξ = (12)∫

a≤σA(y,η)≤b
eiψ(x,y,|x−y|

−1η)σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))σA(y, η)−
d+1
m dη. (13)

Here we used that σP has order d in the third variable.

Proof of Lemma 5.7. Suppose first that M has dimension one and fix K ⊂ U a
compact neighborhood of 0. By Lemma 5.5, the integral∫
C|x−y|m≤σA(y,η)≤|x−y|mL

1
[f(y)−

1
m |η|≥1]

eiψ(x,y,|x−y|
−1η)

σP (x, y, |x− y|∂x,yψ(x, y, |x− y|−1η))σA(y, |η|−1η)−
d+1
m |η|−d−1dη

converges for fixed x 6= y as L→ +∞ and the remainder term isO
(

min
(
|x−y|−1L−

1
m , 1

))
uniformly for distinct x, y ∈ K. Here, we use that, since dim(M) = 1, σA(y, |η|−1η)
depends only on the sign of η. By equation (12), for x 6= y, the integral IL(x, y) converges
to some limit Q2(x, y) as L → +∞ in such a way that the remainder term R2,L(x, y) is
O
(

min
(
|x−y|−1L−

1
m , 1

))
. This ends the proof of the one-dimensional case with V = K̊.

Suppose now that n ≥ 2 and σA is admissible for some integer k0. Then, for any L > 0
and x, y ∈ U ,

IL(x, y) =
1

(2π)n

∫ L
1
m

C
1
m

1[|x−y|t≥1]JP (x, y, t)
dt

t

=
1

(2π)n

∫ L
1
m |x−y|

C
1
m |x−y|

1[s≥1]JP (x, y, |x− y|−1s)ds
s

setting s = |x− y|t.

Here we used equation (3). By Proposition 6.2, it has 1
k0
-non-degenerate energy levels.

Therefore, by Lemma 5.4, there exist an open neighborhood V ⊂ U of 0 and a constant
C > 0 such that, uniformly for distinct x, y ∈ V and t > 0, |JP (x, y, t)| ≤ C(|x− y|t)−

1
k0 .

Therefore, the function s 7→ s−1JP (x, y, |x− y|−1s) is uniformly integrable for any distinct
x, y ∈ V and∣∣∣IL(x, y)−

∫ +∞

C
1
m |x−y|

1s≥1JP (x, y, |x− y|−1s)ds
s

∣∣∣ ≤ C ′ ∫ +∞

max

(
|x−y|L

1
m ,1

) s−1− 1
k0 ds

=
C ′′

k0
min

(
1, L

− 1
k0m |x− y|−

1
k0

)
.
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By continuity, this stays true for x = y. This proves the lemma for σA admissible with

Q2(x, y) =

∫ +∞

C
1
m |x−y|

1s≥1JP (x, y, |x− y|−1s)ds
s
.

�

Proof of Lemma 5.8. The proof of the second statement is obvious from the
definition of IIL and the expression ln

(
L

1
m

)
− ln+

(
L

1
m |x − y|

)
. We now prove the first

statement. Recall that

IIL(x, y) =
1

(2π)n

∫
C≤σA(y,ξ)≤L

1[σA(y,ξ)|x−y|<1]e
iψ(x,y,ξ)σP (x, y, ∂x,yψ(x, y, ξ))σA(y, ξ)−

d+1
m dξ.

Since the integrand equals 1[σA(y,ξ)|x−y|<1]AP (x, y, ξ, σA(y, ξ)
1
m )σA(y, ξ)−

1
m , by equation

(12), IIL(x, y) equals
1

(2π)n

∫
C|x−y|m≤σA(y,η)≤L|x−y|m

1[σA(y,η)<1]AP (x, y, |x−y|η, |x−y|σA(y, η)
1
m )σA(y, η)−

1
mdη.

According to the first point of Lemma 5.3, there exist V ⊂ U a neighborhood of 0 and a
constant C ′ > 0 such that for any x, y ∈ V and any η ∈ Rn,∣∣∣AP (x, y, |x− y|η, |x− y|σA(y, η)

1
m )−AP (x, y, |x− y|η, 0)

∣∣∣ ≤ C ′σA(y, η)
1
m |x− y|d|η|d

so that there exists C ′′ > 0 for which∣∣∣IIL(x, y)− 1

(2π)n

∫
C|x−y|m≤σA(y,η)≤L|x−y|m

1[σA(y,η)<1]AP (x, y, |x− y|η, 0)σA(y, η)−
1
mdη

∣∣∣
≤ C ′′min(L

1
m |x− y|d+1, |x− y|d).

In particular, this is uniformly bounded for x, y ∈ V . Now, by definition of JP (see equation
(6)), ∫

C|x−y|m≤σA(y,η)≤L|x−y|m
1[σA(y,η)<1]AP (x, y, |x− y|η, 0)σA(y, η)−

1
mdη

equals

JP (x, y, 0)

∫ L
1
m |x−y|

C
1
m |x−y|

1[|x−y|s<1]
ds

s
.

Finally ∫ L
1
m

C
1
m

1[|x−y|s<1]
ds

s
=

∫ L
1
m |x−y|

C
1
m |x−y|

1[t<1]
dt

t

= ln
(
L

1
m

)
− ln+

(
L

1
m |x− y|

)
− ln

(
C

1
m

)
so that, uniformly for any (x, y) ∈ V × V and L > 0,

IIL(x, y) =
1

(2π)n
JP (x, y, 0)

[
ln
(
L

1
m

)
− ln+

(
L

1
m |x− y|

)
− ln

(
C

1
m

)]
+O(1).

Finally, by equation (11) JP (x, y, 0) = YP (x, y). �
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5.4 Proof of Lemmas 5.1 and 5.6

In this section we prove Lemmas 5.1 and 5.6 used in the proof of Theorems 2.4 and 2.6.
These lemmas follow from the properties of the phase ψ and their proof does not rely on
any other results proved in this article.

Proof of Lemma 5.1. The first point follows by the third and fourth point in
Definition 2.1. The last point is just a restatement of the first point in Definition 2.1. To
prove the second point first we fix a compact subset K ⊂ U as well as a multiindex α ∈ Nn.
Given ξ ∈ Rn such that |ξ| ≥ 1, set u = |ξ| and η = |ξ|−1ξ. By the fifth point of Definition
2.1, the family (ψt)t≥1 = (t−1ψ(·, ·, t·) is bounded in C∞. Hence, uniformly for x, y ∈ K,
t ≥ 1, and ξ, u and η as before,

∂αη ψut(x, y, η) = ∂αη ψut(y, y, η) + ∂x∂
α
η ψut(y, y, η)(x− y) +O(|x− y|2).

Now, by the first point of Lemma 5.1, ∂αη ψut(y, y, η) = 0 and by the fourth point in
Definition 2.1, ∂αη ψut(y, y, η)(x − y) = 〈η, x − y〉. Multiplying the above expansion by u
and replacing u and η by their definitions, one obtains, uniformly in x, y ∈ K, t ≥ 1 and
ξ ∈ Rn with |ξ| ≥ 1,

∂αξ ψt(x, y, ξ) = 〈ξ, x− y〉+O(|x− y|2|ξ|).

The proof of the third point of Lemma 5.1 is analogous to that of the second point, but
with ∂αξ replaced by ∂x or ∂y. We mention only that by combining the third and fourth

points of Definition 2.1, one obtains that ∂yψ(x, y, ξ)
∣∣∣
x=y

= −ξ. �

Now we prove Lemma 5.6.

Proof of Lemma 5.6. Let us fix a compact subset K ⊂ U ×U . Since dim(M) = 1,
any such compact subset is contained in a finite union of closed rectangular subsets of
U × U . Thus, we assume K = I × I where I is a segment contained in U . By the
fourth point of Lemma 5.1 there exists C > 0 such that for each (x, y) ∈ K and each
non-zero ξ ∈ R, |∂2ξ∂2xψ(x, y, ξ)| ≤ C|ξ|−1. Moreover, by the first statement of Lemma
5.1, ψ(x, x, ξ) = 0 and ∂xψ(x, x, ξ) = ξ for any x ∈ U and any ξ ∈ R. Therefore, for any
(x, y) ∈ K, and any non-zero ξ ∈ R,

|∂2ξψ(x, y, ξ)| =
∣∣∣ ∫ x

y

∫ z

y
∂2ξ∂

2
xψ(w, y, ξ)dwdz

∣∣∣ ≤ c

2
(x− y)2|ξ|−1.

This proves the first statement of the lemma. The proof of the second statement is anal-
ogous to the first. Now, since the symbol σA of A is polyhomogeneous and dim(M) = 1
there exist c > 0, % ∈ C∞(U) a positive function as well as τ̃ ∈ Sm−1(U × R) such
that σA(x, ξ) = %(x)m|ξ|m + τ̃(x, ξ) for |ξ| ≥ c and x ∈ U . By construction of ψ
as explained in Lemma 7.1, there exists another symbol τ ∈ S0(U × R) such that if
σ(x, ξ) = %(x)|ξ|+ τ(x, ξ) for |ξ| ≥ c and x ∈ U , then

∀ξ ∈ R \ [−c, c], ∀x, y ∈ U, σ(x, ∂xψ(x, y, ξ)) = σ(y, ξ).
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Since τ ∈ S0, there exists a constant larger than max(c, 1) which we will also call c such
that for any x ∈ I and ξ ∈ R such that |ξ| ≥ c,

1

c
|ξ| ≤ σ(x, ξ) ≤ c|ξ|
1

c
≤ ∂ξσ(x, ξ) ≤ c.

Let (σ−1)(x, ·) be the inverse of σ(x, ·) : [c,+∞[→ [σ(x, c),+∞[. Let us fix x0 ∈ I. Then,
for any x ∈ I,

∂xψ(x, x0, ξ) = (σ−1)(x, σ(x0, ξ)).

Differentiating this equation we obtain the following expression for ∂ξ∂xψ.

∂ξ∂xψ(x, x0, ξ) = ∂ξ(σ
−1)(x, σ(x0, ξ))∂ξσ(x0, ξ).

Now, by definition of σ−1, we have, for x ∈ I and ξ ∈ R such that ξ ≥ c′ = maxy∈I σ(y, c),

∂ξ(σ
−1)(x, ξ) =

(
∂ξσ(x, σ−1(x, ξ))

)−1
=
(
%(x) + ∂ξτ(x, σ−1(x, ξ))

)−1
where %(x) is bounded on I from above and below by positive constants and ∂ξτ(x, σ−1(x, ξ))
is O(|σ−1(x, ξ)|−1) uniformly for x ∈ I. Since σ−1(x, ξ) −−−−→

ξ→+∞
+∞ then

%(x) + ∂ξτ(x, σ−1(x, ξ))→ %(x)

so that ∂ξ(%(x)σ−1(x, ξ)) −−−−→
ξ→+∞

1 where both convergences are uniform for x ∈ I. As a

consequence, uniformly for x ∈ I we have σ−1(x, ξ) ∼ %(x)−1ξ as ξ → +∞. Therefore,

∂x∂ξψ(x, x0, ξ) = ∂ξ(σ
−1)(x, σ(x0, ξ))∂ξσ(x0, ξ)→

%(x0)

%(x)
.

Since % is bounded from above and below by positive constants, there exists C > 0 such
that for any x ∈ I and any ξ ∈ R such that ξ ≥ C,

C−1 ≤ ∂x∂ξψ(x, x0, ξ) ≤ C.

Recall that, by the first point of Lemma 5.1, ψ(x, x, ξ) = 0 for any x ∈ U and any ξ ∈ R.
Thus, for any ξ ≥ C,

|∂ξψ(x, x0, ξ)| =
∣∣∣ ∫ x

x0

∂ξ∂xψ(y, x0, ξ)dy
∣∣∣ ∈ [C−1|x− x0|, C|x− x0|]

where C is independent of x ∈ I and x0 ∈ I. The case where ξ < 0 is symmetric. This
proves the third statement of the lemma. �
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6 Non-degeneracy conditions for σA

As announced in the introduction the admissibility assumption for the symbol implies the
decay of certain oscillatory integrals. To make this more precise, let us introduce the
following terminology. For any subset E ⊂ Rk we endow C0(E), the space of continuous
functions on E, with the topology of uniform convergence on compact sets. For any open
subset F ∈ Rk we endow C∞(F ) with the topology of uniform convergence of derivatives
on compact subsets.

Definition 6.1. Let ε > 0, m > 0 and let U ⊂ Rn be an open subset. Let σ ∈ C∞(U ×
Rn \ {0}) be homogeneous of degree m in the second variable. For each x ∈ U , let S∗x =
{ξ ∈ Rn \ {0} | σ(x, ξ) = 1}.

1. Given a compact subset K ⊂ Rn × (Rn \ {0}) let us call a deformation of the height
function for σ over K any family of continuous functions

fη : {(x, τ, ξ) ∈ K × Rn | σ(x, ξ) = 1} → R

indexed by η ∈ Rp such that

• the function f0(x, τ, ξ) = 〈τ, ξ〉
• the following two maps are continuous

Rp → C0(K × Rn)

η 7→ fη

Rp ×K → C∞(Rn)

(η, x, τ) 7→ fη(x, τ, ·).

2. We say that σ has ε-non-degenerate energy levels if, for any compact subset K of
Rn× (Rn \ {0}) and any deformation of the height function (fη)η for σ over K there
exist C > 0, V ⊂ Rp a neighborhood of 0 and k ∈ N depending only on K and α such
that for each (x, τ) ∈ K, each t > 0, each η ∈ V and each u ∈ C∞(Rn),∣∣∣ ∫

S∗x

eitfη(x,τ,ξ)u(ξ)dxν(ξ)
∣∣∣ ≤ C‖u‖Ckt−ε. (14)

Here ‖ · ‖Ck denotes the Ck norm.

3. We say that a homogeneous symbol on a manifold has non-degenerate energy levels
if it has this property when written in any local coordinate system.

Note that for the case of symbols on a manifold, since coordinate changes act linearly
on the fibers of T ∗M and since linear transformations do not affect the decay of the
above integrals, it is enough to check the criterion for one atlas. We prove the following
proposition, which may be of independent interest to some readers.
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Proposition 6.2. Homogeneous positive symbols of degree m > 0 on M admissible for
some integer k0 ≥ 2 have 1

k0
-non-degenerate energy levels.

In this section, we provide a proof of Propositions 6.2 and 2.7. For this we need three
lemmas which we state here and prove at the end of the section.

Lemma 6.3. Let m be a positive real number, U be an open set of Rp, f ∈ C∞(U) be a
positive function, b ∈ R and v ∈ Rp. Then, for all k ≥ 2 and for all x ∈ U ,

∀h ∈ {1 . . . , k − 1}, dhx
[
f(x)−

1
m (〈x, v〉+ b)

]
= 0⇒

dkx

[
f(x)−

1
m (〈x, v〉+ b)

]
= − 1

m
(〈x, v〉+ b)f(x)−

1
m
−k[

f(x)k−1dkxf −
m(m− 1) . . . (m− k + 1)

mk
(dxf)⊗k

]
.

Lemma 6.4. Let m be a positive real number and let f ∈ C∞(Rp \ {0}) be an m-
homogeneous function. Then, for each x ∈ Rp\{0}, each hyperplane H ⊂ Rp not containing
x and each k0 ≥ 2,

∀k ∈ {2, . . . , k0}, f(x)k−1dkxf =
m(m− 1) . . . (m− k + 1)

mk
(dxf)⊗k (15)

is equivalent to

∀k ∈ {2, . . . , k0}, f(x)k−1dkxf
∣∣
H

=
m(m− 1) . . . (m− k + 1)

mk
(dxf)⊗k

∣∣
H
. (16)

The following lemma is a generalization of the classical stationary phase formula. There
are many generalizations of this formula (see for instance [1] as well as section 7.7 of [11]).
However, we were unable to find this particular result in the literature. Essentially, we
apply Malgrange’s preparation theorem to reduce the problem to the case of polynomial
phases which is dealt with in [1].

Lemma 6.5. Let p, q ∈ N, q ≥ 1. We denote by η the variables in Rp and x the variables in
Rq. Let (fη)η∈Rp be a family of smooth functions on Rq whose derivatives depend smoothly
on the parameter η for uniform convergence on compact sets. Suppose that there exists
k ≥ 1 such that dk0f0 6= 0. Then, there exist neighborhoods U of 0 ∈ Rp and V of 0 ∈ Rq,
an integer l ∈ N and a constant C > 0 such that we have the following estimate. For each
u ∈ C∞c (V ), each η ∈ U and each a > 0,∣∣∣ ∫

Rq
eiafη(x)u(x)dx

∣∣∣ ≤ C‖u‖Cla− 1
k . (17)

Here, if u ∈ C∞(Rq), ‖u‖Cl denotes
∑
|α|≤l supx∈Rq |∂αu(x)|.

We now prove the proposition using these three results.

Proof of Proposition 6.2. Let us fix some local coordinates around a point in
M. Recall that for any x ∈ Rn, S∗x = {ξ ∈ Rn, σ(x, ξ) = 1}. Fix a compact subset
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K ⊂ Rn × (Rn \ {0}) and let (fη)η∈Rp be a deformation of the height function of σA over
K (see Definition 6.1). We wish to control the behavior of the following integral∫

S∗x

eitfη(x,τ,ξ)u(ξ)dxν(ξ)

where x ∈ Rn, η ∈ Rp, t > 0 and u ∈ C∞(Rn). Let x0 ∈ Rn and ξ0 ∈ S∗x0 . Let
(ξ1, . . . , ξn−1) ∈ Rn be such that the family (ξ0, ξ1, . . . , ξn−1) is independent. For any
x ∈ Rn, let

βx : Rn−1 → S∗x

(q1, . . . , qn−1) 7→ σ(x, ξ0 +
n−1∑
j=1

qjξj)
− 1
m

(
ξ0 +

n−1∑
j=1

qjξj

)
.

The condition on the ξj is open so there exist an open neighborhood D of 0 ∈ Rn−1 an
open neighborhood A × B of (x0, ξ0) such that for each (x, ξ) ∈ A × B with σ(x, ξ) = 1,
βx : D → S∗x defines local coordinates near ξ. By partition of unity, we may restrict our
attention to the case where u ∈ C∞(Rn) is supported in B. Notice that for any x ∈ A, for
any q = (q1, . . . , qn−1) ∈ β−1x (B) and for any v ∈ Rn,

f0(x, τ, βx(q)) = σ(x, ξ0 +

n−1∑
j=1

qjξj)
− 1
m

(
〈ξ0, τ〉+

n−1∑
j=1

qj〈ξj , τ〉
)
.

Let θη(x, τ, q) := fη(x, τ, βx(q)). Then, η 7→ θη is continuous from Rp into C0(A×B ×D)
for the topology of uniform convergence on compact sets. Moreover, (η, x, τ) 7→ θη(x, τ ·)
is continuous from Rp × A × B into C∞(D) for the topology of uniform convergence of
derivatives on compact subsets. Let f : Rn × D → R be defined by f(x, q) = σ(x, ξ0 +∑n−1

j=1 qjξj). Then, θ0(x, τ, q) = f(x, q)−
1
m

(
〈ξ0, τ〉 +

∑n−1
j=1 qj〈ξj , τ〉

)
. Changing variables

by βx in the integral, it is enough to prove that for each x0 ∈ Rn and τ0 ∈ Rn \ {0}, there
exists a constant C > 0, an integer l ∈ N and a neighborhood V of (x0, τ0, 0) ∈ Rn×Rn×Rp
such that for any (x, τ, η) ∈ V , any u ∈ C∞(D) and any t > 0,∣∣∣ ∫

Rn−1

eitθη(x,τ,q)u(q)dq
∣∣∣ ≤ C‖u‖Clt− 1

k0 .

By Lemma 6.5 it suffices to show that for each x ∈ A and each v ∈ Rn \ 0, there exists
1 ≤ k ≤ k0 such that dkqθ0(x, v, 0) 6= 0. Suppose that for each 1 ≤ k ≤ k0, dkqθ0(x, v, 0) = 0.
Then, k = 1 implies, for each 1 ≤ j ≤ n− 1, 〈ξj , v〉 = 1

m〈ξ0, v〉f(x, 0)−1∂qjf(x, 0). In par-
ticular, 〈ξ0, v〉 6= 0. Indeed, otherwise, for each j, 〈ξj , v〉 = 0 and v = 0. Hence, by
Lemma 6.3, for each 2 ≤ k ≤ k0, dkqf(x, 0) = m(m−1)...(m−k+1)

mk
fk−1(x, 0)(dqf(x, 0))⊗k.

Since the chart φ acts linearly on the fibers of the cotangent bundle, this implies that
there exists (x, ξ) ∈ T ∗φ−1(A) such that for all 2 ≤ k ≤ k0, σ(x, ξ)k−1∂kξ σ(x, ξ) =
m(m−1)...(m−k+1)

mk
(∂ξσ(x, ξ))⊗k when restricted to the hyperplane H ⊂ T ∗ξ (T ∗zM) ' T ∗zM
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spanned by ((dzφ)∗ξj)j=1,...,n−1. But the wj are such that ξ /∈ H. Since σ is m homoge-
neous, then, by Lemma 6.6, for each 2 ≤ k ≤ k0,

σ(x, ξ)k−1∂kξ σ(x, ξ) =
m(m− 1) . . . (m− k + 1)

mk
(∂ξσ(x, ξ))⊗k.

This contradicts our initial assumption (see equation (2)). �

We still need to prove the three lemmas.

Proof of Lemma 6.3. First, for all x ∈ Rp,

dx

[
f(x)−

1
m (〈x, v〉+ b)

]
= − 1

m
f(x)−

1
m
−1(〈x, v〉+ b)dxf + f(x)−

1
m 〈·, v〉.

Therefore, dx
[
f(x)−

1
m (〈x, v〉 + b)

]
= 0 implies that 〈·, v〉 = 1

m(〈x, v〉 + b)f(x)−1dxf . We
will first prove that there exists a sequence of real numbers (ak)k≥2 depending only on m
such that for all k ≥ 2 and all x ∈ U ,

∀1 ≤h ≤ k − 1, dhx

[
f(x)−

1
m (〈x, v〉+ b)

]
= 0⇒

dkx

[
f(x)−

1
m (〈x, v〉+ b)

]
= − 1

m
(〈x, v〉+ b)f(x)−

1
m
−k
[
f(x)k−1dkxf − ak(dxf)⊗k

]
.

Afterwards, we will identify (ak) using a suitable choice for f . To prove the existencee
of the (ak), we will consider the successive dhxf as elements of the commutative algebra
of symmetric multilinear forms on Rp. By the Leibniz rule, for each k, there exist two
polynomials Ak, Bk ∈ R[X0, . . . , Xk−1] such that

dkx

[
f(x)−

1
m (〈x, v〉+ b)

]
= − 1

m
f(x)−

1
m
−k
[
f(x)k−1(〈x, v〉+ b)dkxf

+Ak(f(x), dxf, . . . , d
k−1
x f)(〈x, v〉+ b) +Bk(f(x), dxf, . . . , d

k−1
x f)〈·, v〉

]
.

Moreover, Ak and Bk are such that Ak(f(x), dxf, . . . , d
k−1
x f) and Bk(f(x), dxf, . . . , d

k−1
x f)

are k-linear forms. The observation made above shows that there exists Ck ∈ R[X0, . . . , Xk−1]

of degree k such that if we assume that dx
[
f(x)−

1
m (〈x, v〉+ b)

]
= 0 then

dkx

[
f(x)−

1
m (〈x, v〉+b)

]
= − 1

m
(〈x, v〉+b)f(x)−

1
m
−k
[
f(x)k−1dkxf−Ck(f(x), dxf, . . . , d

k−1
x f)

]
.

Moreover, Ck is such that Ck(f(x), dxf, . . . , d
k−1
x f) is a k-linear form. Now, we work by

induction. For k = 2, Ck must be a multiple of X2
1 . Let k > 2 and suppose that the

lemma is true for all h ≤ k − 1. If (〈x, v〉 + b) = 0 we are done. Otherwise, for each
2 ≤ h ≤ k − 1, dhxf = mahf(x)1−h(dxf)⊗h. Replacing each dhxf by this expression in
Ck(f(x), dxf, . . . , d

k−1
x f) results in a homogeneous polynomial of degree k in f(x) and dxf

such that each term is a k-linear form. But these constraints imply that it is a real multiple
of (dxf)⊗k.
Now that we have proved the existence of the sequence (ak) we choose f(x) = xm defined
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on ]0,+∞[, b = 0 and v = 1 ∈ R such that for any x ∈]0,+∞[, f(x)−
1
m 〈x, v〉 = 1. This

function is constant so all of its derivatives vanish. Therefore, taking for instance x = 1,
for all k ≥ 2,

m(m− 1) . . . (m− k + 1) =
[
(xm)k−1

dk

dxk
(xm)

]∣∣∣
x=1

= ak

( d
dx

∣∣∣
x=1

(xm)
)k

= akm
k.

�

Proof of Lemma 6.4. Equation (15) implies (16) by restriction to H. Let us
assume (16) and prove the converse. Since x /∈ H, Rx

⊕
H generate Rp. By multilin-

earity, it is enough to prove (15) when the k forms are evaluated on families of the form
(x, . . . , x, y1, . . . , yh) where y1, . . . , yh ∈ H and h ∈ {1, . . . , k}. Now, since f is homoge-
neous, by Euler’s equation, for any h ≤ k, and for any y1, . . . , yh ∈ H,

dkxf(x, . . . , x, y1, . . . , yh) = (m− h) . . . (m− k + 1)︸ ︷︷ ︸
1 if k=h

dhxf(y1, . . . , yh)

and (dxf)⊗k(x, . . . , x, y1, . . . , yh) = mk−hfk−h(x)(dxf)⊗h(y1, . . . , yh).

Applying (16) to compare the right hand sides of each line we get equation (15). �

In order to prove Lemma 6.5, we need the following multilinear algebra result.

Lemma 6.6. Let T be a symmetric k-linear form on Rl. For each v ∈ Rl, let Θ(v) =
T (v, v, . . . , v). Then, for all v1, . . . , vk ∈ Rl,

T (v1, . . . , vk) = 2−k
∑

ε∈{−1,1}k

k∏
i=1

εiΘ
( k∑
j=1

εjvj

)
.

In particular, Θ = 0⇒ T = 0.

Proof of Lemma 6.6. Given any multiindex p = (p1, . . . , pk) ∈ Nk and any
v1, . . . vk ∈ Rl, we will denote by T [vp11 . . . vpkk ] the form T evaluated in the vj ’s where the
jth term appears pj times. This is well defined because T is symmetric. Then, for each
v1, . . . , vk ∈ Rl,∑
ε∈{−1,1}k

k∏
i=1

εiΘ
( k∑
j=1

εjvj

)
=

∑
ε∈{−1,1}k

k∏
i=1

εi
∑

p1+···+pk=k

(
k

p1, . . . , pk

)
T [(ε1v1)

p1 . . . (εkvk)
pk ]

=
∑

p1+···+pk=k

(
k

p1, . . . , pk

)
T [vp11 . . . vpkk ]

∑
ε∈{−1,1}k

k∏
j=1

ε
pj+1
j .

Given j ∈ {1, . . . , j} and (p1, . . . , pk) such that pj = 0, applying the bijection (ε1, . . . , εk) 7→
(ε1, . . . ,−εj , . . . , εk) shows that

∑
ε∈{−1,1}k

∏
j ε
pj+1
j = 0. Thus, the only remaining term

is the one corresponding to p1 = · · · = pk = 1. Therefore,∑
ε∈{−1,1}k

∏
i

εiΘ
(∑

i

εivi

)
= 2kT (v1, . . . , vk).
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Proof of Lemma 6.5. We start with the case where q = 1. For each η ∈ Rp, we
denote by djxfη ∈ R the jth derivative of fη. Let k be the smallest positive integer such
that dk0f0 6= 0. Without loss of generality, we may assume that dk0f0 > 0 and that for
all η ∈ Rq, fη(0) = 0. We now apply Theorem 7.5.13 of [11], a variant of the Malgrange
preparation theorem, to the function x 7→ fη(x). According to this theorem, there exist
smooth functions yη ∈ C∞(R) and b1, . . . , bk−2 ∈ C0(Rp) such that

yη(0) = 0

y′η(0) > 0

∀j ∈ {1, . . . , k − 2}, bj(0) = 0

∀η ∈ Rp, fη(x) =
yη(x)k

k
+ bk−2(η)yη(x)k−2 + · · ·+ b1(η)yη(x) if k ≥ 2

∀η ∈ Rp, fη(x) = yη(x) if k = 1.

Moreover, since the derivatives of fη depend continuously on η, the proof of Theorem 7.5.13
shows that (yη)η can be chosen to have the same property. In particular there exists an
open neighborhood W of 0 in Rp and an ε > 0 such that for η ∈ W , x 7→ yη(x) is a local
diffeomorphism from I =]− ε, ε[ onto its image. By imposing that u in equation (17) must
be supported in I and changing variables in the integral through this diffeomorphism, we
reduce the problem to the case where f is a polynomial in the integration variable with
coefficients depending contiunously on η. But this case is well known, see for instance
Theorems 7.5 and 7.7 of [1].
For the multidimensional case, let q ≥ 2 and let k be the smallest positive integer such
that dk0f0 6= 0. By Lemma 6.6 there exists v ∈ Rq such that dk

dtk

∣∣∣
t=0

f0(tv) 6= 0. Note
that v must be non-zero. By applying a linear isomorphism to Rq we may, without loss of
generality, assume that ∂kxqf0(0) 6= 0. Set x̃ = (x1, . . . , xq−1) and consider U a bounded
open neighborhood of (0, 0) ∈ Rp+q−1 and an open interval I ⊂ R containing 0, an integer
l ∈ N and a constant C > 0 given by the one-dimensional case. Let Ũ be the projection
of U onto the first q − 1 coordinates. Then, given u ∈ C∞(Rq) compactly supported in
Ũ × I, a > 0 and η ∈ Rp,∣∣∣ ∫

Rq
eiafη(x̃,xq)u(x̃, xq)dx

∣∣∣ ≤ ∫
Rq−1

∣∣∣ ∫
R
eiafη(x̃,xq)u(x̃, xq)dxq

∣∣∣dx̃
≤ V ol(Ũ) sup

x̃∈Ũ

∣∣∣ ∫
R
eiafη(x̃,xq)u(x̃, xq)dxq

∣∣∣.
Now, setting η̃ = (η, x̃) as a new parameter, fη̃ = fη(x̃, ·) satisfies the hypotheses of Lemma
6.5 so we may apply the one-dimensional case. There exists C > 0, independent of u and
a as before, such that

≤ C sup
x̃∈Ũ
‖u(x̃, ·)‖Cla−

1
k

≤ C‖u‖Cla−
1
k .
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We now finish off the section by proving Proposition 2.7. Recall that Smh (M) is the
space of smooth m-homogeneous symbols onM. We endow Smh (M) with the restriction
of the Whitney topology (see Definition 3.1 of [8]) on C∞(M). Moreover, we denote
by Jk the jet bundles and by jk the jet maps as in Definition of 2.1 of [8]. Here we
introduce an auxiliary metric g onM and consider the cosphere bundle Σ∗gM = {(x, ξ) ∈
T ∗M | ‖ξ‖g = 1}. If we equip C∞(Σ∗gM) with the Whitney topology, the restriction map
ρ : Smh (M) → C∞(Σ∗gM) is a homeomorphism. For each k0 ≥ 2, let Xk0 be the set of
((x, ξ), f(x, ξ), d(x,ξ)f, d

2
(x,ξ)f, . . . , d

k0
(x,ξ)f) ∈ Jk0(Σ∗gM) such that f(x, ξ) > 0 and

∀2 ≤ k ≤ k0, f(x, ξ)k−1∂kξ f(x, ξ) =
m(m− 1) . . . (m− k + 1)

mk
(∂ξf(x, ξ))⊗k ∈ (T ∗ξ (T ∗xM))⊗k.

This system of equations is clearly regular provided f(x, ξ)k−1 > 0, in which case Xk0 is a
submanifold of Jk0(Σ∗gM) of codimension

k0∑
k=2

(
n+ k − 2

k

)
.

Here,
(
n+k−2

k

)
is the dimension of the space of symmetric homogeneous polynomials in

n− 1 variables of degree k. Note that dim(Σ∗gM) = 2n− 1 and

2× 2− 1 < 1 + 1 + 1 + 1 (n = 2, k = 5)
2× 3− 1 < 3 + 4 (n = 3, k = 3)
2× 4− 1 < 6 + 10 (n = 4, k = 3)

∀n ≥ 5, 2× n− 1 <

(
n

2

)
.

By Thom’s transversality Theorem 4.9 of [8], if k0 = 5 when n = 2, k0 = 3 when n =
3 or 4 and k0 = 2 when n ≥ 5, then the set of functions f ∈ C∞(Σ∗gM) such that
(jk0(n)f)(M) ∩ Xk0(n) = ∅ is a residual set for the Whitney topology. Moreover, if M
is compact, it is open. By Lemma 6.4, for each k0 ≥ 2 and (x, ξ) ∈ Σ∗gM, a symbol
σ ∈ Smh (M) satisfies

∀2 ≤ k ≤ k0, σ(x, ξ)k−1∂kξ σ(x, ξ) =
m(m− 1) . . . (m− k + 1)

mk
(∂ξσ(x, ξ))⊗k

if and only if jk0(ρ(σ))(x, ξ) ∈ Xk0 and the proof is over. Here, the hyperplane H in
Lemma 6.4 is T ∗ξ (Σ∗xM) ⊂ T ∗ξ (T ∗xM).

7 Appendix : Proof of Theorem 2.2

In this section, we prove Theorem 2.2 by following the approach used in [10] and in [6]. As
explained above, [6] contains all the essential arguments for Theorem 2.2 despite the focus
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on the case where x = y. In this section we merely wish to confirm this by revisiting the
proof. We will use the notations of the introduction and make the additional assumption
that A is of order m = 1. The general case will easily follow, as will be explained at the
end.

7.1 Preliminaries

We call these functions symbols. LetM be a smooth manifold of positive dimension n > 0
endowed with a volume density dµM. Let A be a pseudo-differential operator on M as
in section 2 of order m = 1. Let σA be its principal symbol. The following lemma is a
summary of the results proved in section 4 of [10].

Lemma 7.1. Firstly, the spectral function of A defines a tempered distribution of the L
variable with values in C∞(M×M). In addition, for each set of local coordinates in which
dµM coincides with the Lebesgue measure on Rn, there is an open neighborhood U of 0 ∈ Rn
such that there exist ε > 0, an admissible phase function ψ ∈ C∞(U × U × Rn), a symbol
σ ∈ S1(U,Rn), a function k ∈ C∞(U×U×]−ε, ε[) and a symbol q ∈ S0(U×]−ε, ε[×U,Rn),
for which

FL[E′L(x, y)](t) =
1

(2π)n

∫
Rn
q(x, t, y, ξ)ei(ψ(x,y,ξ)−tσ(y,ξ))dξ + k(x, y, t).

Here FL (resp. ′) denotes the Fourier transform (resp. the derivative) with respect to the
variable L, in the sense of temperate distributions, and the integral is to be understood in
the sense of Fourier integral operators (see Theorem 2.4 of [10]). We have

1. The function ψ satisfies the equation

∀x, y ∈ U, ξ ∈ Rn, σ(x, ∂xψ(x, y, ξ)) = σ(y, ξ).

2. For each t ∈]−ε, ε[ and ξ ∈ Rn, the function q(·, t, ·, ξ) has compact support in U×U
uniformly in (t, ξ) and q(x, 0, y, ξ)− 1 is a symbol of order −1 as long as x, y belong
to some open neighborhood U0 of 0 in U .

3. σ − σ
1
m
A ∈ S0.

We will also need the following classical lemma. Here and below, S(R) will denote the
space of Schwartz functions.

Lemma 7.2. For each ε > 0 there is a function ρ ∈ S(R) such that F(ρ) has compact
support contained in ]− ε, ε[, ρ > 0 and F(ρ)(0) = 1.

Proof. Choose f ∈ S(R) whose Fourier transform has support in ]− ε
2 ,

ε
2 [. Then it is

easy to see that ρ = f2 ∗ f2 satisfies the required properties. �

Before we proceed, let us fix U , ψ, q, k and ρ as in Lemmas 7.1 and 7.2 as well as a
differential operator P onM×M of order d with principal symbol σP . Let EL,P = PEL.
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In order to estimate this EL,P , we will first convolve it with ρ in order to estimate it using
Lemma 7.1. Then, we will compare EL,P to its convolution with ρ which we denote -
somewhat liberally - by

ρ ∗ EL,P =

∫
R
ρ(λ)EL−λ,Pdλ.

7.2 Estimating the convoluted kernel

In this section we provide the following expression for ρ ∗ EL,P in the local coordinates
chosen in Lemma 7.1.

Lemma 7.3. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,

ρ ∗ EL,P (x, y) =
1

(2π)n

∫
σ(y,ξ)≤L

σP (x, y, ∂x,yψ(x, y, ξ))eiψ(x,y,ξ)dξ +O(Ln+d−1).

In order to do so we use the three lemmas stated below, whose proofs are given at the
end of the section. To begin with, we use the information of Lemma 7.1 to give a first
expression for ρ ∗ EL,P .

Lemma 7.4. The quantity

ρ ∗ EL,P (x, y)−
∫ L

−∞

1

(2π)n

∫
T ∗yM
F−1t

[
F(ρ)P

(
q(x, t, y, ξ)ei(ψ(x,y,t,ξ)−tσ(y,ξ))

)]
(λ)dξdλ

is bounded uniformly for (x, y) ∈ U × U .

Here and below F is the Fourier transform and the occasional subscript indicates the
variable on which the transform is taken. Let us now investigate the effect of the differential
operator P on the right hand side of this expression. By the Leibniz rule, there is a finite
family of symbols (σj)0≤j≤d ∈ C∞(U×] − ε, ε[×U,Rn)d+1 such that for each j, σj is
homogeneous of degree j, such that

P
[
q(x, t, y, ξ)ei(ψ(x,y,ξ)−tσ(y,ξ))

]
=
[ d∑
j=0

σj(x, t, y, ξ)
]
ei(ψ(x,y,ξ)−tσ(y,ξ))

and such that

σd(x, t, y, ξ) = q(x, t, y, ξ)σP (x, y, ∂x,y(ψ(x, y, ξ)− tσ(y, ξ))).

Now, for each j, let

Rj(x, y, L, ξ) =
1

(2π)n+1

∫
R
F(ρ)(t)σj(x, t, y, ξ)e

itLdt

and

Sj(x, y, L) =

∫ L

−∞

∫
Rn
Rj(x, y, λ− σ(y, ξ), ξ)eiψ(x,y,ξ)dξdλ.
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Then,∫ L

−∞

1

(2π)n

∫
Rn
F−1t

[
F(ρ)P

(
q(x, t, y, ξ)ei(ψ(x,y,ξ)−tσ(y,ξ))

)]
(λ)dξdλ =

d∑
j=0

Sj(x, y, L).

Each Sj will grow at an order corresponding to the degree of the associated symbol. This
is shown in the following lemma.

Lemma 7.5. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,

Sj(x, y, L) =
1

(2π)n

∫
σ(y,ξ)≤L

σj(x, 0, y, ξ)e
iψ(x,y,ξ)dξ +O(Ln+j−1).

Similarly since q(x, 0, y, ξ) − 1 ∈ S−1(U0 × U0,Rn), from a computation analogous to
the proof of Lemma 7.5 and left to the reader, replacing σd by

(q(x, 0, y, ξ)− 1)σP (x, y, ∂x,y(ψ(x, y, ξ)− tσ(y, ξ))) ∈ Sd−1

one can remove q from the main term, which results in the following.

Lemma 7.6. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,

Sd(x, y, L) =
1

(2π)n

∫
σ(y,ξ)≤L

σP (x, y, ∂x,y(ψ(x, y, ξ)− tσ(y, ξ)))eiψ(x,y,ξ)dξ +O(Ln+d−1).

The juxtaposition of these results yields Lemma 7.3.

Proof of Lemma 7.4. First of all,

d

dλ
(ρ ∗ eλ,P (x, y))|λ=L −

1

(2π)n

∫
Rn
F−1t

[
F(ρ)(t)P

(
q(x, t, y, ξ)ei(ψ(x,t,y,ξ)−tσ(y,ξ))

)]
(L)dξ

(18)

= F−1t
[
F(ρ)(t)Pk(x, t, y)

]
(L). (19)

Since k ∈ C∞(U × U×]− ε, ε[) and F(ρ) is supported in ]− ε, ε[,

F−1t
[
F(ρ)(t)Pk(x, t, y)

]
(L) ∈ S(R).

Therefore,

ρ ∗ EL,P (x, y)−
∫ L

−∞

1

(2π)n

∫
Rn
F−1t

[
F(ρ)P

(
q(x, t, y, ξ)ei(ψ(x,y,ξ)−tσ(y,ξ))

)]
(λ)dξdλ

is bounded. �
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Proof of Lemma 7.5. In this proof, all generic constants will be implicitly uniform
with respect to (x, y) ∈ V × V . Let us fix y ∈ V and define the following three domains of
integration.

E1 = {(λ, ξ) ∈ R× Rn | λ ≤ L, σ(y, ξ) ≤ L}
E2 = {(λ, ξ) ∈ R× Rn | λ ≤ L, σ(y, ξ) > L}
E3 = {(λ, ξ) ∈ R× Rn | λ > L, σ(y, ξ) ≤ L}.

Moreover, for l = 1, 2, 3, let Il =
∫
El
Rj(x, y, λ−σ(y, ξ), ξ)eiψ(x,y,ξ)dξdλ. We will prove that

I2 and I3 are O(Ln+j−1). The following calculation will then yield the desired identity.
Here we use Fubini’s theorem and the fact that F(ρ)(0) =

∫
R ρ(λ)dλ = 1.

Sj(x, y, L) = I1 + I2 = I1 + I3 +O(Ln+j−1)

=

∫
σ(y,ξ)≤L

[ ∫
R
Rj(x, y, s, ξ)ds

]
eiψ(x,y,ξ)dξ +O(Ln+j−1)

=
1

(2π)n

∫
σ(y,ξ)≤L

σj(x, 0, y, ξ)e
iψ(x,y,ξ)dξ +O(Ln+j−1).

First of all, Rj is rapidly decreasing in the third variable and, since σ is elliptic of degree
1, bounded by σ(y, ξ)j with respect to the last variable, ξ. Therefore, for each N > 0 there
is a constant C > 0 such that

|Rj(x, y, λ, ξ)| ≤
Cσ(y, ξ)j

(1 + |λ|)N
.

Since σ is elliptic of order 1, the hypersurface L−1{σ(y, ξ) = L} ⊂ Rn converges smoothly
for L → ∞ uniformly in y to S∗y = {σA(y, ξ) = 1} and the volume of {σ(x, ξ) = β} ⊂ Rn
is O(βn−1). Taking N = 2n+ j + 1, we deduce that

|I2| ≤ C
∫ L

−∞

∫
σ(y,ξ)>L

σ(y, ξ)j

(1 + |λ− σ(y, ξ)|)2n+j+1
dξdλ ≤ C

∫ L

−∞

∫ +∞

L

βn+j−1

(1 + |λ− β|)2n+j+1
dβdλ

≤ C
∫ +∞

L

∫ L−β

−∞

βn+j−1

(1 + |s|)2n+j+1
dsdβ ≤ C

∫ ∞
L

βn+j−1

(1 + β − L)2n+j
dβ

≤ C
∫ +∞

0

(γ + L)n+j−1

(1 + γ)2n+j
dγ ≤ CLn+j−1.

Here we applied first the change of variables s = λ − β and then γ = β − L. The case of
I3 is analogous and by a similar calculation we deduce that I1 is well defined. �

7.3 Comparison of the kernel and its convolution

In this section we set about proving that EL,P is close enough to its convolution with ρ.
This is encapsulated in the following lemma.
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Lemma 7.7. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,

ρ ∗ EL,P (x, y)− EL,P (x, y) = O(Ln+d−1).

As before, the proofs are relegated to the end of the section. In order to prove Lemma
7.7 we first estimate the growth of the Rj as follows.

Lemma 7.8. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,∫

Rn
Rj(x, y, L− σ(y, ξ), ξ)eiψ(x,y,ξ)dξ = O(Ln+j−1).

This lemma follows from a computation analogous to the bound on I2 and I3 given in
the proof of Lemma 7.5 above and the details are left to the reader. It allows us to prove
a second intermediate result from which we obtain Lemma 7.7 directly.

Lemma 7.9. There is an open set V ⊂ U containing 0 such that, as L→∞ and uniformly
for (x, y) ∈ V × V ,

EL+1,P (x, y)− EL,P (x, y) = O(Ln+d−1).

Proof of Lemma 7.9. We begin with the case where x = y and P is of the form
P1 ⊗ P1. For brevity we define

u(L) = EL,P (x, x) =
∑
λk≤L

|(P1ek)(x)|2.

Recall ρ > 0 so it stays greater than some constant a > 0 on the interval [−1, 0]. Moreover
u is increasing so by equation (18) and Lemma 7.8,

0 ≤ u(L+ 1)− u(L) =

∫ L+1

L
u′(λ)dλ ≤ 1

a

∫ L+1

L
ρ(L− λ)u′(λ)dλ

≤ 1

a

d

dL
(ρ ∗ u) ≤ 1

a

d∑
j=0

∫
Rn
Rj(x, y, L− σ(y, ξ))dξ +O(Ln+d−1) = O(Ln+d−1).

Now if P is of the form P1 ⊗ P2, and for any x and y, let X = (P1ek)L<λk≤L+1 and Y =
(P2ek)L<λk≤L+1 be two vectors in some Cq which we equip with the standard hermitian
product “?”. Then, EL+1,P (x, y)− EL,P (x, y) = X ? Y so

|EL+1,P (x, y)− EL,P (x, y)|2 ≤ |X|2|Y |2

= |EL+1,P1⊗P1(x, y)− EL,P1⊗P1(x, y)||EL+1,P2⊗P2(x, y)− EL,P2⊗P2(x, y)|

≤ 1

4

(
EL+1,P1⊗P1(x, x)− EL,P1⊗P1(x, x) + EL+1,P1⊗P1(y, y)− EL,P1⊗P1(y, y)

)
×
(
EL+1,P2⊗P2(x, x)− EL,P2⊗P2(x, x) + EL+1,P2⊗P2(y, y)− EL,P2⊗P2(y, y)

)
≤ CL2n+2d−2.
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Here we used first the Cauchy-Schwarz inequality, then the mean value inequality, then on
each factor,

2|P1ek(x)P1ek(y)| ≤ |P1ek(x)|2 + |P1ek(y)|2

and finally the above estimate. In general P is a locally finite sum of operators of the form
P1 ⊗ P2. �

Proof of Lemma 7.7. First of all, according to Lemma 7.9 there is a constant C
such that for all L ≥ 0 and λ,

|EL+λ,P (x, y)− EL,P (x, y)| ≤ C(1 + |λ|+ L)n+d−1(1 + |λ|).

Consequently

(ρ ∗ EL,P (x, y)− EL,P (x, y)| ≤ |
∫
ρ(λ)EL+λ,P (x, y)dλ− EL,P (x, y)|

≤
∫
ρ(λ)

∣∣∣EL+λ,P (x, y)− EL,P (x, y)
∣∣∣dλ

≤ C
∫
ρ(λ)(1 + |λ|+ L)n+d−1(1 + |λ|)dλ

≤ C ′Ln+d−1

for some C ′ > 0. Here we used that ρ > 0, ρ is rapidly decreasing and
∫
R ρ(λ)dλ =

F(ρ)(0) = 1. �

7.4 Conclusion

Combining Lemmas 7.3 and 7.7 we obtain the following:

EL,P (x, y) =
1

(2π)n

∫
σ(y,ξ)≤L

σP (x, y, ∂x,yψ(x, y, ξ))eiψ(x,y,ξ)dξ +O(Ln+d−1).

Since σ − σ
1
m
A ∈ S0, replacing one by the other adds only a O(Ln+d−1) term. Therefore,

EL,P (x, y) =
1

(2π)n

∫
σA(y,ξ)≤L

σP (x, y, ∂x,yψ(x, y, ξ))eiψ(x,y,ξ)dξ +O(Ln+d−1).

This estimate is valid and uniform for x, y ∈ V .

So far we have worked under the assumption that A is of order 1. For the general case,
that is, A of order m > 0, just apply the previous result to A

1
m which is also an elliptic

positive self-adjoint pseudo-differential operator (see [21]), with the same eigenfunctions as
A and whose corresponding eigenvalues are just those of A to the power 1

m . Moreover, if
σA is the principal symbol of P , then (σA)

1
m is equal to the principal symbol of P

1
m . Here

we use that A is polyhomogeneous. In that case,

EL,P (x, y) =
1

(2π)n

∫
σA(y,ξ)≤L

σP (x, y, ∂x,yψ(x, y, ξ))eiψ(x,y,ξ)dξ +O(L
n+d−1
m ).

This concludes the proof of Theorem 2.2.
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