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FACTORIZATION OF SPARSE POLYNOMIALS OVER A
FUNCTION FIELD

FRANCESCO AMOROSO AND MARTÍN SOMBRA

Abstract. We present a structure theorem for the non-constant irreducible factors
appearing in the family of of all univariate polynomials with a given set of coefficients
in a function field and varying exponents. Roughly speaking, this result shows that
the non-constant irreducible irreducible factors of these sparse polynomial, are also
sparse.

This result is based on a refinement of Zannier’s toric Bertini theorem.

1. Introduction

Let x = (x1, . . . , xn) be a group of n variables, and t a further variable.
Given a matrix A = (ai,j)i,j ∈ Zm×n, we consider the family of m monomials in the

variables x given by

xA =
( n∏
j=1

x
a1,j
j , . . . ,

n∏
j=1

x
am,j

j

)
.

If B ∈ Zl×m is another matrix, then xBA = (xA)B.
Given a = (a1, . . . , an) ∈ Zn, we can consider it as a row vector, that is, as a matrix

in Z1×n. In this case,

xa =
n∏
j=1

x
aj
j

is an n-variate monomial. Else, we can also consider it as a column vector, that is, as
a matrix in Zn×1 and, in this case,

ta = (ta1 , . . . , tan)

is a collection of n univariate monomials.
Let Q[x±1] = Q[x±1

1 , . . . , x±1
n ] be the algebra of n-variate Laurent polynomials over

the rationals. Its units are the monomials.

Definition 1.1. A Laurent polynomial F ∈ Q[x±1] \ {0} is (generalized) cyclotomic
if it is a factor of a Laurent polynomial of the form xa − 1 for a vector a ∈ Zn \ {0}.

Equivalently, a nonzero Laurent polynomial F is cyclotomic if V (F ) is a torsion
hypersurface of the torus Gn

m. In the univariate case, f ∈ Q[t±1] \ {0} is cyclotomic in
the sense of Definition 1.1 when it factors as a product of a monomial and a product
of cyclotomic (in the usual sense) univariate polynomials.

Date: October 28th, 2016.
2010 Mathematics Subject Classification. Primary 13P05; Secondary 12Y05.
Key words and phrases. sparse polynomials, toric Bertini theorem.
Amoroso was partially supported by the CNRS research project PICS 6381 “Diophantine geometry

and computer algebra”. Sombra was partially supported by the MINECO research project MTM2015-
65361-P.

1



2 AMOROSO AND SOMBRA

Definition 1.2. The cyclotomic part of a Laurent polynomial F ∈ Q[x±1] \ {0},
denoted by cyc(F ), is defined as its maximal cyclotomic factor. It is well-defined up
to a unit of Q[x±1].

In [Sch65], Schinzel proposed a conjecture that can be reformulated as follows:

Conjecture 1.3. Given a non-cyclotomic irreducible polynomial F ∈ Q[x±1] \ {0},
there is a finite collection Ω0

F ⊂ Zn×n of nonsingular matrices and a finite collection
ΓF ⊂ Zn of nonzero vectors satisfying the following property. Let a ∈ Zn \{0} and set
fa = F (ta) ∈ Q[t±1]. Then one of the next alternatives holds:

(1) there exists c ∈ ΓF verifying 〈c,a〉 = 0.
(2) there exist A ∈ Ω0

F and b ∈ Zn with a = Ab such that, if

F
(
xA
)

=
∏
P

P eP

is the irreducible factorization of F
(
xA
)
, then the irreducible factorization of

fa/cyc(fa) is given by

fa
cyc(fa)

=
∏
P

( P (tb)

cyc(P (tb))

)eP
;

Schinzel has proven this conjecture for the cases when n = 1 in loc. cit. and, under
some restrictive hypothesis (non-symmetry), when n ≥ 2 [Sch70], see also [Sch00, §6.2].

Remark 1.4. In Conjecture 1.3, taking out the cyclotomic parts in (2) both in fa
and the P ’s is necessary when n ≥ 2. For instance, set n = 2 and F = x1 + x2 − 2 ∈
Q[x±1

1 , x±1
2 ]. Then, for every nonsingular A ∈ Z2×2, the Laurent polynomial

P := F (xA) = x
a1,1
1 x

a1,2
2 + x

a2,1
1 x

a2,2
2 − 2

is irreducible. However, for all b ∈ Z2, we have that t − 1 divides P (tb), and so this
univariate Laurent polynomial is not irreducible. Also, for all a ∈ Z2, we have that
t−1|fa, but this factor t−1 cannot be accounted for from the irreducible factorization
of the F (xA)’s.

Conjecture 1.3 implies that, for a given nonzero multivariate Laurent polynomial
F , the irreducible factorizations of the non-cyclotomic parts of the univariate Laurent
polynomials fa = F (ta), a ∈ Zn, can be obtained from the irreducible factorizations
of Laurent polynomials of the form F (xA) for a finite number of matrices A.

Conjecture 1.5. Given F ∈ Q[x±1] \ {0}, there are finite collections Ωk
F ⊂ Zn×(n−k),

k = 0, . . . , n−1, of full-rank matrices satisfying the following property. Let a ∈ Zn and
set fa = F (ta) ∈ Q[t±1]. Then there exist k ∈ {0, . . . , n − 1}, A ∈ Ωk

F and b ∈ Zn−k
with a = Ab such that, if

(1.1) F
(
xA
)

=
∏
P

P eP

is the irreducible factorization of F
(
xA
)
, then the irreducible factorization of fa/cyc(fa)

is given by
fa

cyc(fa)
=

∏
P∈I(b)

( P (tb)

cyc(P (tb))

)eP
,

the product being over the set I(b) of irreducible Laurent polynomials P in (1.1) such
that P (tb) is not cyclotomic.
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An immediate consequence of Conjecture 1.5 would be that the non-cyclotomic
irreducible factors of the univariate Laurent polynomials in the family fa, a ∈ Z \ {0}
are sparse, in the sense that they all obtained by restricting a finite family of Laurent
polynomial to 1-parameter subgroups. In particular, the number of non-cyclotomic
irreducible factors of the fa’s is bounded above by a constant independent of a.

In this paper, we prove an analogue of these conjectures over a function field, namely,
for Laurent polynomials with coefficients in the field C(z) where z is a variable.

Definition 1.6. A Laurent polynomial F ∈ C(z)[x±1] \ {0} is constant if there is an
scalar λ ∈ C(z)× such that λF ∈ C[x±1].

Remark 1.7. The analogy between cyclotomic Laurent polynomials over Q and con-
stant Laurent polynomials over C(z) stems from height theory. Let K denote ei-
ther Q or C(z) and F ∈ K[x±1] \ {0}. Let Gn

m be the n-dimensional torus over K,
equipped with the canonical height of subvarieties induced by the standard inclusion
Gm ↪→ Pn, and denoted by h. Let V (F ) be the hypersurface of Gn

m defined by F .
Then h(V (F )) = 0 if and only if F is cyclotomic, when K = Q, or if and only if F is
constant, when K = C(z).

Definition 1.8. The constant part of a Laurent polynomial F ∈ C(z)[x±1] \ {0},
denoted by ct(F ), is defined as its maximal constant factor. It is well-defined up to a
unit of C(z)[x±1]. We also call non-constant part of F the polynomial F/ct(F ).

We prove the following analogue of Schinzel’s conjecture 1.3.

Theorem 1.9. Given a Laurent polynomial F ∈ C(z)[x±1] \ {0} without nontrivial
constant factors, there is a finite collection Ω0

F ⊂ Zn×n of nonsingular matrices and
a finite collection Γ0

F ⊂ Zn of nonzero vectors satisfying the following property. Let
a ∈ Zn \ {0} and set fa = F (ta) ∈ C(z)[t±1]. Then one of the next alternatives holds:

(1) there exists c ∈ Γ0
F verifying 〈c,a〉 = 0.

(2) there exist A ∈ Ω0
F and b ∈ Zn with a = Ab such that, if

F
(
xA
)

=
∏
P

P eP

is the irreducible factorization of F
(
xA
)
, then the irreducible factorization of

fa/ct(fa) is given by

fa
ct(fa)

=
∏
P

( P (tb)

ct(P (tb))

)eP
;

This theorem, whose proof rests on a slight generalization (Theorem 2.2) of the
Toric Bertini Theorem of Zannier [Zan10], implies the following factorization result for
families of sparse univariate Laurent polynomials over C(z).

Corollary 1.10. Given F ∈ C(z)[x±1] \ {0}, there are finite collections Ωk
F ⊂

Zn×(n−k), k = 0, . . . , n − 1, of full-rank matrices satisfying the following property.
Let a ∈ Zn and set fa = F (ta) ∈ C(z)[t±1]. Then there exist k ∈ {0, . . . , n − 1},
A ∈ Ωk

F and b ∈ Zn−k with a = Ab such that, if

(1.2) F
(
xA
)

=
∏
P

P eP
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is the irreducible factorization of F
(
xA
)
, then the irreducible factorization of fa/ct(fa)

is given by
fa

ct(fa)
=

∏
P∈I(b)

( P (tb)

ct(P (tb))

)eP
,

the product being over the set I(b) of irreducible Laurent polynomials P in (1.2) such
that P (tb) is not constant.

Hence, the non-constant irreducible factors of the univariate Laurent polynomials in
the family fa, a ∈ Z \ {0} are sparse, in the sense that they all obtained by restricting
a finite family of Laurent polynomial to 1-parameter subgroups. In particular, the
number of non-constant irreducible factors of the fa’s is bounded.

Acknowledgements. We thank Pietro Corvaja and Umberto Zannier for useful con-
versations. Part of this work was done while the authors met the Universitat de
Barcelona and the Université de Caen. We thank these institutions for their hospital-
ity.

2. Covers, fiber products and Zannier’s Toric Bertini Theorem

Let W , Y , X be varieties with maps ψ : Y → X and ϕ : W → X. We identify the
underlying set of the fiber product W ×ϕ,ψ Y with the subset

{(w, y) ∈W × Y | ϕ(w) = ψ(y)}
of the cartesian product W × Y .

In the sequel of this section we fix a geometrically irreducible variety Y defined over
C and a cover π : Y → X, with X = Gn

m. The following lemma which is implicit in
the proof of [Zan10, Proposition 2.1].

Lemma 2.1. Let us assume that π factors as π = λ ◦ ρ for some isogeny λ of X of
degree s > 1. Then the fiber product X ×λ,π Y is reducible.

Proof. We have λ(x) = π(y) = λ(ρ(y)) if and only if there exists ζ ∈ kerλ such that
x = ζ · ρ(y). This gives a decomposition⋃

ζ∈kerλ

X ×Id,ζ·ρ Y

of X×λ,π Y into the union of s > 1 closed proper subsets. Thus X×λ,π Y is reducible.
�

We can now state our version of [Zan10, Theorem 3].

Theorem 2.2 (Toric Bertini Theorem). Let Y be a geometrically irreducible variety
(defined over C) and π : Y → Gn

m be a cover. Then there exist a finite union E of proper
torsion cosets and a finite set Ω of isogenies λ of Gn

m with Gn
m×(λ,π) Y reducible, such

that the following holds.
Let T 6⊆ E be a torsion coset. Then either the horizontal part of the set-theoretic

fiber π−1(T ) is irreducible or there exists λ ∈ Ω such that λ−1(T ) splits as a union of
deg(λ) distinct torsion cosets.

Proof. By [Zan10, Proposition 2.1] we can choose a factorisation π = λ′ ◦ ρ where
λ′ : X → X is an isogeny and ρ : Y → X is a cover satisfying (PB) (this means in
Zannier terminology that for all m ∈ Z the fiber product X ×[m],ρ Y is irreducible).
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For a subgroup H of kerλ′ we consider the projection µH : X → X/H. We have a
factorisation λ′ = λH ◦ µH . Note that we can identify the n-dimensional torus X/H
with X. We define Ω as the (finite) set of isogeny λ : X → X of positive degree such
that λ = λH for some subgroup H of kerλ′.

Let λ ∈ Ω. By definition of Ω, we have deg(λ) > 1 and π factors as λ ◦ (µ ◦ ρ). By
Lemma 2.1 the fiber product X ×λ,π Y is reducible.

Since the cover ρ : Y → X satisfies (PB), by [Zan10, Theorem 3] there exists a finite
union E of proper torsion cosets such that the horizontal part of ρ−1(T ) is irreducible
for any torsion cosets T 6⊆ E . We define E = λ′(E ′).

Let us show that Ω, E satisfy the requirement of Theorem 2.2. We have already
show that X×λ,π Y is reducible for any λ ∈ Ω. Let T 6⊆ E be a torsion coset and write
λ′−1(T ) = T1 ∪ · · · ∪ Ts for some distinct torsion cosets T1, . . . , Ts.

If s = 1 then λ′−1(T ) = T1 is an irreducible torsion coset not contained in E , hence
the horizontal part of π−1(T ) = ρ−1(T1) is irreducible.

Let as assume s > 1. The group kerλ′ acts on the set {T1, . . . , Ts}. Let H =
Stab(T1) and consider the decomposition λ′ = λH ◦ µH as before. Then λ−1

H (T ) still
splits as an union of s distinct torsion cosets and λH ∈ Ω since deg λH = s > 1.

�

We conclude this section with a reformulation of the last assertion of Theorem 2.2,
which is more suitable for the applications to the reducibility of lacunary polynomials
of the next section.

Remark 2.3. Let π : Y → X be a cover and λ an isogeny of X. We consider an
injective morphisme τ : Gk

m → X with image a subtorus T . Then τ factorizes through
λ (that is: ∃τ∗ : Gk

m → X such that τ = λ◦ τ∗) if and only if λ−1(T ) splits as an union
of deg(λ) distinct torsion cosets.

Proof. If λ−1(T ) splits as an union of deg(λ) distinct torsion cosets, then one of these
is a subtorus T ′ and the restriction λ| : T ′ → T is an isomorphism. Thus τ = λ ◦ τ∗

with τ∗ = λ−1
| ◦ τ . Conversely, let us assume that τ = λ ◦ τ∗ for some morphisme

τ∗ : Gk
m → X. Let τ∗ : Gk

m → X such that τ = λ ◦ τ∗ and set G′ := τ∗(X). Then
λ−1(T ) is the union of the deg(λ) distinct torsion cosets θG′ for θ ∈ ker(λ).

�

3. Proof of the main theorem

In this section we deduce our main Theorem 1.9 from the Toric Bertini Theorem 2.2.

We first settle in the following technical lemma some questions concerning, degrees,
multiple and constant factors of a specialization of a polynomial F ∈ C[z,x±1].

Lemma 3.1.
(1) Let F ∈ C[z,x±1] \ {0} without non trivial constant factors, of degree d ≥ 1

in z. There exists a finite collection Γ
(0)
F of nonzero vectors c ∈ Zn having the

following property. Let a ∈ Zn such that 〈c,a〉 6= 0 for c ∈ Γ
(0)
F . Then the

polynomial F (z, ta) has degree d in z.
(2) Let F ∈ C[z,x±1] \ {0} be irreducible. Then there exists a finite collection Γ

(1)
F

of non-zero vectors c ∈ Zn having the following property. Let a ∈ Zn such
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that c.a 6= 0 for c ∈ Γ
(1)
F . Then the polynomial F (z, ta) does not have multiple

factors.
(3) Let f ∈ C[z, t±1] irreducible, of degree d ≥ 1 in z. Let us assume that f

(
z, tm

)
is reducible for some m ∈ N. Then, there exists s ∈ N dividing gcd(m, d) such
that f

(
z, ts

)
is reducible.

(4) Let F ∈ C(z)[x±1] \ {0} without nontrivial constant factors, and A ∈ Zn×n be
a nonsingular matrix. Then the Laurent polynomial F (z,xA) has no nontrivial
constant factors.

Proof. For the proof of the first assertion, let f(x) ∈ C[x±1] be the coefficient of
zd in F . Up to a unit in C[x±1] we can assume f(x) =

∑r
i=0 fix

ci for some distinct
vectors ci ∈ Zn. We choose Γ

(0)
F = {cj − ci | 1 ≤ i < j ≤ r}.

To prove the second assertion, remark that the discriminant ∆ of F with respect to
the variable z is a non zero Laurent polynomial in C[x±1]. For a a ∈ Zn which is not
orthogonal to the vectors in a finite set Γ

(1)
F , we thus have ∆(ta) 6= 0 which in turn

implies that F (z, ta) does not have multiple factors.

Let now prove the third assertion. This is a consequence of the proof of [Zan10,
Proposition 2.1] applied to the cover Y → Gm defined by f . For the convenience of
the reader, we reproduce here the argument.

The group of the m-th roots of units µm acts on the set of irreducible factors
P1, . . . , Ps of f

(
z, tm

)
by P (z, t) 7→ P (z, ζt). This action is transitive. Indeed, let us

consider an orbit of cardinality s′, say {P1, . . . , Ps′}. Then P1 · · ·Ps′ is stabilized by
µm, thus it is a polynomial in tm, say g(z, tm). Hence g | f and, since f is irreducible,
f = cg for a non-zero monomial c, showing that s′ = s. Let P = Pj be one of the
irreducible factors. Then Stab(P ) is a subgroup of µm, say Stab(P ) = µδ. Since the
action is transitive and µm is abelian, δ does not depend on P .

Since the action is transitive, the number s of irreducible factors of f
(
z, tm

)
is the

index of the stabilizer, that is s = m/δ. If f
(
z, tm

)
is reducible, then f

(
z, ts

)
is also

reducible, as we now show. Let f
(
z, tm

)
= g1(z, t)g2(z, t) be a non trivial factorization.

Since µδ stabilizes all the irreducible factors of f
(
z, tm

)
, these factors are polynomials

in tδ. Thus g1(z, t) and g2(z, t) are also polynomials in tδ, say gj(z, t) = fj
(
z, tδ

)
. Let

u = tδ. Since us = tm, we have f
(
z, us

)
= f1(z, u)f2(z, u) and f

(
z, us

)
is reducible,

as required.
Finally the irreducible factors of f

(
z, tm

)
have the same degree d′ in z and d = sd′.

Thus s | d.

We finally prove the last assertion. We can assume without loss of generality that
F is irreducible. Let

F (z,xA) =

s∏
i=1

P eii

be the irreducible factorization of this Laurent polynomial. As in the proof of the
previous assertion, the finite group G = {x ∈ Gn

m | xA = 1} acts transitively on the
irreducible factors. It follows that, for i, j = 1, . . . , s,

degz(Pi) = degz(Pj) and ei = ej .
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Hence
deg(Pi) =

degz(F )

eis
> 0,

which proves the statement.
�

Remark 3.2. A statement similar to 2) of this lemma for Laurent polynomial in
Q[x±1] is still true, but the proof is deeper. See [ASZ] for details.

We now offer a dictionary between the polynomial setting of Theorem 1.9 and the
language of covers and fiber products of the last section. Let F ∈ C[z,x±1] irreducible
and non constant of degree d ≥ 1 in z, defining a hypersurface Y of Gn+1

m . Consider
the cover π : Y → Gn

m (of degree d) given by (z,x) 7→ x and let λ be an isogeny λ
defined by a non-singular A ∈ GLn(Z).

Then the irreducibility of F (z,xA) ∈ K[z,x±1] translates into the irreducibility of
the fiber product Gn

m ×λ,π Y , as we see considering the map

{(z,x) ∈ Gm ×Gn
m |F (z,xA) = 0} → Gn

m ×λ,π Y
which sends (z,x) to (x, (z,xA)).

Similarly, let τ : Gm → Gn
m be a finite morphism, say τ(t) = ta with a ∈ Zn, and set

fa = F (z, ta). Then the irreducibility of its non-constant part fa/ct(fa) is equivalent
to the irreducibility of the horizontal part of the fiber product Gm ×τ,π Y .

Let now suppose that τ is injective, that is a primitive. Then it is easily see that
the irreducibilty of the horizontal part of the set-theoretic fiber π−1(T ) implies the
irreducibility of the horizontal part of the scheme Gm ×τ,π Y for a ∈ Zn outside a
finite union of proper subgroups (by Lemma 3.1(2), F (z, ta) does not have multiple
factors).

Moreover, by Remark 2.3, λ−1(T ) splits as an union of deg(λ) distinct torsion cosets
if and only if a ∈ Im(A).

The next theorem allow us to prove Theorem 1.9 by induction.

Theorem 3.3 (Polynomial Toric Bertini Theorem). Let F be a Laurent polynomial in
C(z)[x±1] \ {0} without nontrivial constant factors. Then there exist a finite collection
ΩF of non singular matrices A ∈ Zn×n and a finite collection ΓF of non-zero vectors
c ∈ Zn having the following properties. Let a ∈ Zn and set fa = F

(
ta) ∈ C(z)[t±1].

Then one of the following assertions hold:
(1) There exists a vector c ∈ ΓF such that 〈c,a〉 = 0.
(2) There exists A ∈ ΩF such that a ∈ Im(A) and F

(
xA
)
is reducible.

(3) The polynomial fa/ct(fa) is irreducible.

Proof of Theorem 3.3. If F is reducible, we can simply take for ΩF the set whose
only element is the identity matrix and (2) of that theorem trivially holds. By clearing
the denominators, we can assume that F ∈ C[z, x±1] is a non-constant irreducible
polynomial. If we restrict to primitive vectors a ∈ Zn, our result then follows by
Theorem 2.2 using the dictionary at the beginning of this section. To remove this
restriction we shall use Lemma 3.1(3).

For F ∈ C[z, x±1] \ {0} without non-constant nontrivial factors, we denote by ΩF a
finite collection of nonsingular matrices and let ΓF a finite collection of nonzero vectors
such that the statement of Theorem 3.3 holds when we restrict to primitive vectors
a ∈ Zn.
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Let F ∈ C[z, x±1] \ {0} be a Laurent polynomial without non-constant nontrivial
factors. For s ≥ 1 set Fs(z,x) = F (z, xs1, . . . , x

s
n). By Lemma 3.1(4), this Laurent

polynomial is also without non-constant nontrivial factors. Set then

Ω′F =
⋃
s|d

(
ΩFs ∪ {sIn}

)
, Γ′F =

⋃
s|d

ΓFs

where In is the identity matrix and
Let a ∈ Zn and write a = ma′ with a′ primitive and m ∈ N. We have already

remarked that Theorem 3.3 holds if we restrict ourself to primitive vectors. Thus
either there exists c ∈ ΓF ⊆ Γ′F such that 〈c,a′〉 = 0 (and thus 〈c,a〉 = 0), or there
exists A ∈ ΩF ⊆ Ω′F such that a′ ∈ Im(A) (which implies a ∈ Im(A)) and F

(
z,xA

)
is reducible, or F

(
z, ta

′) is irreducible.
Assume that the first two alternative do not hold and F

(
z, ta

)
not irreducible. Let

f(z, t) := F
(
z, ta

′). Thus f(z, t) is irreducible and f(z, tm) = F
(
z, ta

)
is reducible.

By Lemma 3.1(1), we can also assume (by eventually enlarging Γ′F ) that degz(f) = d.
By Lemma 3.1(3) there exists s | gcd(m, d) such that f(z, ts) is reducible. If the
polynomial Fs(z,x) = F (z, xs1, . . . , x

s
n) is reducible, then for A = sIn ∈ Ω′F we have

a = A(ms a
′) ∈ Im(A) and F

(
z,xA

)
= Fs(z,x) reducible. Thus assume that Fs(z,x)

is irreducible. We apply again Theorem 3.3 (with F replaced by Fs and a replaced
by the primitive vector a′). Since Fs

(
z, ta

′)
= f(z, ts) is reducible, either there exists

c ∈ ΓFs ⊆ Γ′F such that 〈c,a′〉 = 0 (and thus 〈c,a〉 = 0), or there exists A ∈ ΩFs ⊆ Ω′F
such that a′ ∈ Im(A) (which implies a ∈ Im(A)) and F

(
z,xA

)
is reducible.

�

We now deduce by induction Theorem 1.9 from Theorem 3.3.
Proof of Theorem 1.9. Let F ∈ C(z)[x±1]\{0} without nontrivial constant factors.
By clearing the denominators, we can assume that F ∈ C[z, x±1].

We first remark that assertion (2) of Theorem 1.9 is equivalent to:
(2’) there exist A ∈ Ω0

F and b ∈ Zn with a = Ab such that

F
(
z,xA

)
= F1(z,x) · · ·Fr(z,x)

with the non-constant parts Fi(z, tb) irreducible.
Indeed, since F

(
z,xA

)
has no nontrivial constant factors by Lemma 3.1(4), if the

non-constant parts of Fi(z, tb) are irreducible, F
(
z,xA

)
= F1 · · ·Fr must be the irre-

ducible factorization of F
(
z,xA

)
.

Let ΩF , ΓF be such that the conclusion of Theorem 3.3 holds. We construct, by
induction on degz(F ), finite sets Ω0

F ⊇ ΩF and Γ0
F ⊇ ΓF for which the statement of

Theorem 1.9 holds. We assume, as we can, that the identity matrix In ∈ Ω0
F .

Let a ∈ Zn. If assertion 1) of Theorem 3.3 holds, than assertion 1) of Theorem 1.9
still holds (taking for Γ0

F any finite set which contains ΓF ). Let us assume that assertion
3) of Theorem 3.3 holds, that is the polynomial F

(
z, ta) is irreducible. Since In ∈ Ω0

F ,
assertion (2’) trivially holds (take A = In and b = a).

Assume now that 2) of of Theorem 3.3 holds: there exist A ∈ ΩF and b ∈ Zn such
that a = Ab and F

(
z,xA

)
is reducible, say

(3.1) F
(
z,xA

)
= F1(z,x)F2(z,x)

Note that for a fixed F we only have a finite number of decompositions as in (3.1),
since A is in the finite set ΩF . We also remark that degz(Fi) ≥ 1 by Lemma 3.1(4),
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and thus degz(Fi) < degz(F ). By induction, Theorem 1.9 holds for F1 and for F2. For
each i = 1, 2, let Ω0

Fi
and Γ0

Fi
be the corresponding finite collections whose existence

is assured by this theorem. Hence, either there exists a vector c ∈ Γ0
F1
∪Γ0

F2
such that

〈c, b〉 = 0 or we can find Ai ∈ Ωi, bi ∈ Zn and a decomposition

Fi
(
z,xAi

)
= Fi,1(z,x) · · ·Fi,ri(z,x)

such that b = Aibi and the non-constant part of Fi,j(z, tbi) is irreducible. Let

ΓF = {cdet(A)A−1 | A ∈ ΩF , c ∈ Γ0
F1
∪ Γ0

F2
}

and assume 〈c′,a〉 6= 0 for c′ ∈ Γ0
F . Thus

∀c ∈ Γ0
F1
∪ Γ0

F2
, 〈c, b〉 = cA−1a 6= 0

and the non-constant part of Fi,j(z, tbi) are irreducible.
Let Ki = Im(Ai) and K = K1 ∩ K2. Since K is a lattice, K = Im(A′) for some

non-singular matrice A′ ∈ Zn×n (which depends only on A1 and A2). Since K ⊆ Ki,
we can find a non-singular matrix Bi with integral entries such that A′ = AiBi for
i = 1, 2.

Now recall that for i = 1, 2 we have b = Aibi. Thus b ∈ K and there exists b′ ∈ Zn
such that b = A′b′ = AiBib

′ for i = 1, 2. We get

bi = A−1
i b = A−1

i AiBib
′ = Bib

′

and

(3.2)

F
(
z,xAA

′)
= F1

(
z,xA

′)
F2

(
z,xA

′)
= F1

(
z,xA1B1

)
F2

(
z,xA2B2

)
=

2∏
i=1

ri∏
j=1

Fi,j
(
z,xBi

)
.

Let A′′ = AA′, Gi,j(z,x) = Fi,j
(
z,xBi

)
and consider the decomposition

F
(
z,xA

′′)
=

2∏
i=1

ri∏
j=1

Gi,j(z,x).

We have a = Ab = A′′b′ and the non-constant part of

Gi,j(z, t
b′) = Fi,j

(
z, tBib

′)
= Fi,j

(
z, tbi

)
are irreducible. The conjecture for F follows taking for Ω0

F a finite set containing Ω
and all the above matrices AA′.

�

Proof of Corollary 1.10. We can suppose that F is not constant, because otherwise
the statement is trivial. When n = 1, Corollary 1.10 follows then from the case n = 1
of Theorem 1.9. So we suppose that n ≥ 2 and that Corollary 1.10 holds in dimension
n − 1. Let Ω0

F and ΓF be as in Theorem 1.9, and take a ∈ Zn \ {0}. If there is
no c ∈ ΓF orthogonal to a, the statement (2) in this conjecture gives the desired
conclusion. Otherwise, pick c0 ∈ ΓF such that 〈c0,a〉 = 0. Up to a monomial change
of variables given by a matrix in SLn(Z) of size depending only on the size of this
vector (hence, only on F ), we can suppose that c0 = (0, . . . , 0, 1), thus an = 0. Then
F ′ = F (x1, . . . , xn−1, 1) ∈ Q[x±1

1 , . . . , x±1
n−1] and a′ = (a1, . . . , an−1) ∈ Zn−1. Hence

fa = F (ta) = F ′(ta
′
),



10 AMOROSO AND SOMBRA

and the statement follows from the inductive hypothesis.
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4. A toric version of Bertini’s theorem

In this section, all schemes, varieties, regular and rational maps are over the field of
complex numbers.

By a cover, we mean a dominant rational map π : Y 99K X of finite degree between
irreducible varieties. Given regular ϕ : Y → S and ψ : Z → S of schemes, we denote
by Y ×ϕ,ψ Z their fibered product.

The proof of Theorem 1.9 reposes on the following generalization of the Zannier’s
toric version of Bertini’s theorem in [Zan10, Theorem 3].

Theorem 4.1. Given a cover π : Y 99K Gn
m, there exist a finite union E of proper

torsion cosets of Gn
m and a finite set I of isogenies of Gn

m with

(4.1) Gn
m ×ρ,π Y reducible

for all ρ ∈ I, satisfying the following property. Let τ : Gm
m → Gn

m be a finite homomor-
phism and θ ∈ Gn

m a torsion point. If the torsion coset θ Im(τ) of Gn
m is not contained

in E, then either

(4.2) Gm
m ×θτ,π Y is irreducible of dimension m,

or

(4.3) there exist ρ ∈ I and a homomorphism ς : Gm
m → Gn

m such that τ = ρ ◦ ς.

Proof: see Section 2.

Remark 4.2. Fibered products of rational maps are not defined. Hence, to properly
define those appearing in (4.1) and (4.2), one has to restrict to open subsets where the
cover π is regular. The conditions for the obtained fibered products of being or not
irreducible, and their dimension, is independent of the choice of these open subsets.

5. Proof of Theorem 1.9

For subvarieties of tori, the fibered products in Theorem 4.1 can be expressed in more
concrete terms. The next proposition gives such an expression for the hypersurface
case that interests us.

Proposition 5.1. Let F ∈ C[z±1,x±1] and set Y = V (F ) for the hypersurface of
G1

m × Gn
m defined by F and π : Y → Gn

m for the restriction to Y of the projection
G1

m ×Gn
m → Gn

m onto the second factor. Let τ : Gm
m → Gn

m be a finite homomorphism
defined by τ(y) = yB for a matrix B ∈ Zn×m of rank m. Then

Gm
m ×τ,π Y ' Spec(C[y±1, z±1]/F (z,yB)).

Proof. Set R = C[x±1] and consider the C-algebras morphisms

R→ R[z±1]/F and R→ R[y±1]/(x1 − τ1(y), . . . , xn − τn(y)).

By [EH00, Exercice I-46],

A⊗R B ' C[x,y±1, z±1]/(F, x1 − τ1(y), . . . , xn − τn(y) ' C[y±1, z±1]/(F (z,yB)).

Hence, the fibered product Gm
m×τ,πY identifies with the subscheme of Gm

m×G1
m defined

by the Laurent polynomial F (z,yB), which gives the statement. �

The following result is a straightfoward consequence of Theorem 4.1.
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Proposition 5.2. Given a non-constant (Definition 1.6) irreducible Laurent polyno-
mial F ∈ C(z)[x±1], there exist a finite collection ΘF ⊂ Zn×n of nonsingular matrices
and a finite collection ΛF ⊂ Zn of nonzero vectors satisfying the following properties.
Let a ∈ Zn \ {0} and set fa = F

(
z, ta) ∈ C(z)[t±1]. Then one of the next alternatives

holds:

(1) there exists c ∈ ΛF such that 〈c,a〉 = 0;
(2) there exists A ∈ ΘF such that a ∈ Im(A) and F

(
z,xA

)
is reducible;

(3) fa is irreducible.

Proof. Clearing denominators, we suppose without loss of generality that F ∈ C[z±1,x±1].
Set Y = V (F ) be the hypersurface of G1

m × Gn
m defined by F and π : Y → Gn

m the
restriction to Y of the projection onto the second factor. The hypothesis that F is not
constant implies that this map is a cover.

Let E be the finite union of proper torsion cosets of Gn
m and I the finite set of

isogenies of Gn
m given by Theorem 4.1 applied to this cover. Then we pick ΛF as a

finite subset of Zn \ {0} such that

(5.1) E ⊂ V
( ∏
c∈ΛF

(xc − 1)
)
,

and ΘF ⊂ Zn×n for the set of nonsingular matrices defining the isogenies in I.
Since a 6= 0, the homomorphism τ : Gm → Gn

m given by τ(t) = ta is finite. Suppose
that (1) does not hold. By (5.1), this implies that Im(τ) 6⊂ E . Hence by Theorem 4.1,
either Gm×τ,πY is irreducible of dimension 1 or there exist ρ ∈ I and a homomorphism
ς : Gm → Gn

m such that τ = ρ ◦ ς.
By Proposition 5.2, the first case is equivalent to the statement that fa = F (z, ta)

is irreducible, corresponding to (3). The second case translates into the existence of
A ∈ ΩF and b ∈ Zn such that a = Ab and, by Proposition 5.2, the second case corre
statement that F

(
z,xA

)
is reducible. �

Proof of Theorem 1.9. We can suppose without loss of generality that F is a primitive
Laurent polynomial in C[z][x±1]. Since F is not constant, degz(F ) ≥ 1.

We proceed by induction on this quantity. Suppose first that degz(F ) = 1. Then,
for all nonsingular A ∈ Zn×n, we have that degz(F (xA)) = 1, and so this Laurent
polynomial is irreducible. Hence, the alternative (2) in Proposition 5.2 cannot hold
and, in this case, we can set Ω0

F = ΘF and ΓF = ΛF .
Now suppose that deg(Fz) ≥ 2 and let ΘF and ΓF be the sets from Proposition 5.2.

For each A ∈ ΘF , consider the irreducible factorization

F (xA) =
∏
P

P eP,A .

We have that degz(P ) < degz(F ) for each irreducible factor P of F (xA). The result
follows then by the inductive hypothesis. �
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