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Abstract. We develop a modification of the connections model by Jackson and Wolinsky (1996)
that takes into account negative externalities arising from the connectivity of direct and indirect
neighbors, thus combining aspects of the connections model and the co-author model. We consider
a general functional form for agents’ utility that incorporates both the effects of distance and of
neighbors’ degree. Consequently, we introduce a framework that can be seen as a degree-distance-
based connections model with both negative and positive externalities. Our analysis shows how
the introduction of negative externalities modifies certain results about stability and efficiency
compared to the original connections model. In particular, we see the emergence of new stable
structures, such as a star with links between peripheral nodes. We also identify structures, for
example, certain disconnected networks, that are efficient in our model but which could not be
efficient in the original connections model. While our results are proved for the general utility
function, some of them are illustrated by using a specific functional form of the degree-distance-
based utility.
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1 Introduction

The connections model, introduced in the seminal paper of Jackson and Wolinsky (1996)
is a setting in which only direct contacts are costly but discounted benefits spill over from
indirect neighbors. A natural interpretation is that benefits result from the access to a
resource conveyed by the network, such as information or knowledge provided by indirect
contacts.

An appealing feature of networks is that they capture the externalities that ‘occur
when the utility of or payoff to an individual is affected by the actions of others, although
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those actions do not directly involve the individual in question’ (Jackson (2008), p. 162).
In the connections model, network externalities are positive. An additional link formed
by some pair of individuals (weakly) benefits all other agents by providing access to new
indirect contacts or by reducing the distance that information has to travel. Such positive
aspects of increased connectivity are certainly important. However, in many situations
increased connectivity can also have negative side effects. Studying such cases is what
motivates the analysis in this paper: we consider a model in which agents benefit from
indirect contacts as in the original connections model but in which the connectivity of an
agent may also exert a negative externality on his direct and indirect neighbors.

Contexts where this is the case abound. For example, learning of a job opening may
be less useful if the information has been communicated to many others. When there
is competition for some resource transmitted by the network, the benefits from indirect
contacts are reduced when the latter have many connections. In our model, the utility an
agent derives from an indirect contact, viewed as the initial sender of an information, is
reduced when the latter has a high degree and thus sends the information to many others.
However this might not fully account for the negative impact of all other individuals in the
communication chain who receive the information. Hence, our model should be viewed
only as a simplified or approximate description of the negative effects of connectivity
when there is competition for information.

Another negative effect of high connectivity that our model perfectly captures arises
because the busyness of agents reduces their availability or productivity. The connections
model of Jackson and Wolinsky (1996) could also be interpreted as follows: nodes generate
output by themselves but also forward output from others. Now interpret this as a situa-
tion in which individuals are involved in projects and generate knowledge by themselves
but also receive knowledge from others. Then, a person involved in many projects will
have less time to generate output. On the other hand, the more well connected he is, the
more knowledge he will receive and forward to his neighborhood. Stated in a provocative
way, “well connected people are often great talkers, but networking is time consuming
and reduces one’s productive time so that the main work is done by others”. Nevertheless,
the role of such well connected agents is very important: not that they contribute a lot by
their own knowledge production, but they provide access to the output of many others.

By integrating the negative effect of the busyness of agents, at first sight, our model
looks similar to the well-known co-author model (also introduced in Jackson and Wolinsky
(1996)) where the time devoted to a single project decreases with the total number of
projects a co-author is involved in. In our version, the nature of the negative externality
is similar but information spills over from indirect connections. The co-author model
only considers direct collaborations and thus conveys negative effects solely through the
busyness of direct co-authors. Hence, our model combines aspects of the connections
model and the co-author model. Externalities resulting from additional links can be both
positive and negative. New links are useful for reaching indirect partners, but the latter
will be more busy, less productive and thus less valuable per se although more efficient
as intermediaries. Exploring the tradeoff of these effects and their impact on the stable
and efficient network architectures that can arise is the object of our analysis.

A host of papers modify the original connections model in different directions, but
most are not directly related to the issues we explore. Generalizing Jackson and Wolinsky
(1996), Bloch and Jackson (2007) show that the results of the latter still hold when
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decay takes a more general functional form. Besides the aforementioned co-author model,
the study of negative externalities that is most closely related to ours is the model of
Morrill (2011) in which the benefits of a link is a decreasing function of the partner’s
degree. In fact, our setting generalizes Morrill (2011), where there are no benefits from
indirect contacts and externalities are purely negative. Goyal and Joshi (2006) consider a
framework where connectivity can generate positive or negative externalities, depending
on whether the other agent is a direct, indirect or non-neighbor. They investigate two
specific models. The first one captures negative externalities due to overall connectivity
and thus addresses situations somewhat different from the ones that motivate our work. In
their second model, the marginal benefit of forming a link to some agent is affected both
by his and by one’s own degree. The authors characterize stable structures, both in cases
where the marginal benefits of a link increase with the potential partner’s degree and in
cases where they decrease as a function of it. Billand et al. (2012) prove the existence of
a pairwise stable network in a local spillover game, when the marginal benefit of linking
to an agent is decreasing with the degree of the latter and increasing in the own degree.
The two aforementioned studies focus on the interplay between an agent’s own degree
and the degree of his neighbors when spillovers are local, whereas our analysis explores
the tradeoff between degree-based negative externalities, reflecting busyness, and the
possibility of receiving positive spillovers from distant partners.

We consider a network formation game whose payoffs have a functional form similar
to that of the generalized connections model by Bloch and Jackson (2007) – the distance-
based utility model, so as to facilitate comparison with the latter, but involve a penalty
resulting from the degree of direct and indirect contacts. In this degree-distance-based
connections model, we assume a two-variable (instead of one-variable) benefit function
which depends on distances to and degrees of (direct and indirect) neighbors.

As in the original connections model, there is multiplicity of pairwise stable structures.
We do not give a complete characterization but focus on some cases where outcomes can
be compared and contrasted with those of the original connections model. In particular,
we analyze stable structures with short diameters. The Jackson and Wolinsky model
exhibits two such pairwise stable structures, the star and the complete network with a
swift transition from one to the other. In our model, these structures can also be stable,
but more interestingly we find new pairwise stable structures with short diameters which
could not arise in the original connections model.

The nature of these new structures raises the following question: when direct and
indirect contacts are evaluated based on two criteria, their capacity to be intermediaries
and to what extent they are available (i.e. not too busy), how should these two roles be
distributed? Will we see specialization so that some highly connected agents are valuable
only as efficient intermediaries whereas other contacts are counted on for availability, or
will we see a more equal distribution of roles where all agents are moderately busy and
play a moderate role as intermediaries?

Indeed, we identify two types of architectures both of which ensure short communi-
cation paths between all agents but which are organized quite differently. One resembles
a star but all peripheral agents also have a “local” neighborhood of direct contacts. In
this case, the agents in the network occupy different roles. The center is specialized in the
role of intermediary but is too busy to be of much value per se. The agents in the local
neighborhood are not useful as intermediaries, but, being less busy, they are valuable in
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their own right. In the second structure, all agents have similar degrees and contribute
equally to providing indirect contacts.

We derive stability conditions for the stable architectures in the original connections
model (star/complete/empty) and for the aforementioned new structures. For a given
payoff function, these conditions tell us whether one of these structures is stable. However,
they provide little intuition for what determines the stability. We pursue our analysis
under the additional fairly natural assumption that decay is independent of degree. The
concavity of the benefit function with respect to degree is then sufficient to ensure the
existence of a range of link costs for which at least one of the new structures with short
diameter is stable. More generally, the concavity/convexity of the benefit function with
respect to degree is seen to play an important role in determining which structures with
short diameters are stable. We also analyze stability and efficiency for extreme levels of
decay. For high decay, our stable structures coincide with those in Morrill (2011) which is
natural since our model approximates his when decay is large. For small levels of decay,
stable structures will be minimally connected with some constraints on degrees.

As shown in Jackson and Wolinsky (1996) strongly efficient networks may not be
stable, and conversely networks need not be efficient even when they are uniquely stable.
Buechel and Hellmann (2012) show that inefficient outcomes can be related to the na-
ture of the externalities. They introduce the notion of over-connected (under-connected)
networks – those which can be socially improved by the deletion (addition) of links. The
authors prove that for positive externalities no stable network can be over-connected.
Negative externalities tend to induce over-connected networks, and under some additional
conditions, no stable network can be under-connected. In our model, the new structures
with short diameters, while stable, would typically not be efficient when the network is
large. The same is true for the complete graph. We show this without actually character-
izing the efficient network. Finally, we show that under certain conditions the star will be
uniquely efficient. The conditions required in our proof are quite restrictive but compat-
ible with the stability of the star structures with peripheral links. Thus, our model can
indeed generate over-connectedness as defined by Buechel and Hellmann (2012), which
could never occur in the original connections model.

The rest of the paper is structured as follows. In Section 2 we recapitulate some
preliminaries on networks, the Jackson and Wolinsky connections model and existing
extensions. In Section 3 we present our model. Pairwise stability and efficiency are studied
in Sections 4 and 5, respectively. We begin by providing some illustrating examples in
networks of small size and then turn to the general analysis of stability and efficiency.
In Section 6 we mention some possible extensions. Some proofs are presented in the
Appendix.

2 The connections model and its modifications

In this section we first present the preliminaries on networks (see, e.g., Jackson and
Wolinsky (1996); Jackson (2008)) and then briefly recapitulate some models related to
our work: the connections model and the co-author model of Jackson andWolinsky (1996),
the distance-based model by Bloch and Jackson (2007), and the model with degree-based
utility functions by Morrill (2011).
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Let N = {1, 2, . . . , n} denote the set of players (agents). A network g is a set of pairs
{i, j} denoted for convenience by ij, with i, j ∈ N , i 6= j,1 where ij indicates the presence
of a pairwise relationship and is referred to as a link between players i and j. Nodes i
and j are directly connected if and only if ij ∈ g.

A degree ηi(g) of agent i counts the number of links i has in g, i.e.,

ηi(g) = |{j ∈ N | ij ∈ g}|

We can identify two particular network relationships among players in N : the empty
network g∅ without any link between players, and the complete network gN which is the
set of all subsets of N of size 2. The set of all possible networks g on N is G := {g|g ⊆ gN}.

By g + ij (g − ij, respectively) we denote the network obtained by adding link ij
to g (deleting link ij from g, respectively). Furthermore, by g−i we denote the network
obtained by deleting player i and all his links from the network g.

Let N(g) (n(g), respectively) denote the set (the number, respectively) of players in
N with at least one link, i.e., N(g) = {i | ∃j s.t. ij ∈ g} and n(g) = |N(g)|.

A path in g connecting i1 and iK is a set of distinct nodes {i1, i2 . . . , iK} ⊆ N(g) such
that {i1i2, i2i3, . . . , iK−1iK} ⊆ g.

A network g is connected if there is a path between any two nodes in g.
The network g′ ⊆ g is a component of g if for all i ∈ N(g′) and j ∈ N(g′), i 6= j, there

exists a path in g′ connecting i and j, and for any i ∈ N(g′) and j ∈ N(g), ij ∈ g implies
that ij ∈ g′.

A star g∗ is a connected network in which there exists some node i (referred to as the
center of the star) such that every link in the network involves node i.

The value of a graph is represented by v : G → R. By V we denote the set of all such
functions. In what follows we will assume that the value of a graph is an aggregate of
individual utilities, i.e., v(g) =

∑
i∈N ui(g), where ui : G → R.

A network g ⊆ gN is strongly efficient (SE) if v(g) ≥ v(g′) for all g′ ⊆ gN .

A network g ∈ G is pairwise stable (PS) if:

(i) ∀ ij ∈ g, ui(g) ≥ ui(g − ij) and uj(g) ≥ uj(g − ij) and
(ii) ∀ ij /∈ g, if ui(g) < ui(g + ij) then uj(g) > uj(g + ij).

In the symmetric connections model by Jackson and Wolinsky (1996), the utility of
each player i from network g is defined as

uJW
i (g) =

∑

j 6=i

δlij(g) − cηi(g) (1)

where 0 < δ < 1 denotes the undiscounted valuation of a connection, lij(g) denotes the
distance between i and j in terms of the number of links in the shortest path between
them in g (with lij(g) = ∞, if there is no path connecting i and j in g) and c > 0
determines the costs for a direct connection.

Jackson and Wolinsky (1996) (Proposition 1) show that the complete, the empty or
the star graph can be uniquely strongly efficient (depending on c and δ). More precisely,
they prove that the unique SE network in the symmetric connections model is:

1 Loop ii is not a possibility in this setting.
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(i) the complete network gN if c < δ − δ2

(ii) a star g∗ if δ − δ2 < c < δ + (n−2)δ2

2

(iii) no links if δ + (n−2)δ2

2
< c.

They also examine pairwise stability in the symmetric connection model. By virtue
of Jackson and Wolinsky (1996) (Proposition 2), in the symmetric connections model:

(i) A pairwise stable graph has at most one (non-empty) component.
(ii) For c < δ − δ2, the unique PS network is the complete graph gN .
(iii) For δ − δ2 < c < δ, a star g∗ encompassing all players is PS, but not necessarily the

unique PS graph.
(iv) For δ < c, any PS network which is non-empty is such that every player has at least

two links (and thus is inefficient).

Jackson and Wolinsky (1996) also present the co-author model, in which nodes are
interpreted as researchers and a link represents a collaboration between two researchers.
The utility function of each player i in network g is given by

uco
i (g) =

∑

j:ij∈g
wi(ni, j, nj)− c(ni) (2)

where wi(ni, j, nj) is the utility of i derived from a link with j when i and j are involved
in ni and nj projects, respectively, and c(ni) is the cost to i of maintaining ni links.

Bloch and Jackson (2007) introduce an extension of the original connections model –
the distance-based model, where the utility of agent i is given by

udist
i (g) =

∑

j 6=i

f(lij(g))− cηi(g) (3)

with f nonincreasing in lij(g); see also Jackson (2008) for the presentation of this distance-
based model.

Morrill (2011) models situations in which any new relationship causes negative ex-
ternalities. The payoff of each player from a link is a decreasing function of the number
of links maintained by his partner. A utility function is degree-based if there exists a
decreasing function φ such that

udeg
i (g) =

∑

j:ij∈g
φ(ηj(g))− cηi(g) (4)

3 A degree-distance-based connections model

In Jackson and Wolinsky (1996), an additional link induces only positive externalities.
We suggest a modification that also generates negative externalities due to increasing
connectivity. Every agent benefits from his direct and indirect connections, but it is
additionally assumed that the higher the degree of a direct or indirect partner, the less
valuable is this connection. In order to remain close to the connections model we follow
existing generalizations of Jackson and Wolinsky (1996), by considering the utility of
agent i given by

ũi(g) =
∑

j 6=i

b(lij(g), ηj(g))− cηi(g) (5)
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where b : {1, ..., n − 1}2 → R
+ is the net benefit that an agent receives from the direct

and indirect connections, and c > 0 is the cost for a direct connection. It is assumed
that for all lij(g), b(lij(g), k) is nonincreasing in degree k, and for all ηj(g), b(l, ηj(g)) is
nonincreasing in distance l. Moreover, if there is no path connecting i and j in g, i.e.,
if lij(g) = ∞, then we set b(∞, ηj) = 0 for every ηj ∈ {0, 1, ..., n − 1}. In particular,
ũi(g

∅) = 0 for every i ∈ N .
In the original connections model the benefit term is expressed using a single param-

eter δ. If we expressed the benefit function in our model using parameters that regulate
decay with distance and utility loss due to degree, we could write

b(l + 1, ηj(g)) = δl,ηj(g)b(l, ηj(g)), b(l, ηj(g) + 1) = cl,ηj(g)b(l, ηj(g))

where δl,ηj(g) ∈ (0, 1) expresses the decay between distance l and (l+1) for a fixed degree
ηj(g), and cl,ηj(g) ∈ (0, 1) expresses the utility loss due to an additional link increasing
the degree from ηj(g) to (ηj(g) + 1) for a fixed distance l. This gives much versatility, in
particular, decay does not need to be constant with distance.

Since we aim to analyze negative externalities resulting from the connectivity of direct
and indirect neighbors, we will assume that the benefit function b is decreasing in degree
(and in distance), except when mentioning explicitly the original connections model as a
particular case of the degree-distance-based model.

Our framework also generalizes the degree-based model by Morrill (2011). We have

φ(ηj(g)) = b(1, ηj(g)), for all ηj(g) ∈ {1, ..., n− 1} (6)

The generalized model defined by (5) also extends the distance-based model considered
in Bloch and Jackson (2007) and recapitulated in (3). In other words, we consider a two-
variable (instead of one-variable) benefit function.

In some examples, we will use a specific form of the degree-distance-based utility,
which is very close to the original connections model, except that it incorporates an
additional information about the degree of direct and indirect neighbors. More precisely,
to illustrate some of our results, the following utility of agent i will be used:

ui(g) =
∑

j 6=i

1

1 + ηj(g)
δlij(g) − cηi(g) (7)

that is, we will set b(lij(g), ηj(g)) =
1

1+ηj(g)
δlij(g).

An idea somewhat similar to the one expressed by our model is presented in Haller
(2012) who studies a non-cooperative model of network formation. He considers two
examples with negative network externalities in which the values of information are en-
dogenously determined and depend on the network. This is in line with the idea that it
is harder to access the information from an agent who has more direct neighbors.

4 Pairwise stability in the model

4.1 Stability of the star, the complete graph and the empty graph

Next, we examine pairwise stability (PS) in the model. In order to compare results in
our model with those of Jackson and Wolinsky (1996), we start by analyzing the stability
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of the architectures which were prominent there: the empty network, the star and the
complete graph. Furthermore, we check if a non-empty PS network must be connected.
In the connections model of Jackson and Wolinsky (1996), any pairwise stable graph has
at most one (non-empty) component. We will show that it is not necessarily the case in
our model. After establishing the stability conditions for g∅, g∗ and gN , we will look for
other PS structures. We will begin by considering networks in which all agents are at
distance at most 2 from each other. In such a network, the benefit of adding a link to an
agent of degree k − 1 is

f̃(k) := b(1, k)− b(2, k − 1) for k ∈ {2, ..., n− 1}, and f̃(1) := b(1, 1) (8)

Note that in the original connections model f̃(k) = δ−δ2 for each k. We have the following
results on pairwise stability of the three prominent architectures.

Proposition 1 In the degree-distance-based connections model defined by (5):

(i) The empty network g∅ is PS if and only if f̃(1) ≤ c.
(ii) The star g∗ with n ≥ 3 encompassing all players is PS if and only if

f̃(2) ≤ c ≤ min
(
f̃(1), b(1, n− 1) + (n− 2)b(2, 1)

)
(9)

This cost range is non empty whenever f̃(2) ≤ b(1, n− 1) + (n− 2)b(2, 1).
(iii) The complete network gN with n ≥ 3 is PS if and only if

c ≤ f̃(n− 1) (10)

(iv) The unique PS network is the complete network gN if

c < min
1≤ηk≤n−2

f̃(ηk + 1) (11)

(v) g∗ and gN are simultaneously PS if and only if f̃(2) ≤ c ≤ f̃(n− 1). This cost range

is non empty whenever f̃(2) ≤ f̃(n − 1). In particular, if f̃(n − 1) < c < f̃(2), then
neither the complete graph nor the star is PS.

(vi) A PS network may have more than one (non-empty) component.

Proof: (i) Consider any two agents i, j ∈ g∅. ũi(g
∅+ ij)− ũi(g

∅) = ũj(g
∅+ ij)− ũj(g

∅) =

b(1, 1) − c = f̃(1) − c. Hence, if f̃(1) > c, then both players profit from establishing

the link, and therefore g∅ is not PS. If f̃(1) ≤ c, then ũi(g
∅ + ij) − ũi(g

∅) ≤ 0 and
ũj(g

∅ + ij)− ũj(g
∅) ≤ 0 which means that g∅ is PS.

(ii) Consider the star g∗ with n ≥ 3 agents. Take the center of the star i and two arbitrary
agents j, k, where j 6= i, k 6= i, and j 6= k. This means that ij ∈ g∗ but jk /∈ g∗. For
stability the following conditions must hold:
(A) ũi(g

∗)−ũi(g
∗\ij) ≥ 0 and (B) ũj(g

∗)−ũj(g
∗\ij) ≥ 0 and (C) ũj(g

∗+jk)−ũj(g
∗) ≤ 0.

(A): ũi(g
∗)− ũi(g

∗ \ ij) = b(1, 1)− c = f̃(1)− c. Hence, (A) holds iff f̃(1) ≥ c.
(B): ũj(g

∗) − ũj(g
∗ \ ij) = b(1, n − 1) + (n − 2)b(2, 1) − c. Hence, (B) holds iff b(1, n −

1) + (n− 2)b(2, 1) ≥ c.

(C): ũj(g
∗ + jk)− ũj(g

∗) = b(1, 2)− b(2, 1)− c = f̃(2)− c. Hence, (C) holds iff f̃(2) ≤ c.
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Hence, we get f̃(2) ≤ c ≤ min
(
f̃(1), b(1, n− 1) + (n− 2)b(2, 1)

)
.

(iii) Let n ≥ 3. Consider any two agents i, j ∈ gN . We have ũi(g
N) − ũi(g

N − ij) =

ũj(g
N)− ũj(g

N − ij) = b(1, n− 1)− b(2, n− 2)− c = f̃(n− 1)− c.

(iv) Consider two arbitrary agents i and j, j 6= i such that ij /∈ g, ηi > 0 and ηj >

0. Then we have ũi(g + ij) − ũi(g) ≥ b(1, ηj + 1) − b(2, ηj) − c = f̃(ηj + 1) − c and

ũj(g + ij) − ũj(g) ≥ f̃(ηi + 1) − c. If ηiηj = 0, then ũi(g + ij) − ũi(g) ≥ b(1, ηj + 1) − c

and ũj(g + ij) − ũj(g) ≥ b(1, ηi + 1) − c. Hence, if c < min1≤ηk≤n−2 f̃(ηk + 1), then any
two agents who are not directly connected benefit from forming a link.

(v) We have f̃(n− 1) = b(1, n− 1)− b(2, n− 2) < b(1, n− 1) + (n− 2)b(2, 1). Moreover,

from the nonincreasingness of b in degree, f̃(n− 1) < b(1, 1) = f̃(1). Hence, from (9) and

(10), g∗ and gN are simultaneously PS if and only if f̃(2) ≤ c ≤ f̃(n− 1).

(vi) The general existence of pairwise stable disconnected structures is given in Propo-
sition 8. In small networks we can also find other types of architectures. Consider for
example g given in Figure 1 and the utility function given by (7).

g

1

3

2 4

5

Fig. 1. A PS network with two components in the degree-distance-based connections model

Network g is PS if 1
4
δ + 2

3
δ2 < c ≤ 1

3
δ − 1

2
δ2, e.g., for δ = 1

15
and c = 107

5400
. Since we have

two groups of symmetric agents (1, 2, 3 and 4, 5), we only need to calculate the following:
u2(g)− u2(g \ 23) = 2

3
δ − 2c−

(
1
3
δ + 1

2
δ2 − c

)
= 1

3
δ − 1

2
δ2 − c ≥ 0

u4(g)− u4(g \ 45) = 1
2
δ − c ≥ 0

u2(g + 24)− u2(g) =
1
3
δ + 1

2
δ2 − c and u4(g + 24)− u4(g) =

1
4
δ + 2

3
δ2 − c

Note that if 1
3
δ − 1

2
δ2 − c ≥ 0, then 1

2
δ − c > 0 and 1

3
δ + 1

2
δ2 − c > 0. Hence, g will be PS

if 1
3
δ − 1

2
δ2 ≥ c and 1

4
δ + 2

3
δ2 < c. �

Note that Proposition 1 confirms, in particular, the results on pairwise stability of gN ,
g∗ and g∅ in the Jackson and Wolinsky model. Assume now that the benefit function b is
strictly decreasing in degree – for simplicity, take the degree-distance-based model given
by (7). Naturally, since δ−δ2 > δ

n
− δ2

n−1
for any n ≥ 2, if gN is PS in our model, then it is

also PS in the Jackson and Wolinsky framework under the same parameters. Moreover, if
g∅ is PS in the original connections model, then it is also PS in our framework. Roughly
speaking, the costs under which the star g∗ is PS in our model are rather lower than the
costs under which g∗ is PS in the Jackson and Wolinsky model for the same δ and n.
For δ < 1

2
, g∗ cannot be PS in both frameworks at the same time, but for δ ≥ 1

2
such an

overlap of costs under which the star is PS is non-empty2.

2 In the Jackson and Wolinsky model, g∗ is PS if δ − δ2 < c < δ. In our model (7), g∗ is PS if δ
3
−

δ2

2
≤

c ≤ min
(

δ
2
, δ
n
+ (n−2)δ2

2

)

. As δ
3
−

δ2

2
< δ − δ2, the costs range under which g∗ is PS in both frameworks is
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Proposition 1(v) shows the existence of a region where the star and the complete graph
are simultaneously PS. This could never occur in the original connections model where the
regions of stability for these two structures were disjoint. However, we should note that,
for instance, for the degree-distance-based utility given by (7), limn→∞ f̃(n−1) = 0 so that
the possible cost range for which the complete network and the star are simultaneously
PS is very small in large networks.

Figure 2 (left) illustrates the pairwise stability regions for the three simple architec-
tures for the model given by (7) with n = 9, δ ∈ (0, 1) and c ∈ (0, 0.5]3. In this figure, the
green area indicates the stability region of g∅, the red area the one for gN and the yellow
area the one for g∗. The overlapping (quite small) orange area indicates the parameter
region in which gN and g∗ are simultaneously PS, and the white area in which none of
the three simple structures are PS.

Fig. 2. PS regions in the degree-distance-based connections model given by (7) (n = 9): only g∅ (green area),
only g∗ (yellow area), only gN (red area), none of these three (white area); Left – g∗ and gN simultaneously
(orange area); Right – “windmill” (blue region)

4.2 Other pairwise stable structures in the degree-distance-based model:
examples and illustration

Next, we will be interested in PS architectures of the degree-distance-based connections
model, other than those analyzed in the previous section. An example of a PS structure
that can occur in the white area in Figure 2 (left) is the “windmill” structure shown in
Figure 3. This is a specific example of what we will call a core-periphery structure.

Definition 1 In a core periphery structure with periphery degree ηm, one node, the cen-
ter, is linked to all other nodes, and every node other than the center has the same degree
ηm.

δ − δ2 ≤ c ≤ min
(

δ
2
, δ
n
+ (n−2)δ2

2

)

. Note that δ − δ2 ≤
δ
2
if and only if δ ≥

1
2
, and therefore g∗ cannot be PS

if δ < 1
2
. For δ ≥

1
2
, the overlap of costs is non-empty, as δ − δ2 ≤ min

(

δ
2
, δ
n
+ (n−2)δ2

2

)

.
3 The calculations have been done in Mathematica. The details can be provided upon request.
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Fig. 3. “Windmill” as an example of a PS network in the degree-distance-based connections model

To get a more precise feeling for the range of parameters in which such a “windmill”
structure is stable, consider Figure 2 (right). Compared to Figure 2 (left), Figure 2 (right)
is zoomed in and shows an additional blue area in which the “windmill ” structure is PS.
The green, yellow, red and white areas have the same meaning as before.

Figure 4 presents all PS networks for n = 3 with the corresponding parameters for
the model (7). Note that a network with one link can be PS in our framework (with b
being strictly decreasing in degree), contrary to the Jackson and Wolinsky model. Figure
4 confirms nicely Proposition 1(v). In particular, g∗ and gN are simultaneously PS only
for c = δ

3
− δ2

2
.

Fig. 4. PS networks in the degree-distance-based connections model given by (7) (from left to right): (i) δ ≤ 2c,

(ii) 0 < δ < 1
3
and δ

3
+ δ2

2
< c ≤ δ

2
, (iii) (0 < δ < 1

3
, δ

3
−

δ2

2
≤ c ≤ δ

3
+ δ2

2
) or ( 1

3
≤ δ < 1, δ

3
−

δ2

2
≤ c ≤ δ

2
), (iv)

c ≤ δ
3
−

δ2

2

Let us now illustrate, for some small network sizes, examples of other PS structures
that can appear. In some cases, these architectures are not stable in the original connec-
tions model which make them interesting per se. Many of the architectures that we see
in these examples can also be shown to exist in a network of arbitrary size n in some
parameter range, as will be shown in a later section. Figures 5 and 6 show some examples
of different PS structures for n = 5 and n = 6, respectively, for the model given by (7)
with δ = 1

15
and c = 107

5400
. From among these examples, only the two regular networks

(with the degree ηi = 2 for every i ∈ N) can be PS under some parameters in the original
connections model. The remaining networks which are PS in our framework could never
be PS in the original connections model. Note that four of these networks contain two
components. In Figure 5 these are the first network (on the left) that has been used in
the proof of Proposition 1(vi), and the second network with one isolated player and four
players, each having the degree equal to 2. In Figure 6 these are the first and the second
network, both having two non-empty components.
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Fig. 5. Some PS networks in the degree-distance-based connections model given by (7) for n = 5, δ = 1
15

and
c = 107

5400

Fig. 6. Some PS networks in the degree-distance-based connections model given by (7) for n = 6, δ = 1
15

and
c = 107

5400

4.3 Stability analysis for new architectures with short diameters

In the previous sections, we provided examples of networks that are PS in our framework
for small values of n. These illustrate some of the general results about architectures
that can be PS for an arbitrary size n for some values of the decay and cost parameters.
In contrast, most of them can never be PS in the original connections model. We have
already seen that there exist PS structures other than the star and the complete graph, in
particular, ones that are intermediary between these two in the sense of link inclusion, that
is g is PS and g∗ ⊂ g ⊂ gN . This is never possible in the original Jackson and Wolinsky
model. Figure 3 depicted an example of such a structure, the “Windmill” which is an
example of a PS structure that contains a star but which also comprises links between
the nodes in the periphery. We prove the following result about the stability of stars with
peripheral links.

Proposition 2 Assume that the benefit b and the cost c are such that there exists an
ηm ∈ N such that f̃(ηm + 1) < c ≤ f̃(ηm). Assume that moreover, n is such that f̃(n −
1) + (n− 1− ηm − (ηm − 1)(ηm − 2)) (b(2, ηm)− b(3, ηm)) > c. Then any core-periphery
structure with periphery degree ηm is PS.

Proof: Let us show that under the conditions stated the described structure is pairwise
stable. Every peripheral node has degree ηm. Breaking the link to another peripheral node
does not modify the benefits from nodes that can be reached at distance 2. Only direct
benefits are lost. None of those peripheral nodes wants to break a local link with another
peripheral agent of degree ηm because ũj(g)− ũj(g − lj) = b(1, ηm)− b(2, ηm − 1)− c =

f̃(ηm)− c ≥ 0 by assumption. No agent wants to add a link to a peripheral agent whose
degree in g is ηm because doing this would decrease the utility, as ũj(g + jm)− ũj(g) =

b(1, ηm + 1)− b(2, ηm)− c = f̃(ηm + 1)− c < 0 by assumption.
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Every peripheral node has an incentive to maintain a link to the center for the following
reason: Without a link to the center, an agent can reach at most (ηm−1) neighbors. Each
neighbor has (ηm − 2) links to nodes different from the center and the respective agent.
Hence, without a link to the center, an agent can reach at most (ηm−1)(ηm−2)+1 nodes
at distance 2 (including one indirect link to the center). To identify the nodes who are at
distance 3 in absence of a link to the center, one has to subtract from the overall number
of nodes n the agent himself, his direct neighbors and the neighbors of degree 2. Conse-
quently, by breaking a link to the center, at least n−1−(ηm−1)−((ηm − 1)(ηm − 2) + 1) =
n − 1 − ηm − (ηm − 1)(ηm − 2) nodes move to distance 3. Thus ũj(g) − ũj(g − ij) ≥
b(1, n − 1) − b(2, n − 2) + (n− 1− ηm − (ηm − 1)(ηm − 2)) (b(2, ηm)− b(3, ηm)) − c =

f̃(n− 1) + (n− 1− ηm − (ηm − 1)(ηm − 2)) (b(2, ηm)− b(3, ηm))− c.

We show that for given b and c, we can find n such that

f̃(n− 1) + (n− 1− ηm − (ηm − 1)(ηm − 2)) (b(2, ηm)− b(3, ηm))− c > 0 (12)

Note that b(2, ηm) > b(3, ηm). Moreover, b(1, k) ≥ 0 for all k, and therefore from (8) we

have f̃(n− 1) ≥ −b(2, n− 2) ≥ −b(2, 1). Hence, c− f̃(n− 1) ≤ c+ b(2, 1) and then every

n such that n > c+b(2,1)
b(2,ηm)−b(3,ηm)

+ 1 + ηm + (ηm − 1)(ηm − 2) satisfies (12). �

Note that in the original connections model, where f̃ is constant, the first assumption
of Proposition 2 which requires a decreasing f̃ is never satisfied.

The stable structure with inhomogeneous degrees given in Proposition 2 illustrates
the fact that in the degree-distance based model, a node can be attractive either because
it is not too “busy” with other neighbors or because it is highly connected and provides
indirect benefits. We also have examples of stable structures where the degree distribution
is essentially homogeneous.

Proposition 3 Let g be a network such that lij(g) ≤ 2 for all i, j, and there are at least
(n − 1) nodes with identical degree k and at most one node j such that ηj < k. Then g

is PS in the cost range f̃(k + 1) < c < f̃(k) and f̃(ηj) > c. In particular, for the utility

function given by (7), this cost range is non empty if and only if k > δ+
√
δ

1−δ
and f̃(ηj) > c.

Proof: No agent wants to add a link to an agent with degree k since f̃(k + 1) < c.
Moreover, no agent wants to delete a link to an agent with degree k since the loss of
utility is at least f̃(k) which exceeds the saving of c. Note that there may be a single
agent j such that ηj < k. This agent does not want to form a link to any other agent since
all other agents have degree k. Moreover, since lij ≤ 2, the only path that is shortened is
the one to the player one links to, and this path is reduced by one link. No agent wants to
drop a link to agent j since f̃(ηj) > c. For the utility function given by (7), there exists a

cost c such that f̃(k+1) < c < f̃(k) if k belongs to the interval where f̃(k) is decreasing,

i.e., on [ δ+
√
δ

1−δ
, n− 1]. �

Structures satisfying the properties stated in Proposition 3 clearly exist. We can give
some (non exhaustive) examples.

13



Proposition 4 Pairwise stable networks with equal degree: For n, M and l such that
M =

√
n ∈ N , and l is a divisor of M , there exists a pairwise stable network g such that

lij(g) ≤ 2 for all i, j and all nodes have a degree equal to k = (M − 1) + (M − 1)l. It
consists of M completely connected components or islands. Each node is linked to exactly
l nodes on all other islands.

Proof: Divide n = M2 into M disjoint sets of size M , which we index by m = 1, ...,M .
Divide each set ofM agents into disjoint sets of size l (Sm

i )
i=M/l
i=1 . Link agents from distinct

islands if they have the same i. This ensures that each agent has exactly M−1+(M−1)l
neighbors. Moreover, lij(g) ≤ 2 for all i, j. �

We note that since k = (M − 1) + (M − 1)l ≥ 2(
√
n − 1), the structures defined

above only exist for fairly large degrees. We also note that whenever l > 1, the resulting
homogeneous network is such that the removal of a single link does not change the
diameter.

Architectures with small diameters: further interpretation and analysis of
the stability conditions We established conditions for the stability of the main PS
structures considered in Jackson and Wolinsky (1996) as well as other structures with
small diameters: windmill structures and equal degree island models. However, these
conditions did not provide much intuition for what really lies behind the stability of the
various structures.

The conditions did show that the stability of some of the structures was only compat-
ible with certain behaviors of the function f̃ . For example, Propositions 2, 3 require f̃ to
be decreasing. In this section we show that, under an additional assumption, namely that
decay is independent of degree, the behavior of the function f̃ (increasing or decreasing)
can be related to the convexity/concavity of the benefit with respect to degree. Condi-
tions related to concavity/convexity are easy to interpret and the results in this section
should make it apparent that the conditions ensuring the stability of the new structures
with short diameters analyzed in the previous section are not difficult to satisfy.

Throughout this section, we make the assumption that decay of the benefit is inde-
pendent of the degree of the neighbor in the sense that b(l+1,k)

b(l,k)
:= δl for every k, that is,

the decay of the benefit may vary with the distance l but not with the degree k.
The following proposition links the behavior of the function f̃ to the convexity/concavity

of the benefit with respect to degree.

Proposition 5 We have the following:

– f̃(k) is decreasing whenever b(l, k) is concave in the degree k.
– If b(l, k) is convex in the degree k, then there exists a level of decay 0 < δm < 1 such

that f̃(k) is decreasing whenever δ1 ≤ δm, and there exists a 0 < δM < 1 such that

f̃(k) is increasing whenever δ1 ≥ δM .

Proof: Consider f̃(k) − f̃(k + 1) = b(1, k) − b(2, k − 1) − (b(1, k + 1)− b(2, k)) =
b(1, k) − b(1, k + 1) − δ1 (b(1, k − 1)− b(1, k)). This quantity is positive if and only if
b(1,k)−b(1,k+1)
b(1,k−1)−b(1,k)

≥ δ1. If b is concave in degree, then b(1,k)−b(1,k+1)
b(1,k−1)−b(1,k)

≥ 1 ≥ δ1, so that f̃(k) will
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always be decreasing. Now, if b is convex, then 0 < b(1,k)−b(1,k+1)
b(1,k−1)−b(1,k)

< 1 for all k ∈ 1, ..., n− 1.

Define δM =: maxk
b(1,k)−b(1,k+1)
b(1,k−1)−b(1,k)

and δm =: mink
b(1,k)−b(1,k+1)
b(1,k−1)−b(1,k)

, then f̃(k) is decreasing for
δ1 ≤ δm and increasing when δ1 ≥ δM . �

Consequently, the conditions in Propositions 2 and 3 are compatible with a benefit
function that is concave in degree and with one that is convex in degree only if decay is
large. Other results, such as the existence of simultaneous stability of the star and the
complete network (see Proposition 1) cannot occur for a b concave in degree, but are

compatible with a b convex in degree, for which the function f̃ exhibits a wider range of
behaviors.

The behavior of the function f̃ is crucial for selecting the stable structures with
diameter 2. We will now return to the stability conditions of the structures considered
in the previous section. When f̃ is increasing, we have a precise characterization of the
stable networks with diameter 2 which have the property that the removal of a single link
does not increase the diameter.

Proposition 6 If f̃ is increasing, then:

– there is a cost range for which the star is stable
– there is a cost range for which the complete graph is stable
– there is a cost range for which the star and the complete graph are stable
– a stable network g such that lij(g − kl) ≤ 2 for all i, j and all kl must be a complete

network.

Proof: The function f̃ is increasing on [2, n−1]. However, f̃(1) = b(1, 1) > f̃(2), ..., f̃(1) >

f̃(n− 1). The complete network is stable if c < f̃(n− 1). The star is stable if f̃(2) < c <

f̃(1) and if f̃(n − 1) + (n − 2)b(2, 1) > c. The condition f̃(2) < c < f̃(n − 1) < f̃(1) is
sufficient for simultaneous stability of the star and the complete network.

For the last property, consider a stable network g such that lij(g − kl) ≤ 2 for all i, j
and all kl. The existence of a node of degree 1 contradicts the property lij(g−kl) ≤ 2 for
all i, j and all kl, because the removal of such a node disconnects the network. First note
that if there are two nodes in g whose degrees are different from n− 1, these nodes must
be directly linked. Indeed, suppose that their degrees are η and η′. Neighbors of these
agents do not lose any indirect benefits by breaking with them. Hence, stability requires
that f̃(η) > c and f̃(η′) > c. But then f̃(η + 1) > c and f̃(η′ + 1) > c. Consequently,
if the agents of degree η and η′ are not connected, they would like to form a link and g
would not be stable. Let S = {i ∈ N(g)|1 < ηi < n − 1}. All agents in S are linked by
the above. The agents in N \S have degree n− 1, they are linked to all agents. An agent
in S is linked to all other agents in S and to agents in N \S. But then an agent in S has
degree n− 1 contrary to hypothesis. Thus S is empty. Consequently, the stable networks
g such that lij(g − kl) ≤ 2 for all i, j and all kl have only nodes with degree n − 1 and
are thus complete graphs. �

Corollary 1 If f̃ is increasing, then:

– no core periphery structure is stable
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– no homogeneous island structure where each agent has at least two links to the other
islands is stable.

Having established these results, we will now return to the stability of the new struc-
tures with short diameters in the case where f̃ is decreasing. Recall that by Proposition
2, the core-periphery structure in Proposition 2 with periphery degree η is PS if

– f̃(η + 1) < c ≤ f̃(η)

– f̃(n− 1) + (n− 1− η − (η − 1)(η − 2))[b(2, η)− b(3, η)] > c

These conditions can only be satisfied if f̃ is decreasing. When this is the case, we
note that it is fairly easy to find a cost range such that the conditions in Proposition
2 are satisfied when the periphery degree η is small compared to n. To satisfy the first
condition we must take a cost c > f̃(η+1) ≥ f̃(n− 1). Therefore the link to the center is
only maintained if the indirect benefit term, bounded below by (n− 1− η − (η − 1)(η −
2))[b(2, η)− b(3, η)] is sufficiently large. When the network size n is large and η is small
compared to n (η <<

√
n), this term is large unless [b(2, η)− b(3, η)] is very small, that

is unless there is hardly any decay. In other words, when f̃ is decreasing, it is easy to
find cost ranges with PS core-periphery structures in which each peripheral agent has a
“local” neighborhood that is relatively small compared to the whole network.

It is more difficult to obtain a stable core-periphery structure when the periphery
degree η is large. Indeed, suppose for example that n/2 + 1 < η < n − 1. In this case
the only benefit that is lost when a peripheral agent breaks with the center is the direct
utility of the link to the center. When n/2 + 1 < η < n − 1, the peripheral agent
can reach the whole network at distance 2 without going through the center. Peripheral
agent i has at least n/2 + 1 contacts other than the center. Suppose that there were
some agent k that he could not reach at distance 2 through these contacts. But agent
k has at least n/2 + 1 links that are not to the center. At least one of these must lead
to a neighbor of i. The benefit of conserving the link to the center is then reduced to
b(1, n− 1)− b(2, n− 2) = f̃(n− 1) < f̃(η) < c and so the core-periphery structure is not
stable. It is quite natural that a core periphery structure where agents have very large
peripheral neighborhoods cannot be stable. Indeed, the peripheral agents can then reach
a large fraction of the network without going through the center which then becomes
superfluous and cannot be maintained.

While there may not be any stable core periphery structure with a large periphery
degree η, if η is sufficiently large, then we can always find a cost range in which there is a
stable homogeneous island structure (Proposition 4) with degree η when f̃ is decreasing.

Proposition 7 For degrees η such that the structure in Proposition 4 exists, this struc-
ture is PS if f̃(η + 1) < c ≤ f̃(η). Such a c always exists when f̃ is decreasing.

Proof: We revisit the conditions of Proposition 4. When f̃ is decreasing, we can always
find a cost satisfying f̃(η + 1) < c ≤ f̃(η). When f̃ is decreasing, the latter also implies
that f(d) > c for any d < η. �

The propositions in this section highlight the importance of whether the function f̃
is decreasing or increasing. This can in turn be related to the concavity/convexity of the
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benefit function with respect to degree. However, even without concavity/convexity of

the latter, it is easy to compute directly the function f̃ whose behavior allows us to pin
down the stable structures with short diameters. Structures with short diameters other
than the star and the complete network, such as the core-periphery network and the
homogeneous degree network, cannot be stable when f̃ is increasing. On the other hand,
when f̃ is decreasing, we always have a cost range where the homogeneous island structure
is stable. A cost range where the core-periphery structure is stable should also exist for
many reasonable benefit functions at least when the number of peripheral links is small
compared to the whole network. This shows that our model exhibits new pairwise stable
structures in some cost ranges under reasonable and not too demanding assumptions.
Indeed, the function f̃ will be decreasing if the benefit function is concave with respect to
the degree, or even when it is convex in this variable, provided that decay is high enough.

We also observe that the comparison of link costs and the marginal benefit of linking
to an agent of degree η, i.e. f̃(η) is important for determining whether a core-periphery or

a homogeneous structure emerges. If f̃(η) exceeds the cost even for large degrees η, then
it is difficult to maintain a core-periphery structure. The peripheral agents want to form
many links in the periphery, but by doing so, they are able to circumvent the center which
becomes superfluous and cannot be maintained. On the other hand, the homogeneous
organization where all agents have an equal and fairly high but not maximal degree will
be stable. Such a structure is not possible if the cost exceeds f̃(η) for a small degree.
In this case, however, we can have a stable core-periphery structure with only a small
number of peripheral links.

4.4 Pairwise stability for extreme values of the decay parameter

We complete our analysis of pairwise stability by considering the two extreme cases where
decay is very large (i.e., δ is very small for the model given by (7)), or where decay is
very small (i.e., δ is close to one for the model defined by (7)). We will show that in
both of these cases, the degree-distance-based model can exhibit a very large number of
PS architectures, which are only restricted by the fact that (most) nodes must have the
same degree. When decay is large, the pairwise stable architectures include a number of
disconnected structures with constraints on the degrees. These structures can be seen to
coincide with those that are shown to be stable in Morrill (2011) (Proposition 2, p. 372).
This is a natural since the benefits of a direct link in our model coincide with the benefits
of a link in Morrill (2011) and that the indirect benefits can be neglected when decay is
large.

The case of the benefit function where decay is very large can be expressed by the
condition b(1, k) >> b(2, k) for every k.

Proposition 8 Let n be a fixed network size. Let ǫ > 0. Then there exists b > 0 such that
for any function b with b(2, 1) < b and any cost such that b(1, r+1)+ ǫ < c < b(1, r)− ǫ,
a network g satisfying the following properties is pairwise stable: in g, n−k nodes, where
k ≤ r, have an identical degree r. The remaining k nodes are all linked to each other
(such a network is what Morrill (2011) calls a maximal nearly k-regular network).

Proof: Fix ǫ > 0. Consider the maximal indirect benefit an agent can gain from a link.
This benefit is bounded by (n − 2)b(2, 1). Let b = ǫ

n−2
. For any 0 < b(2, 1) < b, the
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benefit of indirect links is inferior to ǫ. Basically, we can now neglect utility from indirect
contacts. Let us establish that no pair of agents i, j in g can establish a mutually beneficial
link. Let i be a node of degree ηi = r. Then ũj(g + ij)− ũj(g) < b(1, r + 1) + ǫ− c < 0.
Therefore no agent wishes to form a link to an agent who already has degree r. Let ij ∈ g
with ηi ≤ r and ηj ≤ r. Neither i nor j wishes to break this link: ũj(g − ij) − ũj(g) <
c+ ǫ− b(1, ηi) ≤ c+ ǫ− b(1, r) < 0. �

The family of PS networks described in Proposition 8 is very large and includes
in particular all structures where agents have identical degrees, such as the circle or
a generalized circle with agents linked to their m nearest neighbors. There is also an
abundance of disconnected structures that satisfy the condition stated in Proposition 8.

One example is that of a number of disconnected “islands” of identical size.

Corollary 2 Consider a network of size n. Let m be a divisor of n. The network consist-
ing of n/m completely connected components of size m is PS under the conditions stated
in Proposition 8.

The class of PS networks described in Proposition 8 exists for some decay values
and for some cost range for every network size. However, in order for these structures to
appear, decay must be large, and all the more so when n is large, as we have (n−2)b(2, 1) <
ǫ < b(1, r) ≤ b(1, 1). The possible values of the cost for which these structures exist shrink
the larger n and r are. In practice, the most likely decay is very large so that indirect
benefits are almost negligible. The larger the size of the components, the smaller is the
possible cost range. Among the possible structures, the one that we are most likely to
see emerge in practice is thus that in which all agents have degree one or two, and the
network size is not too large.

Let us now consider the other extreme case where decay is very small so that δ is close
to one in the model defined by (7). In other words, we consider the benefit functions such
that b(l, k) ≈ b(l′, k) for all k, l, l′ 6= ∞.

Proposition 9 Let n be a fixed network size. Let c > 0. Then there exist ǫ > 0 and b such
that |b(l, k) − b(l′, k)| ≤ ǫ for all k, l, l′ 6= ∞, and any network g satisfying the following
properties is pairwise stable: g is minimally connected and satisfies minj∈N b(1, ηj(g)) ≥
c > (n− 1)ǫ.

Proof: Fix c > 0. What is the maximal benefit an agent can derive from an additional
link in an already connected structure? The indirect benefit of link formation is bounded
above by (n− 2)max1≤x≤n−1 (b(1, x)− b(n− 1, x)) ≤ (n− 2)ǫ. Since g is connected, any
additional link provides a utility ũi(g+ij)−ũi(g) ≤ b(1, ηj+1)−b(n−1, ηj)+(n−2)ǫ−c ≤
(n−2)ǫ+b(1, ηj+1)−b(n−1, ηj+1)+b(n−1, ηj+1)−b(n−1, ηj)−c ≤ (n−1)ǫ−c < 0.
Let us establish that no agent wants to remove a link. If ij ∈ g, then neither i nor j
wishes to break this link. Indeed, because g is minimally connected, i and j are not in
the same connected component in g − ij. Therefore ũi(g − ij)− ũi(g) < c− b(1, ηj) < 0.

�
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De Jaegher and Kamphorst (2013) also study a model where agents’ payoffs are based
on their access to information in a setting with small decay. Information is defined as
the sum of all decayed paths to indirect contacts, i.e. exactly the benefit term in the
connections model. Payoffs differ from those of Jackson and Wolinsky (1996) because
agents apply a possibly non-linear function to evaluate this aggregate quantity. Our model
differs from Jackson and Wolinsky (1996) because we impose a “penalty” on the value
received from each indirect contact before aggregating the value of all indirect contacts by
addition. Because of these differences, our setting and that of De Jaegher and Kamphorst
(2013) are not directly comparable. However, in both cases, the small decay assumption
leads to stable structures that are minimally connected, reflecting the low benefit of
forming a link to someone who is already in the same connected component. We obtain
this result when the decay parameter approaches 1, whereas De Jaegher and Kamphorst
(2013) assume small but not vanishing decay.

5 Efficiency in the model

Next, we analyze strong efficiency (SE) in the model, also sometimes referred to as effi-
ciency in the paper. In the degree-distance-based model, there is a much wider range of
possible SE architectures than in the Jackson and Wolinsky model. While in the latter,
only g∅, g∗ and gN can be SE, in our model additional structures can be SE for some
parameters. To see this immediately, consider the 3-player example presented in Section
4.2. Figure 7 shows all strongly efficient networks in this model given by (7).

Fig. 7. Unique SE networks in the degree-distance-based connections model given by (7) (from left to right): (i)
(0 < δ < 1

3
and 2c > δ) or ( 1

3
≤ δ < 1 and 2c > 1

2
δ2 + 5

6
δ), (ii) 0 < δ < 1

3
and δ2 + 2

3
δ < 2c < δ, (iii) (0 < δ < 1

3
,

1
3
δ − δ2 < 2c < δ2 + 2

3
δ) or ( 1

3
≤ δ < 1, 2c < 1

2
δ2 + 5

6
δ), (iv) 2c < 1

3
δ − δ2

In this simple 3-player example we can already see an additional difference between
our model and the original connections model. In the latter, the cost ranges of PS and SE
for the complete network coincide. In the degree-distance-based model defined by (7), gN

can be PS but not efficient: for n = 3 it is the case for 1
3
δ − δ2 < 2c < 2

3
δ − δ2. Similarly

to Jackson and Wolinsky, we exhibit the contradiction between stability and efficiency in
the higher cost ranges: the empty network is PS but not SE for δ < 2c < 1

2
δ2 + 5

6
δ and

1
3
< δ < 1. The structure which could neither be PS nor SE in the original connections

model – the network containing one link and one isolated player – is PS and SE in our
model in the same cost range.

Another interesting observation in the model given by (7) and n = 4 is for instance that

the line is the unique SE network if 0 < δ < 4−
√
13

6
and 1

3
δ− 1

3
δ2−δ3 < 2c < 1

3
δ+ 5

3
δ2+δ3;

for the calculations, see the Appendix.

After presenting these examples, we turn to the theoretical analysis. Contrary to the
original connections model, disconnected networks may be pairwise stable. Let us show
that they can also be efficient.
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Proposition 10 Let n be even and fixed, and ǫ > 0. There exists b > 0 such that for
any function b with b(2, 1) < b, the network described in Proposition 8, consisting of n/2
disjoint completely connected components with m = 2 is uniquely efficient in the cost
range b(1,1)+b(1,2)

2
+ ǫ < c < b(1, 1)− ǫ.

Proof: Fix ǫ > 0. Consider the maximal indirect benefit an agent can gain from a link.
This benefit is bounded by (n− 2)b(2, 1). Thus the total social utility from indirect links
is bounded by n(n − 2)b(2, 1). Let b = ǫ

n(n−2)
. For any 0 < b(2, 1) < b, the total social

utility of indirect links is inferior to ǫ. Basically, we can now neglect utility from indirect
contacts. Note that if there are at least two nodes with no link, forming a link between
them increases total utility since c < b(1, 1). Assume now that a network contains some
node i such that ηi = k ≥ 2. Let ij belong to the network. Let us show that removing ij
is efficiency improving. Let ηj ≥ 1. Since indirect benefits are negligible, only i and j lose
by removing the link ij. This loss is b(1, ηi) + b(1, ηj) ≤ b(1, 2) + b(1, 1) < 2c. Therefore
removing the link of an agent with degree greater than one is efficiency improving. In
this parameter range, an efficient network is such that each agent has exactly degree 1.
This is achieved uniquely by a network consisting of disjoint connected components of
size two. �

When decay is very large, benefits from indirect contacts are negligible and the nega-
tive impact of an increased degree dominates. Thus it is not socially desirable to connect
two components.

Proposition 11 shows that when network size is large, the complete network is not
strongly efficient when it is stable.

Proposition 11 Whenever (n− 1) (b(1, n− 2)− b(1, n− 1)) > b(1, n− 2)− b(2, n− 2),
the complete network is not strongly efficient for any cost c > 0. For the model defined
by (7), gN is not SE whenever n > 1

δ
. In particular, the complete network is not strongly

efficient when it is uniquely PS.

Proof: We note that the total link cost is always greater in gN than in gN − ij when
c > 0. Assume c = 0. Let us consider the difference in total utility between gN and
gN − ij, that is

∑n
i=1

(
ũi(g

N)− ũi(g
N − ij)

)
. For agents i, j the utility loss is b(1, n −

1)− b(2, n− 2). The remaining n− 2 agents gain from the connectivity decrease of their
direct neighbors i and j, 2(n− 2) (b(1, n− 2)− b(1, n− 1)). In total, the change in social
utility is

∑n
i=1

(
ũi(g

N − ij)− ũi(g
N)

)
= 2(n − 2) (b(1, n− 2)− b(1, n− 1)) − 2b(1, n −

1) + 2b(2, n− 2) = 2(n− 1) (b(1, n− 2)− b(1, n− 1)) + 2 (b(2, n− 2)− b(1, n− 2)). This
quantity is positive whenever (n− 1) (b(1, n− 2)− b(1, n− 1)) > b(1, n− 2)− b(2, n− 2)
meaning that the complete network gN is not strongly efficient. Except for very large
decay (when b(1, n− 2) >> b(2, n− 2)), the complete network is inefficient even when n
is rather small. Solving (n − 1) (b(1, n− 2)− b(1, n− 1)) > b(1, n − 2) − b(2, n − 2) for
the model defined by (7) leads equivalently to the condition n > 1

δ
. �

Proposition 12 Let g be a network in which lij(g) ≤ 2 for all i, j and let kl be a link
such that lij(g − kl) ≤ 2 for all i, j. Then:

20



(i) g − kl has higher overall utility than g for any c > 0 when n is such that 2(n− 2) >
K

min(α,β)
where K = b(1, ηk)− b(2, ηk−1)+ b(1, ηl)− b(2, ηl−1), α =: min1<l<n[b(1, l−

1)− b(1, l)] > 0 and β =: min1<l<n[b(2, l − 1)− b(2, l)] > 0
(ii) In particular, for the model defined by (7), g − kl is strictly more efficient than g for

any c > 0 if δ > 1/n.

Corollary 3 The windmill (presented in Proposition 2), the complete graph or the mul-
tiple island model (presented in Proposition 4 with l > 1) are never efficient even when
they are PS, if n satisfies the condition in Proposition 12.

Indeed, it is readily verified that these structures contain a link whose removal con-
serves a maximal network diameter of 2.

Proof: (of Proposition 12) Consider two nodes k, l, such that the maximal distance in
g − kl is still 2. We must have 1 < ηk ≤ n − 1 and 1 < ηl ≤ n − 1. Let us show that
overall utility increases when this link is removed.

First consider the change in utility for k and l: ũk(g)− ũk(g−kl)+ ũl(g)− ũl(g−kl) =
b(1, ηk) − b(2, ηk − 1)− c + b(1, ηl) − b(2, ηl − 1) − c. This quantity is positive when g is
pairwise stable, since k and l have an incentive to maintain the link. It is bounded by K.

The presence of the link kl has a negative impact on all other agents. Agent k has
degree ηk. Thus he has ηk − 1 direct neighbors, excluding l already accounted for above.
Besides k himself and his ηk direct neighbors, the remaining n − 1 − ηk agents are at
distance 2. The utility loss for these agents is (ηk − 1)(b(1, ηk − 1)− b(1, ηk)) + (n− 1−
ηk)(b(2, ηk − 1)− b(2, ηk)) and similarly for agent l, replacing ηk by ηl.

We can now compare the overall utility of g and g−kl. It is
∑n

i=1 (ũi(g)− ũi(g − kl)) =
b(1, ηk)− b(2, ηk−1)+ b(1, ηl)− b(2, ηl−1)−2c− (ηk−1)(b(1, ηk−1)− b(1, ηk))− (n−1−
ηk)(b(2, ηk−1)−b(2, ηk))−(ηl−1)(b(1, ηl−1)−b(1, ηl))−(n−1−ηl)(b(2, ηl−1)−b(2, ηl))

Define α =: min1<l<n[b(1, l−1)−b(1, l)] > 0 and β =: min1<l<n[b(2, l−1)−b(2, l)] > 0.∑n
i=1 (ũi(g)− ũi(g − kl)) ≤ K − 2(n− 2)min(α, β)− 2c < K − 2(n− 2)min(α, β), which

is negative provided 2(n− 2) > K
min(α,β)

.

In particular, for the model defined by (7),
∑n

i=1 (ui(g)− ui(g − kl)) is negative if

F (ηk)+F (ηl) < 0 with F (ηk) =
δ

ηk+1
− δ2

ηk
− (ηk−1)

[
δ
ηk

− δ
ηk+1

]
− (n−1−ηk)

[
δ2

ηk
− δ2

ηk+1

]

F (ηk) < 0 ⇐⇒ ηk − δ(ηk + 1) − (ηk − 1) − (n − 1 − ηk)δ < 0 ⇐⇒ 1 < nδ. Similarly,
F (ηl) < 0 if and only if n > 1

δ
. Thus, whenever n > 1

δ
the network g is not efficient. �

This result is easy to understand. In a network in which all agents are at distance at
most 2 when kl is removed, the link kl benefits only agents k and l themselves and exerts
a negative externality on a large number of agents at distance 2. Provided n is large, this
outweighs the positive effects of the link.

Next, we focus on the conditions for efficiency of the star. Let us define the function

h(m) = mb(1,m) + (n− 1−m)b(2,m) (13)

This function represents an upper bound of the social utility that an agent with degree
m provides to others. This upper bound is attained for example for a star, but generally
it is not attained. For the model defined by (7), we have h(m) = m δ

1+m
+(n−1−m) δ2

1+m
.

We assume the following conditions:
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Condition 1 Function h defined by (13) is decreasing.

Condition 2 For any k > 2, let a + d = k and a
′

+ d
′

= k. Then if |a − d| ≥ |a′ − d
′ |

then h(a) + h(d) ≥ h(a
′

) + h(d
′

).

Condition 2 means that when keeping fixed the sum of degrees of two agents, the
total maximal social utility provided by the two agents, as measured by the function h is
greater if the agents have dissimilar degrees. Note that Conditions 1 and 2 are satisfied
for the model defined by (7), when n > 1

δ
; for the proof, see the Appendix.

Condition 1 is not demanding and holds easily if the network size n is large. Condition
2 seems to have a convexity flavor. One agent with high degree and one agent with low
degree provide more social utility (or at least the upper bound given by h is greater) than
two agents with intermediate degrees. In fact the proposition below shows under some
conditions that Condition 2 cannot hold if b is concave with respect to degree. However,
convexity is not sufficient to guarantee Condition 2 because a convex function whose
behavior is very close to that of a linear function would not satisfy it.

Proposition 13 Suppose that for any degree η, b(2, η) = δb(1, η) for some δ ≤ 1 (decay
independent of degree) and that b(1, η) is differentiable. Then Condition 2 never holds if
b(1, η) is concave. Moreover Condition 2 does not hold for all convex b(1, η).

This proposition is proved in the appendix.

Proposition 14 Let g be a connected structure. Whenever h given by (13) satisfies Con-
ditions 1 and 2, we have v(g) ≤ v(g∗).

Proof: We will prove this proposition in two steps.

Step 1: First we show that v(g) ≤ v(g∗) for any minimally connected structure g.

Let g be a minimally connected structure. It is thus characterized by m, J1 and S in
Lemma 1 (presented in the Appendix), the degrees of the nodes in S and the distances
between all pairs of nodes. By Lemma 1, all nodes in J1 have degree one. There are m
nodes in S whose degrees are (2 + αi)

i=m
i=1 (without loss of generality we let the m nodes

in S be 1, 2, ...,m). The remaining n− j1 −m nodes have degree 2. Therefore by Lemma
2 (presented in the Appendix), we have
v(g) ≤ ∑i=n

i=1 h(ηi(g)) = j1h(1) +
∑i=m

i=1 h(2 + αi) + (n− j1 −m)h(2).
We apply Condition 2 to obtain h(αi+αj+2)+h(2) ≥ h(αi+2)+h(αj+2). Thus we have∑i=m

i=1 h(αi+2)+(n−m− j1)h(2) =
∑i=m−2

i=1 h(αi+2)+(n−m− j1)h(2)+h(αm−1+2)+

h(αm+2) ≤ ∑i=m−2
i=1 h(αi+2)+(n−m−j1)h(2)+h(αm−1+αm+2)+h(2) =

∑i=m−2
i=1 h(αi+

2)+ h(αm−1 +αm +2)+ (n−m− j1 +1)h(2) ≤ .... ≤ h(
∑i=m

i=1 αi +2)+ (n− j1 − 1)h(2).

Then, applying again repeatedly Condition 2, v(g) ≤ j1h(1)+h(
∑i=m

i=1 αi+2)+(n− j1−
1)h(2) = j1h(1) + h(j1) + (n− j1 − 1)h(2) = j1h(1) + (n− j1 − 2)h(2) + h(2) + h(j1) ≤
j1h(1)+ (n− j1− 2)h(2)+h(1)+h(j1+1) = (j1+1)h(1)+h(j1+1)+ (n− j1− 2)h(2) ≤
... ≤ (n− 1)h(1) + h(n− 1) = v(g∗).

Step 2: Next, we prove that v(g) ≤ v(g∗) for any connected structure g.

As we have shown, any minimally connected structure g has a degree sequence (ηi)
i=n
i=1

such that v(g) ≤ ∑i=n
i=1 h(ηi) ≤ v(g∗). Any connected structure gK is a superset of a
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minimally connected network g. Let g ⊂ gK and let µi = ηi(gK)− ηi(g) ≥ 0. By Lemma
2 we have v(gK) ≤

∑i=n
i=1 h(ηi(gK)). We will show that

∑i=n
i=1 h(ηi(gK)) ≤

∑i=n
i=1 h(ηi(g)).

Let us consider h being decreasing. For the model given by (7), we verify that for all
m > 1, h(m+ 1)− h(m) ≤ 0 ⇐⇒ δ ≥ 1

n
. We use this now to show successively that:∑i=n

i=1 h(ηi(gK)) =
∑i=n

i=1 h(ηi(g) + µi) ≤ ∑i=n
i=1 h(ηi(g) + (µi − 1)) ≤ ∑i=n

i=1 h(ηi(g) +

(µi − 2)) ≤ .... ≤ ∑i=n
i=1 h(ηi(g)). Since

∑i=n
i=1 h(ηi) ≤ v(g∗), we conclude that v(gK) ≤∑i=n

i=1 h(ηi) ≤ v(g∗). �

Consequently, for the model defined by (7), v(g) ≤ v(g∗) whenever n > 1
δ
. We now

show that under some fairly weak assumptions on the payoffs, we also have v(g∗) ≥ v(g)
for any disconnected network g. Under these conditions, the star will then be efficient.

Proposition 15 Let g∗1 and g∗2 be two disjoint stars with centers i and j. Whenever
(nk − 1)[b(1, nk) + b(2, 1) − b(1, nk − 1)] ≥ c for k = 1, 2 (sufficient but not necessary
condition), where nk is the cardinality of g∗k, v(g

∗
1 ∪ g∗2 + ij) ≥ v(g∗1 ∪ g∗2). In particular,

this cost range exists when b(1, nk) + b(2, 1) > b(1, nk − 1).

Proof: Under the assumptions in Proposition 14, the value of a star is not smaller than
the value of any connected structure. Let g be a disconnected network. Then v(g) is
maximized when g is the union of star components. Let us show that under some weak
conditions, social utility is increased by connecting two stars.

Indeed, let i and j be the centers of two stars of size n1 and n2, with 2 ≤ n1 ≤ n
and 2 ≤ n2 ≤ n. If we add a link between the centers, then the change in utility is
(n1 − 1)[b(2, n2) + (n2 − 1)b(3, 1) + b(1, n1) − b(1, n1 − 1)] + b(1, n2) + (n2 − 1)b(2, 1) +
(n2−1)[b(2, n1)+(n1−1)b(3, 1)+ b(1, n2)− b(1, n2−1)]+ b(1, n1)+(n1−1)b(2, 1)−2c ≥
(n1 − 1)[b(2, n2) + b(1, n1) + b(2, 1)− b(1, n1 − 1)] + (n2 − 1)[b(2, n1) + b(1, n2) + b(2, 1)−
b(1, n2 − 1)]− 2c

This quantity is positive under a fairly weak condition: it is sufficient that decay with
distance is not too great and utility decrease with respect to the neighbor’s degree is not
too great: (nk − 1)[b(1, nk) + b(2, 1)− b(1, nk − 1)] ≥ c for k = 1, 2.

If connecting two disjoint stars is efficiency improving, the efficient network cannot
be disconnected and so under Conditions 1 and 2, the star is efficient. �

The condition in the above proposition is sufficient but not necessary and can be
improved. However, the star is not uniquely efficient. The complete graph, the empty
one, and also the line or a disconnected graph with connected components of size two
can all be efficient for some choices of b. The results we have are sufficient to show that
the star is uniquely stable under conditions which are compatible with the (in some cases
unique) pairwise stability of other structures than the star.

From Propositions 14 and 15, and adding condition that b(1, 1) > c (which ensures
that the empty network is not efficient), we obtain the following.

Proposition 16 Let the benefit function b satisfy Conditions 1 and 2, (ñ− 1)[b(1, ñ) +
b(2, 1)− b(1, ñ− 1)] ≥ c for all 2 ≤ ñ ≤ n and let b(1, 1) > c. Then the star is efficient,
and is uniquely efficient whenever a strict inequality holds in Condition 2.
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Having established the efficiency of the star under some conditions, we can now com-
pare with the pairwise stable structures characterized in the previous section. The con-
ditions for efficiency of the star can be compatible with the stability conditions of the
complete network or with that of the windmill network (Propositions 1(iv) and 2). This
is most readily verified by checking the respective conditions for the function (7). Indeed,
the assumptions under which we proved the star to be efficient exclude concavity of the
benefit function with respect to degree, but the new structures with short diameters could
be stable both when the benefit function is concave and when it is convex in degree. This
implies the existence of benefit functions and cost ranges verifying our general assump-
tions for which the star is efficient but not pairwise stable, and the pairwise stable or even
uniquely pairwise stable network is not efficient. We have already seen that for large n the
windmill or complete network are not efficient in their stability region. The result about
the efficiency of the star also shows that the efficient network can be strictly contained in
a (or the, in the case of uniqueness) pairwise stable network. This implies that our model
can give rise to overconnectivity in the strong sense defined by Buechel and Hellmann
(2012), which could never occur in the original connections model.

6 Conclusion

In this paper, we analyzed network formation in the presence of negative externalities
in a model that combined the presence of indirect benefits and a penalty resulting from
the connectivity of direct and indirect neighbors. Our analysis focused mainly on the
case of structures with short diameters but also considered cases with extreme levels
of decay. It would be interesting but more challenging to extend it beyond these cases.
While remaining in the framework with global positive spillovers, we could also consider
somewhat different models that capture other types of negative externalities. As we dis-
cussed in the introduction, the model we proposed here is a good fit for a situation that
we could see as a “generalized” co-author model where knowledge spills over from more
distant parts of the network. We can also think of situations where benefits could spill
over from distant neighbors but be reduced by overall connectivity. One might see a link
as a consumer good whose value is based on its rarity and which thus decreases the more
common or widespread it is. We could also gear the model more specifically towards the
competition for information, by letting payoffs depend on the number of informed agents
in a communication chain. Finally, we note that in the model we considered, as well as in
the potential extensions, we are likely to have a high multiplicity of equilibria, suggesting
that the use of stronger stability concepts, e.g., strongly stable networks (those which are
stable against changes in links by any coalition of individuals; see Jackson and van den
Nouweland (2005)) could be helpful for equilibrium selection.

Appendix

Line is the unique SE network for n = 4, model (7) and some δ, c

Proof: Let n = 4. Let U (k) =
∑4

i=1 ui(g
(k)), where k ∈ N and 1 ≤ k ≤ 8. Similarly,

the sum of the players’ utilities for the line, the empty graph and the complete graph
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is denoted by UL, U∅ and UN , respectively. We will determine the parameters δ and c
under which the line gL is the unique SE network. We have: UL = δ3 + 5

3
δ2 + 7

3
δ − 6c

U∅ = 0, UN = 3δ − 12c, for the graph with one link: U (1) = δ − 2c
for the graphs with two links: U (2) = 2δ − 4c, U (3) = δ2 + 5

3
δ − 4c

for the graphs with 3 links (different from gL): U (4) = 3δ2+ 9
4
δ− 6c (star), U (5) = 2δ− 6c

for the graphs with 4 links: U (6) = 4
3
δ2 + 8

3
δ − 8c, U (7) = 5

3
δ2 + 31

12
δ − 8c

for the graph with 5 links: U (8) = 2
3
δ2 + 17

6
δ − 10c.

UL > U (4) iff δ2 − 4
3
δ + 1

12
> 0 iff 0 < δ < 4−

√
13

6
. We solve: UL > U (2) and UL > U (6)

and 0 < δ < 4−
√
13

6
, which gives 0 < δ < 4−

√
13

6
and 1

3
δ − 1

3
δ2 − δ3 < 2c < 1

3
δ + 5

3
δ2 + δ3.

For such δ and c, we have, in particular, δ > 2c. Hence, UL > U (1), UL > U∅, and also
UL > U (3), UL > U (5), UL > U (8), UL > U (7), UL > UN . �

Conditions 1 and 2 are satisfied for the model (7), when n > 1
δ

Proof: Consider h(m) = m δ
1+m

+ (n − 1 − m) δ2

1+m
. We have h′(m) = δ(1−δn)

(1+m)2
< 0 for

n > 1
δ
. Consider a, d such that a + d = k, and therefore d = k − a. For the model

defined by (7), we have h(a) + h(d) = h(a) + h(k − a) = δa
1+a

+ (n − 1 − a) δ2

1+a
+ (k −

a) δ
1+k−a

+ (n − 1 − (k − a)) δ2

1+k−a
= (1+a)(δ−δ2)

1+a
+ (1+k−a)(δ−δ2)

1+k−a
+ δ

[
nδ−1
1+a

+ nδ−1
1+k−a

]
. Thus

we can write h(a) + h(d) = c(δ) + δG(a), where G(a) =: nδ−1
1+a

+ nδ−1
1+k−a

. The derivative

of this function is G
′

(a) = 1−nδ
(1+a)2

+ nδ−1
(1+k−a)2

which is zero at a = k/2. Moreover, we can
show that this zero corresponds to a min provided that nδ > 1. Indeed, when this is the

case, G(a) ≥ 0 and G(0) = (nδ − 1)
(
1 + 1

1+k

)
≥ G(k/2) = (nδ − 1)

(
2

1+k/2

)
for every

k ≥ 2. We also note that by symmetry, G(a) = G(k − a). This implies that G(a) is
decreasing on [0, k/2] and increasing on [k/2, k]. Since |a−d| = |a− (k−a)| = |2a−k|, if
|a− d| > |a′ − d

′ |, then |a− k/2| > |a′ − k/2|, which implies G(a) > G(a
′

), which implies
h(a) + h(d) > h(a

′

) + h(d
′

). �

Proof of Proposition 13

Proof: Condition 2 holds if and only if h(a)+h(d) = h(a)+h(k−a) =: H(a) is decreasing
on [0, k/2]. We have b(2, η) = δb(1, η) for some δ ≤ 1. We compute H

′

(a) to find H
′

(a) =
(1−δ)[b(1, a)−b(1, k−a)]+δ(n−1)[b

′

(1, a)−b
′

(1, k−a)]+(1−δ)[ab
′

(1, a)−(k−a)b
′

(1, k−a)].
Now a ≤ k − a. Consequently if b(1, η) is concave in degree, b′(1, k − a) < b′(1, a) < 0
and H

′

(a) > 0. Thus Condition 2 is not compatible with concavity of b with respect to
degree. We can also see that in the limit case between concavity and convexity where
b(1, η) is linear in degree, we would have H

′

(a) ≥ (1− δ)[b(1, a)− b(1, k − a)] > 0. Thus
convexity is not sufficient to guarantee Condition 2. �

Lemma 1 Let g be a minimally connected network of size n > 3. Let J1 be the set of
nodes of degree 1 and j1 the number of elements in this set. Then, whenever j1 > 2,
there exists a set S containing 1 ≤ m ≤ j1 nodes such that for all i ∈ S, ηi ≥ 3 and∑

i∈S αi = j1 − 2, with αi = ηi − 2.
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Proof: We prove this by induction on the network size. Any minimally connected struc-
ture of size n+ 1 can be obtained by adding one node n+ 1 and one link between n+ 1
and some j < n+1 in a minimally connected network of size n. Suppose that gn (n ≥ 4)
verifies the induction hypothesis. If S(gn) = ∅, gn is a line. If we link n + 1 to a node
of degree 1, j1(gn+1) = j1(gn) = 2 and S(gn+1) is still empty. If we add a link between
n+1 and a node of degree 2, there will be 3 nodes with degree 1 and 1 node of degree 3.
Thus j1(gn+1) = 3, and

∑
i∈S(gn+1)

αi(gn+1) = 1 = j1(gn+1)−2. If gn verifies the induction

hypothesis and S(gn) 6= ∅, there are several possibilities. Either the link from n+ 1 goes
to a node j such that ηj(gn) = 1. Then the number of nodes with degree one does not
change so j1(gn+1) = j1(gn). The number of nodes in S does not change and ηj(gn+1) = 2.
Thus

∑
i∈S(gn+1)

αi(gn+1) =
∑

i∈S(gn) αi(gn) = j1(gn)−2 = j1(gn+1)−2. If ηj(gn) = 2 then

ηj(gn+1) = 3 and card(S(gn+1)) = card(S(gn)) + 1 and j1(gn+1) = j1(gn) + 1. Thus∑
i∈S(gn+1)

αi(gn+1) =
∑

i∈S(gn) αi(gn) + αj(gn+1) = j1(gn) − 2 + 1 = j1(gn+1) − 2. Fi-

nally, if n + 1 links to j such that ηj(gn) > 2, then j1(gn+1) = j1(gn) + 1, card(S(gn)) =
card(S(gn+1)) and ηj(gn+1) = ηj(gn) + 1. Thus

∑
i∈S(gn+1)

αi(gn+1) =
∑

i∈S(gn) αi(gn+1) =∑
i∈S(gn) αi(gn) + 1 = j1(gn) − 2 + 1 = j1(gn+1) − 2. This concludes the proof of the in-

duction step. The induction hypothesis is verified when n = 4. There are two minimally
connected structures: a line and a star. In a line, there are two elements of degree 1, thus
j1 = 2 and S = ∅. In a star with n = 4, j1 = 3, S consists of the center with degree 3
and indeed

∑
i∈S(gn) αi(gn) = 3− 2 = j1(gn)− 2. �

Lemma 2 Let g be a network with degree sequence (ηi(g))
i=n
i=1 . Then the value of g is

v(g) ≤ ∑i=n
i=1 h(ηi(g)).

Proof: The ηi(g) immediate neighbors of i derive the utility b(1, ηi(g)) from the link to
i. The remaining n − 1 − ηi(g) nodes are at distance at least 2 from i and therefore the
utility obtained from i is bounded by b(2, ηi(g)). �
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