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Abstract

We present a 4-component relativistic study of uranium 2p3/2 ionization and excitation in
the isoelectronic series UO2+

2 , OUN+ and UN2. We calculate ionization energies by ∆SCF
at the Hartree-Fock(HF) and Kohn-Sham(KS) level of theory. At the ∆HF level we observe
a perfectly linear chemical shift of ionization energies with respect to uranium atomic charges
obtained from projection analysis. We have also developed a non-canonical 2nd-order Møller-
Plesset code for wave function based correlation studies. We observe the well-known failure of
Koopmans’ theorem for core ionization due to the dominance of orbital relaxation over electron
correlation effects. More unexpectedly, we find that the correlation contribution has the same
sign as the relaxation contribution and show that this is due to a strong coupling of relaxation
and correlation. We simulate uranium L3 XANES spectra, dominated by 2p3/2 → U6d
transitions, by restricted excitation window time-dependent density functional theory (REW-
TDDFT) and the complex polarization propagator (CPP) approach and demonstrate that
they give identical spectra when the same Lorentz broadening is chosen. We also simulate
XANES spectra by the Hartree-Fock based static exchange (STEX) method and show how
STEX excitation energies can be reproduced by time-dependent Hartree-Fock calculations
within the Tamm-Dancoff approximation. We furthermore show that Koopmans’ theorem
provide a correct approximation of ionization energies in the linear response regime and use
this observation to align REW-TDDFT and CPP spectra with STEX ones. We point out that
the STEX method affords the most detailed assignment of spectra since it employs virtual
orbitals optimized for the selected core ionization. The calculated XANES spectra reflect the
loss of bound virtual orbitals as the molecular charge is reduced along the isoelectronic series.

1 Introduction

Uranyl compounds are of great interest due to their unique coordination chemistry as well as
their potential impact on the environment. Uranium has been shown to readily form a myriad of
coordination complexes in three separate oxidation states (IV, V, and VI), though tends to prefer
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the IV and VI oxidation states, resulting in its rich chemistry [1–4]. Because uranium (along with
thorium, actinium, and protactinium) is one of the few actinide elements that is stable and safe
enough to be characterized in a laboratory, this allows for the physical effects of the f orbitals on
the electronic structure, geometry and thermochemistry to be determined experimentally, giving
much insight on the electronic structure of uranyl coordination complexes. [5–15]

The electronic properties of uranyl coordination complexes, as well as the nature of the com-
pounds themselves, have been determined through electronic spectroscopy and x-ray diffraction
methods. X-ray absorbance and photoelectron spectroscopy have been frequently used to provide
knowledge about the electronic structure of the deep core, which results in an element specific elec-
tronic spectrum[7]. X-ray absorbance near edge spectroscopy (XANES) has been used to probe
low lying unoccupied core ionized states of the uranyl complexes, returning energetics of the en-
ergy levels of the low lying virtual orbitals, as well as information on the oxidation state of the
molecule[7, 9, 14, 15]. Walshe and coworkers used both high resolution XANES spectroscopy as
well as extended X-ray absorbance fine structure (EXAFS) spectroscopy to characterize uranyl
peroxides and uranyl oxohydroxides in their mineral forms and provided the first experimental
crystal structure of metastudtite, as well as subtle differences in the core spectra of the mineral
forms studied[14]. Given the highly local nature of the atomic core orbitals, the orbitals will be
heavily affected by changes in the local electronic environment, such as relaxation effects which
may be caused by changes in the formal oxidation state.

While uranium is not strongly radioactive (an alpha emitter with a half-life of over 44 billion
years), it still presents a significant long term health risk, especially in a solvated form such as
uranyl[16]. Computational modeling of uranium complexes circumvents this risk and has been used
to model the thermochemistry and electronic structure of uranium coordination complexes[12, 17–
32].

Analogous to experiment, computational chemistry can be used to calculate electronic tran-
sitions, allowing for the creation of electronic spectra from calculated excitation energies. Multi-
reference computational methods have been used to directly solve for electronic states and tran-
sitions between states in the molecule[23–25, 28]. Reál et al. compared preexisting CASPT2
electronic transitions of uranyl to intermediate Hamiltonian Fock space coupled cluster (IHF-
SCC) excitations and found that the two methods perform similarly for low level excitations,
but the methods deviate from each other for higher excitation energies[25]. However, multi-
reference methods scale unfavorably with the size of the system, and as a result, can only be
utilized for the smallest of molecular systems. A commonly used alternative to multi-reference
methods for the simulation of molecular spectra is time-dependent DFT (TDDFT), which have
been used to great effect to calculate the electronic transitions in uranyl complexes[23, 33–35].
Tecmer et al. performed TDDFT calculations to simulate the UV-Vis spectrum of uranyl as well
as the isoelectronic analogues OUN+ and UN2. They found that among the functionals used,
CAMB3LYP, M06, and PBE0 gave the lowest mean errors relative to IHFSCC, performing simi-
larly to CASPT2 overall[34]. The complex polarization propagator (CPP) method[36–41] is similar
to time-dependent methods, but explicitly accounts for the linewidth of the peaks via an imagi-
nary damping factor which, when graphed, generates the spectrum. At the Hartree-Fock level, the
static exchange approximation (STEX)[42–44] models core excitations as an electron being acted
upon by the core ionized molecule, the latter of which is optimized separately in order to give a
complete account of the orbital relaxation in the molecule.

Accounting for relativistic effects is of great importance in calculations on actinide elements,
especially in the calculation of properties of deep core orbitals as spin-orbit is incredibly strong
for these orbitals. The most direct means of accounting for relativity is the full four-component
Dirac-Coulomb (DC) Hamiltonian. The DC Hamiltonian gives a full account of the one-electron
relativistic effects in a molecule, whereas the fully relativistic two-electron interaction is truncated,
but includes the instantaneous Coulomb interaction as well as spin-own orbit interaction.[45] It
has been used to calculate properties of uranyl and its complexes [20, 24, 25]. Relativistic effective
core potentials (RECPs) are another means of accounting for relativistic effects for heavy atoms,
and have been used frequently to recover these effects and to simplify the costly calculations
involved [12, 18, 23, 25, 26, 32, 35, 46–49]. Dolg and Cao developed a relativistic small core
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pseudopotential for uranium constructed from Dirac-Coulomb-Breit (DCB) orbitals, compared it
to all-electron DKH calculations with perturbative spin-orbit (+BP), and noted that the vertical
excitation energies agreed well with the values obtained at the all-electron level, at far reduced
computational cost [46]. However, since the chemical core is simplified and treated by a simple
function, part of the core level description is lost and no core level properties (such as core-
ionization energies) can be calculated. The large and small component of the wave function can
also be decoupled yielding two (or one) component Hamiltonians for the purpose of reducing
computational cost relative to the full four-component calculation [22, 23, 25, 28, 29, 33]. The
eXact 2-Component relativistic Hamiltonian (X2C)[50–52] has been used by Reál et al. to calculate
relativistic effects for uranyl compounds and has resulted in similar effectiveness to Dirac-Coulomb
in the calculation of vertical excitation energies[25]. Klooster et al. [53] have reported calculations
of X-ray photoelectron spectra, including U5+ using the analogous normalized elimination of the
small component (NESC) Hamiltonian. Calculations on uranium compounds including scalar
relativistic effects through the Darwin and mass−velocity terms have also been reported[29, 31].

Two isoelectronic homologues of uranyl have been synthesized, OUN+ and UN2, and have been
characterized using experimental and theoretical methods[23, 31, 32, 34, 47, 54]. Both of these
molecules possess uranium in the +6 formal oxidation state and, analogous to uranyl, have also
been shown to have linear structures [17, 23, 26, 29, 31, 32, 34, 47, 48, 55, 56]. The geometries and
valence electronic spectra for these molecules have been determined computationally. However,
less is known about the core spectra of these molecules from a theoretical standpoint (especially
for OUN+ and UN2).

Therefore, to classify and characterize these new molecules, we have in the present work simu-
lated the uranium L3 edge XANES spectrum for UO2+

2 , OUN+ and UN2 using restricted excitation
window (REW) TDDFT, the CPP method, as well as STEX. We have also investigated the po-
sition of the uranium L3 ionization threshold using both wave function and density functional
methods. The paper is outlined as follows: In section 2 we present the theory behind the methods
employed in this work. In section 3 we provide computational details and then, in section 4,
present and discuss our results. In section 5 we provide conclusions and perspectives.

2 Theory

2.1 Core ionization

Koopmans’ theorem [57] provides a reasonable estimate of valence ionization energies, although it
is based on the difference of Hartree-Fock energies between the ionized and the parent state, using
the orbitals of the parent state. There are accordingly two major sources of error, that is, i) lack
of orbital relaxation of the core-ionized state and ii) lack of electron correlation:

IPi (M) = −εi (M) + ∆relax + ∆corr.

The relaxation contribution ∆relax (−∆relax is denoted the contraction error by Koopmans [57])
will be negative since orbital relaxation lowers the energy of the core-ionized state. The correlation
contribution ∆corr is, on the other hand, expected to be positive since there is one more electron
to correlate in the parent state (see for instance [58]). In practice, for valence ionizations, the
two contributions are found to be of the same order of magnitude, there by providing fortunate
error cancellation, as illustrated for the HOMO (1b1) ionization of the water molecule in table
1. For core ionizations, on the other hand, the Koopmans estimate is known to be poor[59]
since the correlation contribution is typically an order of magnitude smaller than the relaxation
contribution, as seen in table 1 for the 1a1 (oxygen 1s) ionization energy.

In the present work the correlation contribution is calculated by ∆MP2. The core-ionized state
is first obtained by a Kramers restricted average-of-configuration Hartree-Fock (HF) calculation[62]
starting from the orbitals of the parent state. Convergence is straightforward and obtained by first
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Method 1b−11 1a−11

Exp. 12.61[60] 539.7[61]
Koopmans 13.84 560.1
∆HF 11.05 539.6
∆MP2 12.75 540.5
∆relax -2.79 -20.5
∆corr 1.70 0.9

Table 1: Valence and core ionization energies (in eV) of gaseous water obtained using the dyall.ae3z
basis set.

reordering the orbitals such that the target core orbital is in the position of the open shell and
then kept there by overlap selection. This method has been used since the molecular ∆SCF
calculations of Bagus and Schaefer [63, 64], but has more recently been rediscovered under the
name Maximum Overlap Method by Gill and co-workers[65]. For the ∆MP2 calculation we have
employed the RELCCSD module of DIRAC [66] which uses an Kramers unrestricted formalism[67]
and thereby allows simple open-shell calculations. However, since the incoming molecular orbitals
are optimized under Kramers restriction, the reconstructed Fock matrix for the core-ionized state is
not diagonal and will have have a non-zero occupied-virtual (ov) block. We have therefore extended
the MP2 algorithm to handle this case. We start from the electronic Hamiltonian normal-ordered
with respect to the Fermi vacuum defined by the current (Kramers restricted) orbital set

HN =
∑
pq

fpq
{
a†paq

}
+

1

4

∑
pqrs

V prqs
{
a†pa
†
rasaq

}
; V prqs = 〈pr || qs〉 .

Following Lauderdale et al. [68], we then define the zeroth-order Hamiltonian to be the diagonal
blocks (oo and vv) of the Fock matrix. Setting up perturbation theory in a coupled cluster (CC)
framework we subsequently derive the non-canonical MP2 energy

EncMP2 =
∑
ai

f iat
a(1)
i +

1

4

∑
ij

∑
ab

V ijab t
ab(1)
ij . (1)

Here and in the following we employ indices i, j, k, l for occupied orbitals, a, b, c, d for virtual
orbitals and p, q, r, s for general orbitals. The equations of the first-order CC amplitudes are∑

b

fab t
b(1)
i −

∑
j

t
a(1)
j f ji = −fai∑

c

(
f bc t

ac(1)
ij + fac t

bc(1)
ij

)
−
∑
k

(
fkj t

ab(1)
ik + fki t

ab(1)
jk

)
= −V abij .

Starting from these, one may show that the non-canonical MP2 energy is invariant under separate
rotation of occupied and virtual orbitals. The equation for the first-order T1-amplitudes may be
recognized as the Sylvester equation and can therefore be solved in a direct fashion, but we have
for convenience chosen to use the existing iterative scheme in RELCCSD for the solution of the
amplitude equations.

2.2 Core excitation

In this work we are exploring three different methods for the calculation of core excitation spectra:
restricted excitation window time-dependent density functional theory (REW-TDDFT), complex
polarization propagator (CPP) and the static exchange approximation (STEX). In this section we
give a brief presentation and comparison of these methods.
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A common starting point for the three methods is the frequency-dependent linear response
function which in the exact state formalism[69–71]

〈〈A;B〉〉ω = −1

~
∑
m>0

{
A∗mBm
ωm − ω

+
B∗mAm
ωm + ω

}
(2)

involves an explicit sum over the excited states |m〉 of the zeroth-order Hamiltonian. In the above
expression ~ωm = Em−E0 are excitation energies with respect to the unperturbed ground state |0〉
and Pm =

〈
m
∣∣∣ĤP

∣∣∣ 0〉, (P = A,B) the corresponding transition moments with respect to property

operator ĤP . In the present work we restrict ourselves to the electric dipole approximation, so that
both property operators are limited to components of the electric dipole operator, although the
short wave length of X-ray radiation may require the inclusion of terms beyond this approximation
[72, 73]. It is clear from the above expression that a scan of the linear response function through
a frequency window will display poles corresponding to excitations in the range allowed by the
property operators ĤA and ĤB and whose transition moments can be extracted from the residues.
The singularities are unphysical, though, in that they correspond to infinitely long lifetimes of the
excited states. This feature may be amended by the introduction of inverse lifetimes γm through
the substitution ωm → ωm− iγm in the above expression (2). The response function then becomes
generally complex, with the real part corresponding to refractive properties such as polarizabilities
and the imaginary part associated with absorption processes.

Within the framework of Hartree-Fock and Kohn-Sham methods we may employ an exponential
parametrization of orbitals (and thereby density and energy)

ϕi (κ) =
∑
a

ϕa exp [−κ]ai ; κpq = −κ∗qp

which allows for unconstrained optimization and straightforward identification of redundancies
[74–77]. In the present case we restrict ourselves to closed-shell references in which only rotations
between occupied and virtual orbitals, with amplitudes κai, are non-redundant; all other ampli-
tudes may therefore be set to zero. At the SCF level of theory the frequency-dependent linear
response function may be formulated as

〈〈A;B〉〉ω = E
[1]†
A XB (ω) ,

where the vector XB (ω) contains the first-order orbital rotation amplitudes

XB(ω) =

[
K(ω)

K∗(−ω)

]
; Kai (ω) = κ

(1)
ai (ω).

It is a solution of the linear response equation(
E

[2]
0 − ~ωS[2]

)
XB(ω) = −E[1]

B ,

where appears the property gradient

E
[1]
B =

[
g
g∗

]
; gai = −

〈
ϕa

∣∣∣ĤB

∣∣∣ϕi〉
as well as the the generalized metric S[2] and the electronic Hessian E

[2]
0 , with structures

S[2] =

[
I 0
0 −I

]
; E

[2]
0 =

[
A B
B∗ A∗

]
;

Aai,bj = ∂2E0

∂κ∗
ai∂κbj

∣∣∣
κ=0

Bai,bj = ∂2E0

∂κ∗
ai∂κ

∗
bj

∣∣∣
κ=0

. (3)
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Further discussion of the SCF linear response formalism can be for instance be found in references
[69, 78, 79]. Since the SCF linear response function do not contain any sum over states, its complex
extension can not be obtained by the introduction of state-specific inverse lifetimes γm. It is
therefore common practice to employ a single damping parameter γ which can be interpreted as an
imaginary extension of the perturbing frequency ω → ω+iγ [36–41]. A relativistic implementation
of complex response, including spin-orbit interaction, has been reported by Devarajan et al. [39].
However, it is based on the zeroth order regular approximation (ZORA), which may not be very
accurate for core excitations, as pointed out by the authors themselves. In the present contribution
we employ the complex response implementation of the dirac code[80], which can be used with
the more accurate 4-component Dirac-Coulomb and eXact 2-Component (X2C) Hamiltonians.
Working within the electric dipole approximation the isotropic oscillator strength f iso, including
a Lorentzian linewidth defined by the damping parameter γ, is obtained directly by a scan of the
imaginary part of the isotropic electric dipole polarizability αiso through the desired frequency
window

f iso (ω) =
2mω

πe2
Im
{
αiso (ω + iγ)

}
.

Alternatively, excitation energies can be found by TDDFT (or TDHF), that is, by solving the
generalized eigenvalue problem (

E
[2]
0 − ~ωmS[2]

)
Xm = 0.

An inconvenience with this approach is that excitation energies are typically found by a “bottom-
up” approach, which becomes highly impractical for core excitations. A solution is to restrict
the occupied orbitals entering the orbitals rotation amplitudes {κai} to the desired core orbitals.
This is referred to a the “restricted excitation window”[81] or “restricted channel”[82] approach. In
the present work we employ the relativistic adiabatic TDDFT implementation reported by Bast et
al.[71], where restriction are possible both on occupied and virtual orbitals, such that the extension
to REW-TDDFT is straightforward.

Transition moments are found by contracting the eigenvectors Xm with the corresponding
property gradient

Pm = X†m(ω)E
[1]
P .

The isotropic oscillator strength associated with excitation m is then obtained as

f isom =
2mωm
3~e2

∑
α=x,y,z

|µm,α|2 . (4)

Cumulated isotropic oscillator strengths, including a Lorentzian broadening ∆L, are then obtained
as

f iso(ω) =
∑
m

f isom ∆L (ω;ωm, γ) ; ∆L (ω;ωm, γ) =
1

γπ

[
γ2

(ω − ωm)2 + γ2

]
.

The resulting simulated spectra obtained by complex response and REW-TDDFT are expected to
be identical to the extent that no other occupied orbitals are involved in the excitation processes
with the selected frequency window (channel coupling) and to the extent that the REW-TDDFT
calculation includes a sufficient number of excitation to cover the frequency window. In passing
we note that upon a change of energy units the Lorentz-broadened oscillators strengths are scaled
down by the same factor as the energy is scaled up, in order to conserve the integrated oscillator
strength.

A third method investigated in the present work is the static exchange approximation (STEX).
The name originated in the context of early theoretical investigations of the scattering of electrons
by hydrogen atoms[83, 84]. The two-electron wave function of the system was expanded in prod-
ucts of hydrogen atom orbitals and orbitals of the projectile electron[85]. The static exchange
approximation was obtained by restricting the atomic orbital in this expansion to the ground
state 1s orbital of the target hydrogen atom, thus neglecting polarization of the atomic charge
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density during collision, yet retaining exchange effects, shown by Morse and Allis in 1933 to have
some importance upon scattering with slow electrons [86]. This is apparently the first STEX cal-
culation. A further development was the observation by Hunt and Goddard[87] that the optimal
virtual orbital ϕa in the otherwise frozen N -electron singly-excited determinant Φai is obtained by
diagonalization of the orbital-specific Fock operator

F̂ (N−i) = ĥ+

N∑
j 6=i

(
Ĵj − K̂j

)
where Ĵj and K̂j are the usual Coulomb and exchange operators, respectively. The diagonalization
is carried out in the space of virtual orbitals, thus keeping the occupied orbitals frozen. The
assumption that the other occupied orbitals are hardly modified upon excitation is an instance
of the STEX approximation, as pointed out by Langhoff[88–90]. The so-called improved virtual
orbitals (IVO) generated in this manner contrasts with the canonical virtual HF orbitals generated
from the usual Fock operator

F̂N = F̂ (N−i) +
(
Ĵi − K̂i

)
and which are more appropriate for the (N+1)-electron system. Not surprisingly then, the orbital-
specific Fock operator F̂ (N−i) is also the conventional Fock operator for the (N − 1)-electron
system obtained by removal of the occupied orbital ϕi from the system. Based on the above ob-
servations, Ågren and co-workers [42, 43] proposed to extend the IVO approach to core excitations
and notably to build the STEX operator F̂ (N−i) using the occupied orbitals of the corresponding
core ionized system, thus capturing orbital relaxation essentially missing in TD-DFT/HF. Tran-
sition moments are calculated between the parent ground state and the core excited states, the
latter built from the core ionized orbitals. Since two non-orthogonal orbital sets are used, special
techniques, such as a cofactor expansion [91], must be used. In the present work we are using the
4-component relativistic STEX implementation of Ekström et al. [92].

The core excitation energies obtained by a STEX calculation can be reproduced by a REW-
TDHF calculation using the orbitals of the core ionized system and invoking the Tamm-Dancoff
approximation (TDA), that is, setting B = 0 in the electronic Hessian (3). If excitations are
restricted to a single (core) orbital ϕi the elements of the remaining A block can be expressed as

Aai,bi =
〈

Φ̃ai

∣∣∣ĤN
∣∣∣ Φ̃bi〉− δab 〈Φ̃0

∣∣∣ĤN
∣∣∣ Φ̃0

〉
= F̃Nab − δabF̃Nii −

〈
ãĩ ‖ b̃̃i

〉
= F̃N−iab − δabF̃N−iii ,

In the above expression we employ the tilde symbol to indicate quantities calculated in the orbitals
of the core ionized system. Upon diagonalization of the A block, we obtain the eigenvalues of the
orbital-specific Fock operator F̂ (N−i), shifted by F̃N−iii , which can be recognized as the negative of
the core ionization energy, calculated in the frozen orbitals of the core ionized system, contrary to
Koopmans’ theorem, who uses the frozen orbitals of the parent system. It is corrected by rather
using the ionization energy obtained by ∆SCF.

2.3 Projection analysis

In order to elucidate the electronic structure of the title species as well as to assign the simulated
core excitation spectra we have performed projection analysis [93]. This method is akin to Mul-
liken population analysis, but the strong basis-set dependence of the latter method is avoided by
expanding molecular orbitals in pre-calculated orbitals of the atoms constituting the molecule

|ψi〉 =
∑
Aj

∣∣ψAj 〉 cAji +
∣∣∣ψpol
i

〉
, (5)

where indices A and j refer to atoms and atomic orbitals (AOs), respectively. Charges and
populations of atoms in the molecule are subsequently calculated in analogous manner to Mulliken
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population analysis, but starting from molecular orbitals given as linear combinations of true and
well-defined atomic orbitals, rather than in terms of atom-centered basis functions. The atoms
are calculated in their proper basis and by default in their ground state configuration, either by
average-of-configuration at the HF level or by using fractional occupation at the DFT level. In
order to make the projection analysis chemically meaningful, the expansion in Eq. (5) is normally
limited to AOs occupied in the atomic ground state configuration. However, for the assignment
of the calculated core excitation spectra these orbitals, in the case of uranium, were supplemented
by selected improved virtual orbitals, as discussed in section 4.3. In either case, the selected set of

AOs is not guaranteed to fully span a given molecular orbital. The orthogonal complement
∣∣∣ψpol
i

〉
,

which we denote the polarization contribution, can be eliminated using the Intrinsic Atomic Orbital
scheme of Knizia[94].

3 Computational details

Reference geometries were optimized at the scalar-relativistic CCSD(T) level using the MOLPRO
09[95] package and numerical gradients. For uranium we employed a relativistic small core poten-
tial (ECP60MDF) with a (14s13p10d8f6g)/[6s6p5d4f3g] quadruple zeta level valence ANO basis
set developed by Dolg and Cao[46], and the (11s6p3d2f)/[5s4p3d2f] aug-cc-pVTZ basis sets[96, 97]
for oxygen and nitrogen.

All other calculations were carried out with the dirac code [98] and are, unless otherwise stated,
based on the 4-component Dirac-Coulomb Hamiltonian using the simple Coulombic correction
[99] to avoid the explicit calculation of two-electron integrals involving the small components
only. For uranium we employed the dyall.v3z basis set [100] (large component 33s29p20d13f4g2h)
and for oxygen and nitrogen the cc-pVTZ basis set [96] (large components 10s5p2d1f). For MP2
calculations we switched to the slightly larger dyall.ae3z basis (large component 33s29p20d13f7g3h)
for uranium. All basis sets were uncontracted and the small components generated by restricted
kinetic balance. A finite nucleus model in the form of a Gaussian charge distribution was employed
[101].

Uranium 2p ionization energies were calculated by ∆SCF calculations [59], both at the Kramers-
restricted Hartree-Fock and Kohn-Sham level, the latter using the BLYP [102–104], B3LYP
[105, 106], PBE [107], PBE0 [108], and CAM-B3LYP [109] functionals. Convergence of the core ex-
cited states was straightforward using initial reordering of orbitals followed by selection of orbitals
based on overlap with starting orbitals during the SCF cycles.

The uranium L3 edge XANES spectrum of the selected molecules was simulated by REW-
TDDFT, CPP and STEX calculations, the former two using the CAM-B3LYP [109] functional.
Transition moments have been calculated within the electric dipole approximation, more specifi-
cally in the length gauge, that is, as integrals over the electric dipole operator. The nature of the
excitations was determined from the excitation amplitudes combined with Mulliken and projec-
tion analysis [93] of the involved molecular orbitals. In the REW-TDDFT and STEX calculations
finite linewidths of the individual peaks were introduced by Lorentzian functions of half-width at
half-maximum (HWHM) γ = 0.0367 Eh (∼ 1eV). The same value of γ was taken as damping
parameter in the CPP calculations.

4 Results and discussions

4.1 Molecular and electronic structures

Prior to the calculation of core ionization and excitation energies we optimized the geometries of
the title species and investigated their electronic structures by projection analysis[93]. In Table 2
we report our calculated bond lengths for the isoelectronic series together with selected literature
values. Wei et al. [23] reported bond lengths for NUO+ and UN2 calculated at the CCSD(T) level
using the aug-cc-pVTZ basis set [96] for the ligands. For uranium the authors employed the rela-
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tivistic small core potential ECP60MWB with the accompanying (12s11p10d8f)/[8s7p6d4f] valence
basis, although it was developed for SCF calculations.[49] Jackson et al. [26] reported bond dis-
tances for UO2+

2 with the same computational setup, except that they added two g functions to the
valence basis. Switching to the larger segmented valence basis set (14s13p10d8f6g)/[10s9p5d4f3g]
developed by Cao and co-workers [110, 111] and further augmentation by h and i functions was
found to have only a small effect on calculated bond lengths. More recently, Tu et al. reported
bond lengths for the entire isoelectronic series with basically the same computational setup.[55]
They reproduce the uranyl bond length reported by Jackson et al. [26], and get slightly shorter
bond distances than reported by Wei et al. [23] for the other species. We have optimized bond
lengths for the isoelectronic species using the more recent ECP60MDF core potential with the ac-
companying valence basis[46] and interestingly get somewhat longer bond lengths, closer to those
reported by Gagliardi and Roos [48] at the CASPT2 level with ANO basis sets. Particularly
noteworthy is that the U-N bond in the nitridooxouranium cation is shorter than the U-O bond,
although experiment suggest that that the former is weaker than the latter (bond dissociation
energies BDE[OU+-N] = 4.44±1.27 eV vs. BDE[NU+-O] = 7.66±1.70 eV).[31]

Bond CCSD(T)[pw] CCSD(T) CCSD(T)[55] CASPT2[48] PBE[34]
UO2+

2 U-O 1.704 1.6898[26] 1.689 1.705
OUN+ U-O 1.748 1.743[23] 1.731 1.746 1.761

U-N 1.696 1.703[23] 1.681 1.695 1.698
UN2 U-N 1.736 1.743[23] 1.731 1.735 1.739

Table 2: Calculated bond lengths (in Å) for the title species.

We have also investigated the electronic structure of the title compounds by projection analysis[93]
at the HF level using the pre-calculated atomic orbitals occupied in the electronic ground state of
the constituent atoms. Polarization contributions have been eliminated by polarizing the atomic
orbitals in the molecule according to the Intrinsic Atomic Orbital scheme of Knizia[94], yet conserv-
ing overlap between atomic orbitals on different centers. The charge and electronic configuration
of uranium in the three molecules are given in Table 3. Concerning the electronic configurations,
one in particular notes the 6p-hole [112], primarily arising from overlap between the 6p3/2 orbital
with the ligands, and which is basically identical for the three species. The calculated atomic
charges, which do not suffer from the strong basis set dependence of Mulliken charges, are far
from the formal oxidation state +VI of uranium in these molecules, in agreement with previous
theoretical and experimental studies.[113] The uranium charge furthermore reduces according to
the total molecular charge, as expected. The ligand charge is -0.42e and in -0.73e in UO2+

2 and
UN2, respectively. In NUO+ the charge on oxygen and nitrogen is -0.63e and -0.49e, respectively.
The calculated dipole moment of NUO+is -1.43 D, when the uranium atom is placed at the origin
with the nitrogen atom along the positive axis. Interestingly, for certain initial start guesses the
HF SCF procedure converges to a solution 0.2 Eh higher in energy and with atomic charges very
slightly modified (QU=+2.16e, QO=-0.70e, QN= -0.45e), but enough to switch the sign of the
calculated dipole moment (+1.55 D).

Molecule QU Atomic configuration

UO2+
2 +2.84 5f2.266p5.676d1.207s0.04

NUO+ +2.12 5f2.526p5.676d1.607s0.10

UN2 +1.45 5f2.686p5.666d2.017s0.23

Table 3: Charge and electronic configuration of uranium in the title compounds obtained by
projection analysis at the HF level.

Canonical orbitals are quite suitable for the description of electron detachment and excita-
tion processes, such as XPS and XAS, respectively. However, in order to “see” chemical bonds
one needs to rotate the occupied molecular orbitals to form localized ones [114, 115], although
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ω 〈ε〉 U6p3/2 U5f5/2 U5f7/2 U6d3/2 U6d5/2 U7s1/2 X X2s1/2 X2p1/2 X2p3/2
UO2+

2 1/2 -1.487 0.09 0.19 0.18 0.08 0.08 0.00 O 0.10 0.34 0.88

1/2 -1.078 0.00 0.10 0.12 0.12 0.09 0.00 O 0.00 1.09 0.43

3/2 -1.075 0.00 0.07 0.16 0.05 0.16 0.00 O 0.00 0.00 1.52

NUO+ 1/2 -1.147 0.06 0.13 0.12 0.09 0.08 0.00 O 0.12 0.35 0.98

1/2 -0.790 0.00 0.08 0.10 0.11 0.09 0.00 O 0.00 1.16 0.43

3/2 -0.787 0.00 0.06 0.13 0.04 0.16 0.00 O 0.00 0.00 1.59

1/2 -1.146 0.19 0.28 0.20 0.11 0.07 0.01 N 0.02 0.23 0.76

1/2 -0.689 0.01 0.13 0.19 0.20 0.17 0.00 N 0.00 0.94 0.31

3/2 -0.683 0.01 0.12 0.23 0.09 0.28 0.00 N 0.00 0.00 1.24

UN2 1/2 -0.826 0.16 0.19 0.16 0.10 0.09 0.03 O 0.03 0.31 0.81

1/2 -0.427 0.00 0.12 0.14 0.21 0.16 0.00 O 0.00 0.96 0.38

3/2 -0.425 0.00 0.09 0.19 0.08 0.28 0.00 O 0.00 0.00 1.33

Table 4: Projection analysis of Pipek-Mezey localized bonding orbitals in the title compounds at
the HF level. 〈ε〉 refers to the expectation value (in Eh) of the converged Fock operator. X refers
to the ligand.

there is no unique localization criterion. In Table 4 we present a projection analysis of bond-
ing orbitals obtained by Pipek-Mezey localization [116]. The bonding orbitals are identificed as
localized molecular orbitals with significant contributions from both the uranium center and a
(single) ligand. Approximate orbital eigenvalues have been calculated as expectation values of the
converged Fock operator. For each ligand we find three such bonding orbitals, of which two are
almost degenerate and with ω = 1/2 and 3/2, respectively. Based on our analysis we conclude
that each ligand is bound to the central uranium atom by triple (σ,π) bonds, where the π bond
has been split by spin-orbit interaction into π1/2 and π3/2, and where the metal center contributes
df hybrid atomic orbitals.

4.2 Uranium 2p binding energy

In table 5 we report relaxation ∆relax and correlation ∆corr contributions to the uranium 2p
ionization energies of the title species, for uranium using the dyall.ae3z basis set which include
correlation functions for all occupied orbitals. The calculations are based on the default Hamilto-
nian of the dirac package, that is, the 4-component relativistic Dirac-Coulomb Hamiltonian with
a simple Coulomb correction [99], thus avoiding the calculations of two-electron integrals (SS|SS)
containing small component basis functions only. At the HF level the uranium 2p orbitals are split
by 3838 eV due to spin-orbit interaction, and the 2p3/2 orbital further split by a mere 0.3 eV due
to the molecular field. As illustrated by figure 1, the ∆HF uranium 2p binding energies are a linear
function, all with slope 13.4 eV/e, of the atomic charges reported in table 3, thus demonstrating
the chemical shift of X-ray photoelectron spectroscopy [117, 118] as well as the usefulness of the
atomic charges obtained from projection analysis.

Method UO2+
2 OUN+ UN2

2p−1
1/2,1/2 2p−1

3/2,1/2 2p−1
3/2,3/2 2p−1

1/2,1/2 2p−1
3/2,1/2 2p−1

3/2,3/2 2p−1
1/2,1/2 2p−1

3/2,1/2 2p−1
3/2,3/2

Koopmans 21165.33 17321.80 17321.74 21155.86 17312.25 17312.32 21147.87 17304.32 17304.24

∆HF 21094.94 17257.20 17257.31 21084.79 17247.02 17247.14 21076.27 17238.48 17238.61

∆MP2 21089.94 17251.82 17251.55 21079.99 17241.85 17241.60 21069.13 17231.16 17230.89

∆relax -70.40 -64.60 -64.43 -71.07 -65.23 -65.18 -71.61 -65.84 -65.63

∆corr -5.00 -5.38 -5.76 -4.80 -5.17 -5.54 -7.14 -7.32 -7.72

Table 5: Ionization energies (in eV) obtained with dyall.ae3z basis set for uranium.
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Figure 1: Shifted ∆HF uranium 2p ionization energies of the title species (in eV) as a function of
the uranium charge (in a.u.) from projection analysis.

We have defined ∆corr as the difference between the ionization energy (IP) obtained at the
∆MP2 and ∆HF level, that is,

∆corr = IP (∆MP2 )− IP (∆HF ) ,

but it should be emphasized that due to the non-canonical nature of the orbitals of the core ionized
states, there will be non-zero T1 contributions to the MP2 energy, that are more properly associ-
ated with relaxation (see Eq.(1)). However, these contributions are negligible in the calculations
reported in Table 5, as will be discussed and demonstrated below. Table 5 shows that the correla-
tion contribution ∆corr is an order of magnitude smaller than the relaxation contribution ∆relax

and that the Koopmans estimate gives errors on the order of 75 eV. What is striking, though, is
that the correlation contribution has the same sign as the relaxation contribution, that is, it is
negative. If we consider the canonical MP2 energy expression

EMP2 =
∑
i<j

eij ; eij =
∑
a<b

|〈ij || ab〉|2

εi + εj − εa − εb
,

with No occupied and Nv virtual orbitals for the parent state, then the core-ionized state has
(No − 1) fewer pair energies eij , all of them negative in the parent state. In addition, the re-
maining pair energies has Nv new contributions containing the now virtual core orbital, such that
denominators may be zero or even positive. Indelicato and co-workers[119–121], in the framework
of many-body perturbation theory, makes a distinction between contributions to the ionization
energy for which |εi + εj | > |εh|, where εh is the energy of the virtual core orbital, say b, and
contributions for which |εi + εj | < |εh| and refer to them core-core and Auger effects, respectively.
Core-core contributions only occur if there are core orbitals lower in energy than the ionized one.
The denominator is generally negative, but may change sign if the second virtual orbital, say a
is bound, which are precisely the orbitals associated with pre-edge structure in X-ray absorption
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spectroscopy. The denominator of Auger effect contributions, on the other hand, starts off positive
with increasing energy of the second virtual orbital, but eventually become negative for sufficiently
high-lying virtuals. Such contributions were observed by Nooijen and Bartlett [122] to lead to con-
vergence problems in coupled-cluster calculations of core-ionized states and were therefore ignored.
In the present non-canonical MP2 calculations we do not make a distinction between Auger and
core-core contributions, but simply monitor contributions to the pair correlation energy of positive
sign. For the 1a1 ionization energy of water the total contribution is quite small (0.13 eV), whereas
we obtain 3.43 eV for the uranium 2p3/2,3/2 ionization of uranyl.

Molecule IP Orbital set ∆relax ∆corr ∆corr(T1) ∆corr(T2)
H2O 1a1 relaxed -20.51 0.92 -0.17 1.08

frozen 0.00 -34.58 -35.50 0.92

UO2+
2 2p3/2,3/2 relaxed -64.54 -5.17 -0.28 -4.89

frozen 0.06 -103.91 -106.08 2.17

Table 6: Relaxation and correlation contributions (in eV) to core ionization energies of water and
uranyl. See text for further details.

The above discussion confirms the expectation that the correlation contribution should be
positive. However, a negative contribution, arising from a strong coupling of correlation and
relaxation, can not be excluded. To investigate this, we carried out non-canonical MP2 calculations
on core-ionized uranyl as well as water using the molecular orbitals of the parent state. The results
are shown in table 6. Using the orbitals of the parent state (denoted “frozen” in the table) the
relaxation contribution ∆relax is by definition zero, to within numerical noise. The correlation
contribution ∆corr, on the other hand, becomes negative for both water and uranyl. However,
when decomposing ∆corr further into T1 and T2 contributions, according the the non-canonical
MP2 expression of Eq. (1), one observes that the T1- contribution, which can be associated with
relaxation, is completely dominating. For water the T2- contribution ∆corr(T2) remains positive
and is basically the same as when using relaxed orbitals. For uranyl, on the other, hand the T2 -
contribution using frozen orbitals is positive, leading us to conclude that the negative correlation
contribution obtained with the relaxed orbitals is indeed due to a strong coupling of correlation
and relaxation.

Method UO2+
2 OUN+ UN2

2p−1
1/2,1/2 2p−1

3/2,1/2 2p−1
3/2,3/2 2p−1

1/2,1/2 2p−1
3/2,1/2 2p−1

3/2,3/2 2p−1
1/2,1/2 2p−1

3/2,1/2 2p−1
3/2,3/2

∆HF 21095.41 17257.59 17257.71 21085.26 17247.41 17247.54 21076.74 17238.87 17239.01

∆∆DOSSSS -18.01 -5.86 -5.86 -18.00 -5.85 -5.86 -18.01 -5.86 -5.86

∆∆Gaunt -108.73 -68.90 -68.90 -108.73 -68.91 -68.90 -108.74 -68.91 -68.91

∆∆PBE -14.41 -59.09 -59.02 -13.90 -58.58 -58.50 -13.53 -58.21 -58.13

∆∆BLYP -11.35 -57.03 -56.96 -10.84 -56.51 -56.44 -10.46 -56.12 -56.05

∆∆PBE0 23.49 -15.91 -15.86 23.83 -15.57 -15.52 24.05 -15.35 -15.29

∆∆B3LYP 17.89 -22.98 -22.92 18.25 -22.61 -22.55 18.52 -22.34 -22.28

∆∆CAMB3LYP 18.82 -22.67 -22.62 19.14 -22.35 -22.29 19.37 -22.12 -22.06

Table 7: Ionization energies (in eV) obtained using the dyall.v3z basis set for uranium.

We now turn to the effect of extensions to the default Hamiltonian of the dirac package. In
table 7 we report the effect of explicit inclusion of the (SS|SS) class of integrals (∆∆DOSSSS).
Although the effect is sizable, causing a reduction of binding energies on the order of 18 and 6 eV for
uranium 2p1/2 and 2p3/2 orbitals, respectively, it is constant for all three isoelectronic species, and
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thus does not contribute to the chemical shift. Even more important is the effect of the inclusion
of the Gaunt two-electron interaction, but again the chemical shift is not affected, and so we
have ignored these both (SS|SS) integrals and the Gaunt term in the subsequent calculations. In
passing we note that the Gaunt term reduces the spin-orbit splitting of the uranium 2p manifold by
about 40 eV, which makes sense, since the Gaunt term contains the spin-other-orbit interaction[45].

We have also investigated the performance of a selection of DFT functionals for the calculation
of uranium 2p binding energies of the title species. These are reported in table 7 relative to the
HF binding energies. To the extent that the difference between HF and DFT binding energies
can be interpreted as pure correlation contributions, we note that these are significantly larger in
magnitude than the correlation contributions extracted from the ∆MP2 calculations. It should be
noted that the core ionized species have been calculated under Kramers restriction such that spin
polarization, which is expected to reduce ionization energies, is missing. The GGA functionals
PBE and BLYP reduce both uranium 2p1/2 and 2p3/2 binding energies, whereas the global hybrid
functionals PBE0 and B3LYP, as well as the long-range corrected hybrid CAMB3LYP, decrease
the 2p3/2 binding energies and increase the 2p1/2 ones. No DFT functional have a performance
similar to MP2.

No experimental uranium L2 or L3 binding energies are available for the title species. The 2p1/2

and 2p3/2 binding energies of metallic uranium is 20948 and 17166 eV, respectively, relative to the
Fermi level[123]. If we add the (SS|SS) and Gaunt contributions as corrections, then the MP2
ionization energies for UN2, in which uranium has the smallest charge, agree to within 10 eV with
the cited experimental numbers. If we instead linearly extrapolate the MP2 ionization energies to
zero uranium nuclear charge at the HF level and add the cited corrections, we underestimate the
experimental numbers by about 30 eV.

4.3 Uranium L3 edge XANES spectra

Figure 2: (left) UO2+
2 uranium L3 edge XANES spectra simulated by STEX using different basis

sets and a Lorentzian broadening of ∼ 1eV. The vertical line indicates the ionization threshold
obtained at the ∆HF level (the value changes less than 0.1 eV with the indicated basis sets). To
the right a zoom of the pre-edge region.

In this section we present and analyze simulated uranium L3 edge XANES spectra of the title
species. A good discussion of the electronic structure of actinyls has been given by Denning [124].
Here focus will be on the bound virtual orbitals. We start by considering the calculated uranium
L3 edge XANES spectrum for uranyl obtained by the STEX method. In the left panel of figure
2 we compare the spectra obtained with three different basis sets. These are local Gaussian basis
sets which are not appropriate for the description of continuum states[125], as can be seen from
the lack of any convergence of the spectra with respect to basis sets beyond the L3 edge. Such
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artifacts have been observed previously, and it was suggested by Ekström and Norman that the
meaningful energy range of a simulated spectrum in a local basis can be ascertained by exponent
scaling [126]. In the present case, a zoom into the pre-edge region of the spectrum, as shown in
the right panel of figure 2 suggests that the spectrum is not fully converged for quasi-bound states
in the vicinity of the ionization threshold. Convergence in this region would probably require a
rather extensive set of diffuse functions. In the following we shall therefore focus on the first three
peaks of the spectrum.

Figure 3: Comparison of UO2+
2 uranium L3 edge XANES spectra obtained by STEX and REW-

TDHF, in both cases adding a Lorentzian broadening of ∼ 1eV. The REW-TDHF calculations
has been carried out within the Tamm-Dancoff approximation and using the orbitals of the core
ionized state. The vertical line indicates the ionization threshold obtained at the ∆HF level.
The REW-TDHF and STEX excitation energies are both corrected by the difference between the
ground state energy calculated in ground state and core ionized orbitals.

We shall also compare the performance of the three different methods discussed in section 2.2.
We start by demonstrating numerically that the STEX excitation energies can be obtained by
using a REW-TDHF calculation within the Tamm-Dancoff approximation and using the orbitals
of the core ionized state. In figure 3 the uranium L3 edge XANES spectrum for uranyl calculated
by the two methods is displayed. As discussed in section 2.2 both the STEX and the TDHF/TDA
excitation energies has been corrected as

~ωm → ~ωm + E0 − Ẽ0

where E0 and Ẽ0 is the energy of the parent state calculated in the parent and core ionized orbitals,
respectively. The same correction is applied to the oscillator strengths, Eq.(4). The excitation
energies are indeed seen to match perfectly, whereas the REW-TDHF/TDA Lorentz-broadened
oscillator strengths are systematically smaller than the STEX ones.

A direct comparison of STEX on the one hand and CPP and REW-TDDFT on the other
hand is complicated by the fact that the latter spectra are significantly shifted with respect to the
experimental L3 edge due to the combined effect of missing orbital relaxation and self-interaction
errors[127]. In order to align the spectra we have therefore considered the position of the L3

ionization threshold within a linear response regime. We may consider the process of ionization as
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Molecule Estimated IP(U2p3/2) in eV −ε2p3/2(eV)

UO2+
2 17104.31 17104.41

OUN+ 17095.03 17095.13
UN2 17087.25 17087.34

Table 8: Estimated ionization potential of uranium 2p3/2 orbital (in eV) based on excitation to a
tight ghost function placed 100 a0 away from uranium, compared to the negative orbital energy
−ε2p3/2 (averaged over the mj components). All results have been obtained with the CAMB3LYP
functional.

an extreme case of a charge-transfer excitation in which the separation between donor and acceptor
tends towards infinity. Following the arguments of Dreuw et al.[128], it then becomes clear that the
excitation energy reduces, for any DFT functional, to the energy difference between the acceptor
and donor orbital. Since this excitation energy is also equal to the difference between the ionization
potential of the donor and the electron affinity of the acceptor we are led to the conclusion that
within TDDFT (and TDHF) the ionization threshold is de facto given by Koopmans’ theorem,
that is, as the negative of the donor orbital. We have tested this conclusion numerically by forcing
an excitation from the selected core orbital to a remote tight ghost function placed 100 a0 away
from the uranium atom along the molecular axis and then subtracting the ghost orbital eigenvalue
from the resulting excitation energy. The results are given in table 8 and clearly confirms the
validity of our conclusion. On the other hand, it should be emphasize that the meaning of orbital
eigenvalues is different in Hartree-Fock and exact Kohn-Sham theory.[129–131]

As a consequence we have shifted the excitation energies obtained with CPP and REW-TDDFT
according to

~ωm → ~ωm + IPi (∆HF ) + εKSi (6)

From figures 4, 5 and 6 it is seen that these shifts, on the order of 150 eV, clearly bring the CPP
and REW-TDDFT spectra into the same energy region as the STEX one. The CPP and REW-
TDDFT spectra agree perfectly, as they should (cf. section 2.2); the slight deviation observed
towards higher photon energies in figure 5 is simply due to an insufficient number of excitations
calculated at the REW-TDDFT level. For uranyl the CPP and REW-TDDFT spectra are seen
to match the STEX one very well, but the agreement deteriorates as the molecular charge is
reduced along the isoelectronic series. For OUN+we note in particular new pre-edge features with
respect to STEX. It should be pointed out, however, that the uranium 2p3/2 natural width is 7.43
eV [132], although the experimental energy resolution can be reduced down to about 4 eV using
partial fluorescence yield techniques[10, 133]. This still means that the above-mentioned pre-edge
structures of the theoretical spectrum can not be resolved by present-day experiment.

Amongst the three methods STEX offers perhaps the most straightforward assignment of
spectra. This is because XANES spectroscopy, in an orbital picture, probes bound virtual orbitals
which, as discussed in section 2.2, has been optimized by calculating the core ionized state. As
an illustration we may note that in the dyall.v3z basis an HF calculation on the uranyl ground
state gives 41 bound virtual orbitals (Kramers pairs). whereas for OUN+ this number is reduced
to 15 and for UN2 there are none. In contrast, the corresponding numbers for the uranium 2p3/2-
ionized state are 46, 35 and 15, respectively. We have been able to carry out a detailed assignment
of the STEX uranium L3 XANES spectra using projection analysis[93]. For the ligands we have
used the ground state orbitals. For uranium the ground state occupied orbitals were supplemented
by the bound improved virtual orbitals generated by freezing the ground state orbitals and then
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Figure 4: UO2+
2 uranium L3 edge XANES spectra simulated by STEX, CPP(CAM-B3LYP) and

REW-TDDFT(CAM-B3LYP), including a Lorentzian broadening of ∼ 1 eV. The two latter spec-
tra have been shifted by 152.63 eV according to (6).

recalculating the virtual orbitals for the 2p3/2- ionized state. The first peak of the uranyl STEX
spectrum (cf. figure 4) is thereby found to be dominated by excitations to uranium 6d orbitals,
but also a virtual orbitals of uranium 7s character. These virtual orbitals have essentially no
ligand character. The second peak is assigned as excitations to virtual orbitals dominated by
uranium 6d, but about 25 % ligand character. The third and final peak before the ionization
threshold is dominated by excitations to uranium 7d orbitals. Moving to OUN+ the molecular
charge is reduced by one unit and the number of peaks before the ionization threshold to two; both
are dominated by excitations to uranium 6d orbitals, but the second peak also has some ligand
character (23 % nitrogen and 6% oxygen). Finally, for neutral UN2 there is a single peak before
the ionization threshold dominated by excitations to uranium 6d and with no ligand character.
The same assignment basically carries over to the CPP and REW-TDDFT spectra, but with less
precision since the virtual orbitals are less optimal. The extra features of the second peak of the
OUN+ spectrum (cf. figure 5) appears to be due to a larger splitting of the ω = 3/2 and ω = 5/2
components of the uranium 6d5/2 orbitals.

5 Conclusions and perspectives

In the present work we have studied the processes of ionization and excitation out of the uranium
2p3/2 orbital in the isoelectronic species UO2+

2 , OUN+ and UN2 at the 4-component relativistic
level. Molecular geometries were reoptimized at the CCSD(T) level using small-core scalar rela-
tivistic pseudopotentials and correlation-consistent basis sets, and the electronic structure studied
by projection analysis in localized orbitals. Using the extracted uranium atomic charges we find a
perfectly linear chemical shift of uranium 2p3/2 ionization energies obtained by ∆HF. We confirm
the failure of Koopmans’ theorem for core ionization due to the dominance of relaxation contribu-
tions over correlation ones. More unexpected is that the correlation contribution ∆corr is negative
for all three species, meaning that the parent state has less correlation energy than the core ionized
state. Our analysis suggests that this is due to a strong coupling of relaxation and correlation.
Uranium 2p3/2 ionization energies calculated by ∆SCF using different DFT functionals do not
agree very well with our ∆MP2 values, but this situation might improve by the introduction of
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Figure 5: OUN+ uranium L3 edge XANES spectra simulated by STEX, CPP(CAM-B3LYP)
and REW-TDDFT(CAM-B3LYP), including a Lorentzian broadening of ∼ 1 eV. The two latter
spectra have been shifted by 151.73 eV according to (6).

spin polarization in a Kramers unrestricted formalism.
To describe core excitations we have investigated three methods and shown how they are

related. In particular, we show how STEX excitation energies, but not intensities, can be repro-
duced by TDHF calculations within the Tamm-Dancoff approximation. We also show that for the
same Lorentz broadening REW-TDDFT and CPP give identical spectra. The CPP method has a
certain ease of application in that the spectrum is directly simulated by scanning the desired fre-
quency region, without any worry about the appropriate number of excitations to include. On the
other hand, CPP lacks some flexibility in that spectra are only simulated for one specific damping
parameter and would therefore have to be recalculated if another value was chosen. Although
Koopmans’ theorem fails for core excitations, it is the correct approximation of ionization poten-
tials in the linear response regime, and this observation has allowed us to introduce shifts (cf. Eq
(6)), on the order of 150 eV, to align REW-TDDFT and CPP uranium L3 XANES spectra with
the STEX ones. Since orbital relaxation dominates over electron correlation for core excitations,
the ionization threshold of STEX spectra are in the vicinity of experimental ones. The interpreta-
tion of STEX spectra is furthermore more straightforward in that the virtual orbitals of the core
ionized state are optimal. We accordingly obtain a detailed assignment of our calculated STEX
spectra using projection analysis, notably with improved virtual orbitals of the uranium atom. On
the other hand, it has been claimed (see for instance [134]) that REW-TDDFT (and thus CPP)
gives better relative peak positions and intensities than STEX compared to experiment due to the
inclusion of electron correlation. In the present work no direct comparison with experiment was
made. In future work we plan to address this issue in detail. It should also be pointed out that the
molecules in the present study are closed shell in their parent state, which is rather the exception
in the domain of f-elements. As pointed out by Roemelt et al.[135], TDDFT (and therefore also
CPP and STEX) has simply not enough parameters to handle the general open-shell case. A
challenge for the future is therefore to develop cost-effective methods for the simulation of X-ray
spectra of actinide species.
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Figure 6: UN2 uranium L3 edge XANES spectra simulated by STEX, CPP(CAM-B3LYP) and
REW-TDDFT(CAM-B3LYP), including a Lorentzian broadening of ∼ 1 eV. The two latter spec-
tra have been shifted by 150.98 eV according to (6).
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[44] Hans Ågren, Vincenzo Carravetta, Lars G. M. Pettersson, and Olav Vahtras. Static exchange
and cluster modeling of core electron shakeup spectra of surface adsorbates: Co/cu(100).
Phys. Rev. B, 53:16074–16085, Jun 1996. doi: 10.1103/PhysRevB.53.16074. URL http:

//link.aps.org/doi/10.1103/PhysRevB.53.16074.

[45] T. Saue. Relativistic Hamiltonians for Chemistry: A Primer. ChemPhysChem, 12:3077,
2011. doi: 10.1002/cphc.201100682.

[46] Michael Dolg and Xiaoyan Cao. Accurate Relativistic Small-Core Pseudopotentials for
Actinides. Energy Adjustment for Uranium and First Applications to Uranium Hydride.
J. Phys. Chem. A, 113(45):12573–12581, 2009. doi: 10.1021/jp9044594. URL http:

//pubs.acs.org/doi/abs/10.1021/jp9044594. Pseudopotentials are available online at
http://www.tc.uni-koeln.de/PP/clickpse.en.html.

22

http://scitation.aip.org/content/aip/journal/jcp/139/3/10.1063/1.4812360
http://scitation.aip.org/content/aip/journal/jcp/139/3/10.1063/1.4812360
http://scitation.aip.org/content/aip/journal/jcp/131/4/10.1063/1.3173828
http://scitation.aip.org/content/aip/journal/jcp/131/4/10.1063/1.3173828
http://link.aps.org/doi/10.1103/PhysRevA.85.022507
http://link.aps.org/doi/10.1103/PhysRevA.85.022507
http://www.sciencedirect.com/science/article/pii/0009261494003181
http://www.sciencedirect.com/science/article/pii/0009261494003181
http://dx.doi.org/10.1002/9781118008720.ch3
http://dx.doi.org/10.1002/9781118008720.ch3
http://link.aps.org/doi/10.1103/PhysRevB.53.16074
http://link.aps.org/doi/10.1103/PhysRevB.53.16074
http://pubs.acs.org/doi/abs/10.1021/jp9044594
http://pubs.acs.org/doi/abs/10.1021/jp9044594


[47] R A Evarestov, A I Panin, A V Bandura, and M V Losev. Electronic structure of crystalline
uranium nitrides UN, U2N3 and UN2 : LCAO calculations with the basis set optimization.
J. Phys. Conf. Ser., 117(1):012015, 2008. URL http://stacks.iop.org/1742-6596/117/

i=1/a=012015.

[48] Laura Gagliardi and Björn O. Roos. Uranium triatomic compounds XUY (X,Y=C,N,O):
a combined multiconfigurational second-order perturbation and density functional study.
Chem. Phys. Lett., 331(2-4):229 – 234, 2000. ISSN 0009-2614. doi: 10.1016/
S0009-2614(00)01218-5. URL http://www.sciencedirect.com/science/article/pii/

S0009261400012185.
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