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Abstract. Preparing a facial mesh to be animated requires a labori-
ous manual rigging process. The rig specifies how the input animation
data deforms the surface and allows artists to manipulate a character.
We present a method that automatically rigs a facial mesh based on
Radial Basis Functions (RBF) and linear blend skinning approach. Our
approach transfers the skinning parameters (feature points and their en-
velopes, ie. point-vertex weights), of a reference facial mesh (source) -
already rigged - to the chosen facial mesh (target) by computing an au-
tomatic registration between the two meshes. There is no need to man-
ually mark the correspondence between the source and target mesh. As
a result, inexperienced artists can automatically rig facial meshes and
start right away animating their 3D characters, driven for instance by
motion capture data.

1 Introduction and Related Work

Modeling 3D faces is becoming more and more automatic and common with sys-
tems based on photos [1] or on user-friendly interactions [2]. Consequently, many
applications in the area of games or virtual reality offer to novices the capacity
to generate or customize a 3D facial avatar. Indeed, avatar with better ability to
depict his owner in the virtual community will provide a better immersion. How-
ever, setup a facial mesh in order to animate it requires fastidious manual rigging
to specify how the input animation data deforms the surface. For instance, the
first stage of a rigging process, which is to manually place some feature points
(FP) on the face, takes around 2 minutes [3]. Thus, in the same way that [4]
does for the body, we aspire to a system that automates the face rigging task, to
make animations more accessible for children, educators, researchers, and other
non-expert animators.

For the real-time facial mesh deformation, we have chosen to focus on the tra-
ditional Linear Blend Skinning! (LBS) [5, 6]. Indeed, with Blendshape [7] which
consists on morph between key meshes, they remain the most popular methods
used in practice in real-time 3D engines. Although both methods provide realis-
tic animations, it seemed more tractable for our purpose to deal with skinning
parameters than key shapes, and more pertinent to stay compatible with recent
mesh deformation based on skinning [8] for a potential extension. Skinning binds

! also known as skinning or enveloping or Skeletal Subspace Deformation(SSD)



controllers to vertices in order to deform the mesh according to the controllers
deformations. Usually, these controllers are bones or skeleton for the body and
feature points (FP) or landmarks for the face?. In most case, a vertex may be
influenced by several FP by using a convex combination of weights.

In this paper, we propose a method which takes as input a mesh of face
(target) and provides as output skinning parameters, i.e. a FP set and the as-
sociated point-vertex influences (weights). These skinning parameters are trans-
ferred without human intervention from a reference mesh (source) already rigged.
Comparing to procedural approaches mostly used in automatic body rigging ap-
proaches like [4], transfer-based approaches has the advantage, in the specific
case of face, to reuse fine manual work designed specially to tackle subtle facial
animation. Moreover, previous transfer approach for face [10] has validated the
transfer based concept. Comparing to [10], our main contribution is the fully
automatic registration which provides a landmark correspondence between the
two meshes (See Section 2). Once the 3D target mesh is rigged with our method,
it may be directly animated by any FP-based animations coming for instance
from a motion capture system based on webcam as illustrated in our results (See
Figure 4). Or, it may be used by any 3D engines and major 3D Softwares.

An important aspect of the automatic transfer of facial animation parameters
is the registration which tries to find a transformation that optimally fits points
from the source surface to the target surface. Registration of range images of
the same object [11] is often tackled by variant of the Iterative Closest Points
algorithm [12-14]. Although we represent the frontal face view with a depth
image which is similar to a range image, our problem has to be classified in
the area of registering two instances of objects belonging to the same family:
variation of faces morphologies. Our case is also more general than the class
of non-rigid registrations problems aiming at fitting a template [15,7,16,14]
model to scanned or motion capture surface. These methods are often based
on variational approaches minimizing surfaces differences from morphable shape
model computed from a database.They provide good results when faces are close
which is not necessary our case. And, for the sake of generality, we preferred
working on an approach without a priori on the surfaces which allows to register
two cartoon faces as illustrated in Figure 2d and 2e.

Overview A reference facial mesh is previously rigged for skinning animation.
Our method automatically registers the reference mesh (source) to the facial
mesh to rig (target) in order to transfer the skinning parameters (FP and point-
vertex influences) without human intervention. The result is a rigged facial mesh
ready to be animated by skinning. The transfer is done in four phases. Firstly,
the method we present addresses the correspondence issue using a new approach
registering the result of a sequence of watershed segmentations described in
Section 2. Then, these landmarks are used in a radial basis functions (RBF)
learning process to transfer the FP from the source to the target and in the
third phase (Section 3) to computes a dense registration. And finally, the point-
vertex influences are transferred.

% as the ones defined by the Facial Definition Parameters of the MPEG4 standard [9].
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Fig.1: Top row: one step of our landmark based registration. Bottom row: a
sequence of the watershed segmentation/registration process with different pre-
processing. (e) and (f): Gaussian filters with different radius. (g) and (h): a
Laplacian filter followed by a Gaussian filter with different radius. (i) and (j):
vertical and horizontal anti-symmetric filters.

2 Surface Correspondence

The first issue of our transfer approach is the computation of the landmark cor-
respondence on both meshes, which may be tricky if the anthropometric lengths
are slightly different. To find this landmark correspondence, our approach runs a
sequence of preprocessing, watershed segmentation and region-based registration
on the frontal depth images of the faces.

We have chosen to register the two faces using a depth images representation
for several reasons. We start from the observation that a frontal part of a face
is 2.5D, so the depth image representation should keep the important informa-
tion for registration. Depth image allows to be easily independent on the mesh
resolution which is essential for the usefulness of the method. A low polygon
facial model may be registered with a high polygon model. Comparing to com-
plex remeshing, computing the depth map representation of a face can be done
easily using an orthogonal projection (as for instance the Z-buffer) and the re-
projection of a 2D pixel position on the mesh allows to return in 3D. And finally,
working on regular 2D grids (images) is more convenient and more efficient in
computation time than working directly with the mesh.

One Step of Watershed Segmentation At each step, to compute new land-
mark correspondences, we perform a watershed segmentation where the regions
are registered. The depth image is segmented by the watershed algorithm [17]
interpreting it as a topographic surface and gradually immerses it in a water con-
tainer [17]. After the segmentation, the surface will be divided into its catchment



basins meaning every pixels is assigned to a region as illustrated in Figure lc.
The local minimum point (seed) of each basin is the representant of the basin.
Since the segmentations are computed using the global image information, our
method can localize the landmark correspondence more accurately than local
detection/grouping methods [18]. For instance, the SIFT descriptor algorithm
selects landmarks only on the border which is less precise than our method as
illustrated in Figure 2b and 2c. The assumption of our method is that objects
of a same family will provide mostly similar segmentation which are more easy
to register than directly the meshes.

At step 0, to initialize the sequence, we set landmarks around the respec-
tive bounding box of each face. In this paragraph, we assume that k steps of
the sequence of watershed segmentation/registration have already been done
and have provided a set of landmarks. These landmarks are used as learning
points for a RBF interpolation as described in [19] defining the transformation
RBF;™ 2% just noted RBF, which transforms a point of the source image to
the target image. By inverting the landmarks, we compute RBF}*"~~°" noted
RBF~!. We consider the next step of the sequence, the k + 1" watershed seg-
mentation/registration. The watershed segmentation computes on the two depth
images, two sets of regions with their associated seeds (See Figure 1c). A seed
of the source segmentation will be selected as landmark if it can be associated
with a seed of the target segmentation. The correspondence criteria between two
watershed is described in Figure 2a. Two watersheds WS¢ and WS5" match
if the seed Py (resp. P{*") falls into the watershed WS (vesp. W.S7™) after
being transformed by the RBF (resp. RBF _1) defined by the previous steps.
i.e. if RBF(P;™) € WS;‘“" and RBF_l(P}‘“") € WS¢ we add P and P;‘““
to the set of landmarks defining the correspondence. For instance, in Figure 2a,
the bottom right watershed regions match, top ones not. At the end of this step,
we recompute the RBF with the added landmarks for the next step. This crite-
ria is fast to compute and has the advantage to quickly registers similar regions.
According to our tests, it is enough efficient to not considering an other criteria
more complicated to compute.

Sequence of Segmentation/Registration as a Descriptor Problem The
watershed segmentation applied on depth image combined with our registration
criteria has the advantage to provide a global approach which can be easily
iterated with different preprocessing. Indeed, in this Section we propose to take
advantage of various descriptors to catch different regions of a face, for instance
regions of high curvature or of high symmetry, etc.. Nevertheless, this general
framework may be refined by any kind of surface descriptors and is related to the
classical issue of choosing pertinent descriptors for image or surface registration
[20, 11]. The choose of descriptors order have to be from coarse to fine.

The first preprocessing we apply is a Gaussian filter on the depth images
to remove the issue of small regions during the segmentation. This will register
the global appearance (local maxima) of the face, mainly the nose and often
the forehead (See Figure le). In second, we apply a Laplacian filter followed by



a Gaussian filter with different radius. It generally registers edges like borders
of the face or of the nose (See Figure 1g). Finally, since a face included many
symmetric regions, we compute two descriptors of symmetry, horizontal and
vertical, as illustrated in Figure 1i. In practice, results of Figure 3 have been
computed by these preprocessing also illustrated in the bottom row of Figure 1.
But, reader may define other interesting descriptors for different class of shape.

Source Target .
(a) (b) SIFT

(d) ()
Fig.2: In (a), the criteria to match two segmented regions. In (b), the SIFT
descriptors algorithm [21] selects landmarks only on the border. In (¢), (d) and

(e), our sequence of segmentations/registrations provides a set of 2D pair of
landmarks. (d) and (e) illustrate the registration on cartoon faces.

3 Transfer of Feature Points and Point-Vertex Influences

The sequence of watershed segmentations/registrations previously described pro-
vides as output two sets of landmarks on the mesh defining a correspondence as
illustrated in the bottom row of Figure 2. We use these landmarks to define a
RBF interpolation RBF ]‘ffﬁa_ﬁmr to transfer each FP position of the source face
to the target face as illustrated in the top row of Figure 3.

Rigging the target mesh with common skinning techniques requires to attach
each vertex to one or more FP with influence values. As for the FP, we perform
this task by transferring this information from the source mesh by defining a
dense registration in a similar way than in [22,10]. To compute this dense reg-
istration, each vertex V of the target mesh is transformed by the RBF' inter-
polation: V' = RBF;%;ZNTC(V). Since V’ does not fall necessary exactly on

the source mesh, it is projected® on the source mesh to falls into a point P of a

3 We apply a spherical projection but our tests with a cylindrical projection do not
lead to significant differences.



triangle T, which defines our dense registration. Notice that P is a 3D position
on the triangle and is not necessary a vertex. We compute the FP influences of
V by interpolating the ones of the 3 vertices of the triangle T,... We have tested
the Inverse Distance Weighting interpolation and the barycentric interpolation
which both provide similar and enough accurate results in our case. The bottom
row of the Figure 3 shows an example of influences transfer for some FP.

(a) source  (b) (c) (@ (e) ()
err=1.50 err=1.41 err=1.35 err=1.17 err=1.18
8208 tri 22352 tri 22498 tri 22636 tri 25000 tri

Fig. 3: Top row: examples of transfer of the set of FP . Bottom row: examples of
transfer of the point-vertex influences from the reference face (the color scale of
the weights starts from blue (0.) to red (1.)).

4 Results and Conclusion

Figure 3 shows a sample of our facial mesh database used for our experiments
which includes 15 face variations with a large scale of characteristics: 3D meshes
count from about thousand triangles to several tens of thousand triangles; bound-
ing box sizes are also quite variable; some meshes include only the face, others
include the whole head; and some models are computer generated, others are
scanned faces (like the last on the right). The only constraint we ask to the
models is that the face has to be manually set to look in the Z axis direction
to be able to compute the depth image of the frontal view. We also tested our
registration on cartoon faces as illustrated in Figure 2d and 2e. To measure the
quality of the landmark correspondence, we have manually defined twenty FP
on representative positions for animation for each 3D mesh (See Figure 3a). We
define an error criteria by summing the distance between each FP of the trans-
ferred rig and the manually set ones normalized by the diagonal of the bounding
box to be able to compare results on different mesh size. Notice that the result
of the automatic FP transfer may be manually edited if the user feels the need,
without changing the rest of the method. Our results in Figure 3, 4 and on the
provided video are not manually adjusted.



Computing the depth image representation of the mesh is instantaneous us-
ing the GPU/Z-buffer of the frontal view. The landmark correspondence de-
termination is computationally dependant on the depth image resolution and
on the number of steps in the sequence of segmentations/registrations. In our
experiments, we used depth images of 512 x 512 with the sequence of preprocess-
ings/segmentations/registrations described in Figure 1 and in Section 2. It takes
about 20s on a Athlon X2 3800+ with 2GB of RAM. The dense registration is
computationally dependent on the number of triangles of the two meshes and
takes for instance about 30s for a mesh with 12000 triangles. Once the dense
registration is done, the time of skinning parameters transfer is immediate. And
finally to illustrate our results, Figure 4 and the provided video show an anima-
tion applied on two faces, the first was rigged manually while the second was
automatically rigged by our method in a minute without human intervention.
The animation is provided on the fly by a motion capture system using a sim-
ple webcam and the Lucas-Kanade [23] marker tracker. Notice that any other
motion capture system may be used and that the markers on the face may be
different than the FPusing retargeting adaptation [24, ?].

These results prove the viability of such an automatic transfer approach
based on depth image representation of the mesh which makes the implemen-
tation easier, lets use efficiently several descriptors with an approach based on
segmentation, and allows to easily deal with mesh of different resolutions. Nev-
ertheless, fully automatic transfer of rigging from a generic reference human face
to a large range of faces like cartoons or animals is still delicate because of the
landmark correspondence issue. A solution would be to rig several types of ref-
erence faces (human, cartoon, animal, etc.) as preprocess and rig a new face by
transfer of parameters from the nearest reference face.

JPND) \-:;“ u“@“\:/“\./ P
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Fig.4: Top: motion capture animation. Middle: reference model previously
rigged. Bottom: the same animation applied on a face automatically rigged by
our method, rigging is transferred from the reference without intervention.
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