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Abstract

This paper follows a word-document co-clustering model independently

introduced in 2001 by several authors such as I.S. Dhillon, H. Zha and C.

Ding. This model consists in creating a bipartite graph based on word fre-

quencies in documents, and whose vertices are both documents and words.

The created bipartite graph is then partitioned in a way that minimizes

the normalized cut objective function to produce the document clustering.

The fusion-fission graph partitioning metaheuristic is applied on several

document collections using this word-document co-clustering model. Re-

sults demonstrate a real problem in this model: partitions found almost

always have a normalized cut value lowest than the original document col-

lection clustering. Moreover, measures of the goodness of solutions seem

to be relatively independent of the normalized cut values of partitions.
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1 Introduction

Co-clustering has received lots of attention in recent years, with several appli-
cations in text mining, image, speech and video analysis [WNL05, RDT06], and
bioinformatics [MO04]. It has also been studied more theoretically [DMM03,
ADK08]. In this paper, we only focus on the text mining application.

Both document clustering and word clustering are well studied problems in
data mining. Document clustering methods are generally based on agglomera-
tive hierarchical clustering algorithms or k-means algorithms [ZKF05, SKK00].
Although word clustering is a different approach, its finality is often document
classification [BM98].

Given a collection of unstructured text data, the document clustering prob-
lem is to group documents of similar subjects/topics together. The basic idea is
first to extract unique content-bearing words from the set of documents treating

∗This article has been published in the Journal of Mathematical Modelling and Algorithms
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these words as features and second to represent each document as a vector (also
known as bag-of-words) in this feature space. Word frequencies are taken into
account in this feature space as vector entries. A clustering is then made based
on these feature vectors.

Although most of the clustering literature focuses on one-sided clustering
algorithms, co-clustering has recently gained attention as a powerful tool that
allows to circumvent some limitations of classical clustering approach.

Clustering techniques yield global patterns because they use cohesion mea-
sure which are most of the time based on (global) syntactic similarities of the
objects in a cluster [JMF99]. However, in high-dimensional setting, some groups
of objects tend to be co-related only under subsets of attributes. Hence, though
semantically-related, the similarity of two objects with several differences in
their attribute values would hardly be recognized by a global model. In fact,
the object cohesion measure is better viewed in terms of local patterns. Pre-
cisely, an object can be described by a set of concepts, each of which being a
collection of characterizing attributes. Then, two objects can be considered as
similar if they have at least one concept in common. Thus, in the global per-
spective, two objects are only compared based on their attribute values, and,
in the local perspective, two objects are compared based on mutual concepts
(two different concepts can have attribute values in common). By taking into
account the multimodal dimension of the problem, co-clustering combines more
finely local and global patterns than clustering alone.

The goal of co-clustering documents and words is to cluster documents based
on the common words that appear in them and to cluster words based on the
common documents that they appear in. The model commonly used for doc-
uments is the vector space model. A set of words is chosen from the set of all
words in all documents using some criterion. Each document is rendered as a
vector formed by the presence of the chosen words in the document. Thus, the
entire document set can be represented by a word-document matrix M where
rows denote the words and columns represent the documents.

For any moderately sized document set, the number of words runs into a
few thousand. Thus the word-document matrix M is extremely sparse. It is
known that graph partitioning performs better when the matrix is sparse be-
cause the average degree of a vertex is low [PSL90]. Thus in this work we
applied graph partitioning methods based on metaheuristics to co-cluster doc-
uments and words by simultaneously clustering rows and columns of M.

Section 2 details the construction of the word-document bipartite graph use
to cluster documents. Section 3 presents related work of word-document co-
clustering. The fusion-fission graph partitioning metaheuristic is presented in
section 4. Section 5 enumerates several evaluation measures of performance for
document clustering. Fusion-Fission results are presented in section 6. Finally,
section 7 concludes the paper.

2 Co-clustering graph model

In this section, we introduce the graph model on which co-clustering documents
and words is made. This graph model has already been presented in [ZHD+01,
DHZ+01, Dhi01].
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2.1 Word-document co-clustering

The basic idea behind word-document co-clustering is that document clustering
induces word clustering while word clustering induces document clustering.

Given a set of documents collections D1, . . . , Dk, the corresponding word
clusters W1, . . . , Wk are constructed as follows. A word wi of document Dj

is in the word cluster Wj if and only if the association between wi and Dj is
greater than any other association between wi and another document collection
Dl (l 6= j).

Similarly, given a set of word clusters W1, . . . , Wk, the documents collections
D1, . . . , Dk are constructed by putting a document di in the document collection
Dj if and only if di is more connected with Wj than with any other word cluster.

Clearly, this is a recursive process, because document collections produced
word clusters which induced new document collections and so on. This re-
cursive process is achieved when a global optimum is reached. This optimum
corresponds to a partition of the set of documents collections and of the set of
word clusters into k parts, W1 ∪ D1, . . . , Wk ∪ Dk, such that in each part the
sum of the associations between words and documents is maximized.

2.2 Bipartite graph

An undirected bipartite graph G = {W, D, E} has two sets of vertices, W and
D, and a set of edges, E. As G is a bipartite graph, every edge of E connects
a vertex in W to one in D; that is, W and D are independent sets. Let n and
m represent the number of vertices in D and W . Every edge (wi, dj) ∈ E is
weighted by Mij . Thus M is the m by n graph weight matrix of G.

If we let D be the set of documents and W be the set of words, then the
weighted bipartite graph G represents documents and words. An edge (wi, dj)
exists if word wi exists in document dj . Thus, an edge signifies an association
between a document and a word. By putting positive weights on the edges in
our model, we can capture the strength of the association between a document
and a word. Several possibilities exist for the weighting of the edges. One of the
most simplest and intuitive is word frequencies in documents. Such as most of
the previous word-document co-clustering works, we use this possibility in this
paper.

Co-clustering is realized by partitioning G into as many clusters as there
are document collections. Figure 1 shows a word-document bipartite graph
partitioned into two document collections using dotted lines.

2.3 Graph partitioning problem

Now that we have sets of documents and words modeled as a bipartite graph,
the co-clustering task becomes a graph partitioning job.

Let G = (V, E) be an undirected edge-weighted graph with vertex set V =
{v1, . . . , vn} and edge set E. Each edge (vi, vj) ∈ E is weighted by wij .

A partition of the vertex set V into k parts is a set Πk = {V1, . . . , Vk} of
disjoint non-empty subsets of V such that their union is V .

A classical problem in graph partitioning is to find a partition which mini-
mizes the cut of the partition, i.e. the sum of the weights of the crossing edges
between parts of the partition.
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Figure 1: Vertices on the top indicate documents and those on the bottom
indicate words. Co-clustering is realized by partitioning this bipartite graph into
as many clusters as there are document collections (in this example 2 clusters,
V1 and V2)

More formally, given a partition of the vertex set V into two subsets V1 and
V2, the cut between them is defined as :

cut(V1, V2) =
∑

vi∈V1,vj∈V2

wij

This definition can be easily extended to a partition of V into k parts
V1, . . . , Vk :

cut(V1, . . . , Vk) =
∑

i<j

cut(Vi, Vj)

Section 2.2 modeled documents and words as a bipartite graph G = (W, D, E).
The above definitions can be used for a bipartite graph if we consider that the
set of vertices V as the union of the set of documents D and the set of words
W . Thus a k partition of the bipartite graph is a set {V1 = W1 ∪D1, . . . , Vk =
Wk ∪ Dk} where {W1, . . . , Wk} and {D1, . . . , Dk} are partitions of W and D.
Moreover, for any edge i, j in E, wij = Mij .

As explained in section 2.1, the word-document co-clustering problem is to
maximize in each part of the bipartite graph partition associations between
words and documents. If parts’ sizes would have been equalled, then this prob-
lem would have been equivalent to a cut minimization problem. But parts are
not equalled because document collections and word clusters could be of differ-
ent sizes.

By using this objective, the optimal bi-partition of a word-document bipar-
tite graph will be composed by a set containing all documents and all words
minus one and by a set containing only the word which appears the less in all
documents. Because this mathematical optimum is obviously not the document
clustering result searched, there is a need of another objective function. Con-
straints on parts’ sizes will not be useful too because there is no information
about the size of document collections.
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2.4 Normalized cut objective function

Clearly, we need an objective function which captures the need of more balanced
parts in addition to maximize associations within each part. An objective func-
tion which responds to these needs is the normalized cut objective function.
This function is widely used for word-document co-clustering; the first works to
use it are [ZHD+01, DHZ+01, Dhi01].

Let G = (V, E) be an undirected edge-weighted graph and Πk = {V1, . . . , Vk}
be a partition of V . The normalized cut objective function may be expressed as

Ncut(Πk) =

k
∑

i=1

cut(Vi, V − Vi)

weight(Vi)

where weight(Vi) is the sum of the weights of the edges which have at least one
vertex in part Vi, more formally

weight(Vi) =
∑

vl∈Vi

∑

j

wlj = cut(Vi, V ) ,

and cut(Vi, V − Vi) is the sum of the weights of the edges which have exactly
one vertex in part Vi.

Thus, the minimization of the Ncut function allows to find a partition which
maximizes associations within each part of the partition while balancing the
partition.

It should be noticed that the minimization of the normalized cut function is
just an approximation of the word-document co-clustering problem. Therefore,
an optimal partition regarding the normalized cut objective function could not
be optimal regarding the word-document co-clustering problem. This drawback
will be pointed out in section 6.

3 Related work

Recently co-clustering of document and words has become a topic of extensive
interest due to its applications to text, Web and multimedia documents.

Slonim and Tishby used an agglomerative clustering version of the Bottle-
neck method [ST00]. This double clustering procedure captures first the mutual
information with the set of document by clustering words, and then it finds doc-
uments clusters that preserve the information about the word clusters.

Zha et al. [ZHD+01] proposed the data clustering method used in this paper
to create a word-document bipartite graph. After the graph construction step,
the graph is partitioned using a partial singular value decomposition of the
associated edge weight matrix of the bipartite graph.

Dhillon [Dhi01] used a classical graph partitioning technique, the spectral
method, for partitioning the bipartite graph constructed in the same way as
in [ZHD+01]. The word-document matrix M can be viewed as a graph G
where vertices are both documents and words and edges word frequencies in
documents. The spectral method is based on the Fiedler’s eigenvectors of the
Laplacian matrix of the graph G.

Based on its previous work and on the work of Slonim and Tishby, Dhillon
et al. have presented in [DMM03] a co-clustering algorithm that intertwines
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word and document clustering at all stages and continually improves both until
a local minimum is found (the difference between the mutual information of the
clustering found and those of the original clustering is minimized).

Mandhani et al. proposed a two-step algorithm that hierarchically cluster
documents [MJK03]. The first step is a partitioning step made by an algorithm
which divides the word-document matrix M into a great number of submatri-
ces (or clusters). The second step is an agglomerative step which reduces the
number of clusters and makes it coarser.

Long et al. introduced the block value decomposition framework [LZY05].
Their idea is to factorize the word-document matrix M into three components,
the row-coefficient matrix, the block value matrix ant the column-coefficient
matrix. The coefficients denote the degrees of the rows and columns associ-
ated with their clusters and the block value matrix is an explicit and compact
representation of the hidden block structure of M.

Rege et al. proposed an isoperimetric co-clustering algorithm (ICA) for
partitioning the word-document matrix M [RDF06]. ICA used the same model
than spectral partitioning but instead of searching the solutions of the singular
word-document system of linear equations, it converts the system to a non-
singular system of equations which is easiest to solve.

Tjhi and Chen have presented an algorithm of fuzzy co-clustering with Rus-
pini’s condition for co-clustering documents and words [TC06]. Their work,
based on previous fuzzy document clustering works, is the first fuzzy algorithm
which allows the generation of natural fuzzy word clusters and fuzzy document
clusters.

Costa et al. introduced a hierarchical model-based co-clustering algorithm
[CGO08]. In their method the co-occurrence matrix is characterized in proba-
bilistic terms, by estimating the joint distribution between rows and columns.

Recently, a new topic of interest has been to cluster multi-topic documents.
Andrea Tagarelli and George Karypis proposed a segment-based document clus-
tering framework, which is designed to induce a classification of documents
starting from the identification of cohesive groups of segment-based portions
of the original documents [TK08]. Their approach aims to create “natural”
composition of documents in text segments.

Our contribution aims to give a new look at the co-clustering documents
and words method proposed in [ZHD+01, DHZ+01, Dhi01]. Some drawback
are pointed out in this paper which put back into question the usefulness of this
model, especially the use of the normalized cut objective function.

4 The fusion-fission metaheuristic

The fusion-fission algorithm was introduced in its first form in [Bic06]. This first
version has demonstrated its performances on air traffic management partition-
ing against classical partitioning tools and metaheuristics in [Bic07]. The algo-
rithm has evolved since this first version to become a more flexible and efficient
single-parameter metaheuristic for graph partitioning [Bic08]. The fusion-fission
metaheuristic presented in this paper has only two parameters, the number of
iterations of the algorithm and the fundamental graph partitioning setting: the
number of parts of the partition, k.

Like the multilevel method [HL95, Wal04], the fusion-fission method is a
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graph partitioning metaheuristic. The multilevel method is a three step method
based on the coarsening of the vertices of the graph. When the number of coars-
ened vertices has reached some threshold, the coarsened graph is partitioned and
projected recursively to the original graph using a refinement heuristic. This
refinement heuristic is almost always based on the Kernighan-Lin notion of gain
[KL70] coupled with the implementation of Fiduccia-Mattheyses [FM82].

The fusion-fission method is also a three step method. As the method’s
name suggests, the two first steps are a fission step and a fusion step. The last
step is a refinement step. Algorithm 1 shows these three steps.

There are some fundamental differences between Kernighan-Lin refinement
heuristic, multilevel methods and fusion-fission method. The Kernighan-Lin
refinement heuristic is based on vertices moves, the multilevel algorithm is based
on coarsening vertices moves, and the fusion-fission method is designed to be
based on partition’s parts moves.

Algorithm 1 Fusion-Fission

procedure FusionFission(G = (V, E), k)
Π← partition G into k parts
LocalSearch(Π)
repeat

Choose l′ 6= l in the neighborhood of k
% FISSION step
for Vi ∈ Π = {V1, . . . , Vl} do

Split Vi into l′ parts
end for

% FUSION step
Create a graph G′ with vertices the l∗l′ parts created during the fission

step
Π← partition G′ into l′ parts
% REFINEMENT step
LocalSearch(Π)

until Stopping condition
return the best k-partition found

end procedure

The fusion-fission algorithm starts by creating a k-partition of the graph
G. For this purpose a multilevel algorithm is used, the MeTiS serial graph
partitioning program1 [KK98]. A local search heuristic is then applied to locally
optimize the partition. The local search heuristic used is the Global Kernighan-
Lin Refinement heuristic presented in [KK98]. This refinement heuristic is also
those of MeTiS.

The main loop of the fusion-fission algorithm iteratively repeats the three
steps: fission, fusion and refinement. A random iteration starts with a partition
Π of l parts, with l ≥ 2 an integer in the neighborhood of k. The loop begins by
choosing an integer l′ in the neighborhood of k. This neighborhood is created
using a binomial distribution centered on k. During the fission step, each of the
l parts of Π is split into l′ parts. The MeTiS program makes this splitting. The

1The MeTiS serial graph partitioning program is available at
http://glaros.dtc.umn.edu/gkhome/views/metis
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fusion step starts by creating a graph G′ with vertices the l ∗ l′ parts computed
during the fission step. Edges of G′ have weights the cut between two parts. The
partition of G′ into l′ parts is produced by the MeTiS program. This partition
is directly projected to the original graph G to create the new partition Π. After
the fusion step, the refinement step refines the partition Π with the help of the
Global Kernighan-Lin Refinement heuristic.

The MeTiS program is used intensively all along the fusion-fission algorithm.
Of course, all graph partitioning program should be working in substitution of
MeTiS. It can be noticed that MeTiS only serves in the fusion-fission algorithm
as a graph partitioning heuristic.

5 Evaluation

The problem of evaluating word-document co-clustering has been solved in many
ways in previous works. However, the evaluation process almost always begins
with the clustering of document collections for which the ”true” classification is
known.

Two document collections are commonly used in word-document clustering
works. The Classic3 document collection (see section 6.1) is the most widely
used [Dhi01, MJK03, LZY05, RDF06, CGO08]. Some works also used the Ya-
hoo K document collection (see section 6.1) [Dhi01, MJK03, RDF06].

The most easiest evaluation process is to compare directly the clustering
result with the true documents’ classification on a matrix (named confusion
matrix, see section 5.1 below) whose lines represent the true classification and
rows represent the clustering result. Such an evaluation is represented by table 3.
This evaluation process is commonly proposed as the only measure to evaluate
performance of algorithms in word-document clustering works. This evaluation
process has two significant drawbacks.

First, this process does not allow to evaluate the reproducibility of results.
Is the result proposed relevant or is it the best among all results ever found
by the algorithm ? You can bet on the second possibility. Thus, there is a
need for several runs of the algorithm to compute an average measure of the
results to evaluate the performance of the algorithm. To compare results with
the true classification, measures of comparison between partitions are presented
in sub-section 5.1.

The second drawback is about the evaluation of the algorithm’s performance
on the optimization problem independently to the document clustering problem.
The word-document co-clustering problem is modeled as an optimization process
where the objective function to minimize is the normalized cut objective function
and the constraint is only the number of parts of the partition. Given this
model, it is difficult to evaluate the performance of the algorithm if we do not
have the normalized cut value of the result. It would be interesting to have the
normalized cut of the true classification too.

Furthermore, the computation time is often not indicated in word-document
co-clustering works.
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5.1 Measures of comparison between two partitions

In order to compare clustering results against external criteria, a measure of
agreement is needed [RM05]. The following measures can be used to judge clus-
ter quality given an external classification of the documents Πc = {c1, . . . , ck}.
Given a set V = {v1, . . . , vn} of n objects, suppose Πr = {r1, . . . , rk} represents
the clustering result to compare to Πc.

5.1.1 Purity

One of the ways of measuring the quality of a clustering solution is cluster
purity. Purity is the classification accuracy assuming all members of a cluster
were predicted to be members of the dominant class in that cluster.

Formally, purity is defined to be:

1

d

k
∑

j=1

maxci∈Πc
nij ,

where d is the number of documents and nij is the number of objects that are
in both part ci and part rj . More formally, nij = |ci ∩ rj |. The k ∗ k values of
nij form the confusion matrix (or matching matrix) of Πc and Πr.

In general, larger the value of purity better the solution.
Purity does not take into account all nij values of the confusion matrix of

Πc and Πr, but other measures like entropy or F-measure do. However, some
word-document co-clustering works used purity [MJK03], thus, for comparison
purpose, we used it too.

5.1.2 F-measure

F-measure (or F-score) is a statistical classification measure of a test’s accuracy.
It considers both the precision and the recall of the test to compute the score:
the precision is the number of correct results divided by the number of all
returned results and the recall is the number of correct results divided by the
number of results that should have been returned.

Formally,

precision =
1

k

k
∑

j=1

njj

n.j

and

recall =
1

k

k
∑

i=1

nii

ni.

,

where ni. is the number of objects in part ci and n.j is the number of objects
in part rj .

The traditional/balanced F-measure (also known as F1-measure) is defined
as:

F1 =
2 · precision · recall

precision + recall

The F1-measure can be interpreted as a weighted average of the precision and
recall, where an F1-measure reaches its best value at 1 and worst value at 0.
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5.1.3 Adjusted Rand index

In the context of classification tasks, the statistical type I and type II errors are
used to compare the cluster quality of a result, Πr, with the true classification
of the documents, Πc. There are four different types among the

(n

2

)

distinct
pairs that could be found:

• the number of pairs of objects that are placed in the same part in Πc and
in the same part in Πr, is the number of true positives, a;

• the number of pairs of objects that are placed in the same part in Πc, but
not in the same part in Πr, is the number of false positives, b;

• the number of pairs of objects that are placed not in the same part in Πc,
but in the same part in Πr, is the number of false negatives, c;

• the number of pairs of objects that are placed not in the same part in Πc

and not in the same part in Πr, is the number of true negatives, d.

The Rand index [Ran71] is simply

a + d

a + b + c + d
.

The Rand index lies between 0 and 1, and when two partitions agree perfectly,
its value is 1. The problem with the Rand index is that the expected value of
the Rand index of two random partitions does not take a constant value (say
zero).

The adjusted Rand index proposed by [HA85] assumes the generalized hy-
pergeometric distribution as the model of randomness which allows correcting
the Rand index drawback. The general form of an index with a constant ex-
pected value is

index− expectedindex

maximumindex− expectedindex
,

which is bounded above by 1, and takes the value 0 when the index equals the
expected value. The adjusted Rand index has the form:

aRi =

∑

i

∑

j

(ni,j

2

)

−
[

∑

i

(ni.

2

)
∑

j

(n.j

2

)

]

/
(n

2

)

1

2

[

∑

i

(ni.

2

)

+
∑

j

(n.j

2

)

]

−
[

∑

i

(ni.

2

)
∑

j

(n.j

2

)

]

/
(n

2

)

.

6 Results

In this section, we will first introduce the data set collections used for our ex-
periments, then we will present fusion-fission results and finally we will compare
these results with those of other papers.

6.1 Data sets

We have used the two data sets introduced in section 5 for our experiments:
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Name # Docs # parts # Words # Edges
MedCisi 2493 2 11 616 118 304
MedCran 2431 2 10 683 129 601
CisiCran 2858 2 7 432 137 809
MedCranCisi 3891 3 13 182 192 857
Yahoo K1 2340 6 21 839 349 792
Yahoo K5 2340 6 1 458 237 969

Table 1: Details of the document test collections

• Classic3: It contains 1033 medical abstracts from the Medline collection,
1400 aerospace systems abstracts from the Cranfield collection and 1460
information retrieval abstracts from the Cisi collection. It can be down-
loaded from ftp://ftp.cs.cornell.edu/pub/smart/. For testing algorithm
FusionFission, we created mixtures consisting of two or three of these
document collections. For example, the document test collection MedCisi
contains documents from the Medline and Cisi collections.

• Yahoo K: It contains 2340 Reuters news articles downloaded from Yahoo
in 1997 [BGG+99]. These articles are from 6 categories. There are 494
articles from health, 1389 from entertainment, 141 from sport, 114 from
politics, 60 from technology and 142 from business. This data set can be
downloaded from
http://www-users.cs.umn.edu/˜boley/ftp/PDDPdata/.

Table 1 presents details of all the document test collections. Contrary to
many other works, we take into account only 1398 documents from the Cranfield
collection because two of these documents are empty. Thus, the number of
documents in MedCran, CisiCran and MedCranCisi collections differs of two
from other works.

Before co-clustering word and documents, Classic3 document test collections
needs a preprocessing step to create word-document graphs [Dhi01]. The prepro-
cessing step constructs a graph for each of the document test collections. First,
stop words are removed from documents and words are stemmed using Porter’s
algorithm [Por80]. Then, words’ frequencies are counted into each document to
create the bipartite word-document graph presented in section 2.2. The prepro-
cessing step is useless for Yahoo K document test collections because stemmed
word occurrences are given with words’ frequencies.

6.2 Fusion-Fission results

The fusion-fission algorithm presented in section 4 has been applied to the doc-
ument test collections presented in table 1. To be meaningful, these results are
the arithmetic mean of 500 iterations of the fusion-fission algorithm running on
permutations of the initial word-document bipartite graph. Table 2 summarizes
these results. Each word-document partition is evaluated by four measures,
the normalized cut function which is the objective function to minimize, the
measure of purity, the F-measure and the adjusted Rand index (shorted as
aRi). Normalized cut values are compared for each document test collection
to the normalized cut value of the true (original) document classification. The
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Test coll. Ncut purity Fmeasure aRi tNcut # best time
MedCisi 0.3353 0.974 0.974 0.951 0.3402 500 6.4
MedCran 0.3035 0.993 0.993 0.986 0.3037 415 7.8
CisiCran 0.3487 0.993 0.993 0.985 0.3492 500 7.5
MedCranCisi 0.7516 0.971 0.971 0.946 0.7586 500 11.6
Yahoo K1 3.2044 0.817 0.601 0.740 3.4307 500 25.7
Yahoo K5 3.7514 0.775 0.537 0.601 4.0920 500 12.1
Best if Min Max Max Max – Max Min

Table 2: Mean of 500 fusion-fission results for the document test collections.
tNcut: Ncut value of the true document classification; # best: the number of
fusion-fission results with lowest Ncut values than tNcut; time is the mean time
of execution in seconds

Medline Cranfield Cisi
C1 967 0 5
C2 11 1390 13
C3 55 8 1442
Sum 1033 1398 1460
purity=0.976, F-measure=0.976, aRi=0.954

Table 3: One result of the fusion-fission algorithm applied to MedCranCisi.
Ncut = 0.751

last column of table 2 enumerates the number of time fusion-fission algorithm
returns a partition with a normalized cut value lower than those of the true
document classification. This value is bounded by the number of iterations of
the fusion-fission algorithm, 500.

A surprising result was to find a word-document partition with a lowest
normalized cut than those of the true classification. Moreover, such partitions
are found by the fusion-fission algorithm almost every time. However, finding
a partition with a lowest normalized cut than those of the true partition does
not means that the partition found is close to the true classification. As an
example, for Yahoo K1 – which contains more word-document informations
than Yahoo K5 –, the F-measure value is only 0.601 and the adjusted Rand
index value is only 0.740 while Ncut < tNcut.

Health Entertain Sport Politics Tech Bus
C1 484 2 0 4 0 4
C2 4 1179 42 25 2 6
C3 0 38 84 1 0 0
C4 0 35 0 82 0 10
C5 0 55 0 2 58 121
C6 6 80 15 0 0 1
Sum 488 1384 141 114 60 142

purity=0.858, F-measure=0.631, aRi=0.804

Table 4: One result of the fusion-fission algorithm applied to Yahoo K1. Ncut =
3.254
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Figure 2: Evolution of purity, F-measure and adjusted Rand index when Ncut
decreases during a run of the fusion-fission algorithm. tNcut: true classifica-
tion’s normalized cut

As examples of the results found by the fusion-fission algorithm, table 3
shows the confusion matrix of a result found by fusion-fission for the MedCran-
Cisi document collection, while table 4 shows the confusion matrix of a result
found by fusion-fission for the Yahoo K1 document collection.

Figure 2 presents the evolution of the three measures, purity, F-measure and
adjusted Rand index, when partitions’ normalized cuts values decrease during
a single run of the fusion-fission algorithm. This figure clearly shows that mea-
sures’ values do not really increase when the normalized cut value is decreasing.
Moreover, it shows that measures’ values seem relatively independent of the
normalized cut’s value.

Fusion-Fission results raise at least a deficiency, at most a failure, in the
word-document co-clustering modeling proposed in [ZHD+01, DHZ+01, Dhi01].
Indeed, in a good modeling measures’ values will have exactly followed normal-
ized cut’s values in their opposite directions.

[ZK04] has already pointed out a problem with this modeling: the clusters
produced when minimizing the normalized cut objective function are greatly
unbalanced. But this problem in the case of word-document clustering seems
not to be really a problem because the number of documents in each cluster is
not known a priori neither the balance of the partition, as we notice in section
2.3. Moreover, even if this was a problem, the balance of the partition can be
controlled by the algorithm when minimizing the normalized cut as a constraint
of the problem.

However the real problem of this modeling is that the normalized cut objec-
tive function is not representative of the goodness of the clustering.
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Test coll. Ncut purity Fmeasure aRi tNcut # best
MedCisi 0.3672 0.902 0.904 0.838 0.3402 0
MedCran 0.4094 0.842 0.847 0.763 0.3037 0
CisiCran 0.3574 0.987 0.988 0.975 0.3492 0
MedCranCisi 0.7677 0.951 0.950 0.913 0.7586 0
Yahoo K1 3.1244 0.701 0.549 0.590 4.1056 500
Yahoo K5 3.4088 0.742 0.528 0.634 4.0920 500

Table 5: Mean of 500 Graclus results for the document test collections. tNcut:
Ncut value of the true document classification; # best: the number of fusion-
fission results with lowest Ncut values than tNcut; time is the mean time of
execution in seconds

6.3 Comparison of results

The papers presented in section 3 have not published their code on the Web,
thus no software for comparison are available. Nevertheless, for the comparison
with fusion-fission results, we use the Graclus software made by I.S. Dhillon
[DGK07] which can be used for document co-clustering.

Table 5 presents results found with the Graclus graph partitioning package
to the document test collections presented in table 1. This table is formated in
the same way as table 2 (for more precision, see section 6.2). Compared with
table 2, results of Graclus show that the minimization of the Ncut objective
function is better with fusion-fission for the first four document collections and
then, it is better with Graclus for the Yahoo document collections. However,
regarding purity, F-measure and adjusted Rand index, fusion-fission results are
clearly better than Graclus results for any document collection.

Table 6 compares results found on MedCranCisi and Yahoo K1 document
collections by fusion-fission, Graclus, Spectral co-clustering [Dhi01], RPSA [MJK03]
and NBVD [LZY05]. For the last three methods, because softwares were not
available, results published in the corresponding articles are taken. Ncut results
are often not available, thus we can not give any comparison for this objective
function. However, this table shows that the purity of results are almost the
same for the MedCranCisi document collection (a little lower for Graclus and
then fusion-fission), and clearly different for the Yahoo K1 document collection.
For this collection — more difficult to cluster — fusion-fission achieve very good
results compared to the other methods, followed by Graclus. For F-measure and
adjusted Rand index fusion-fission achieves very good results too. Graclus re-
sults are in second position.

This comparison of results shows the fusion-fission efficiency for document
co-clustering regarding the other method, but it does not hide the fundamental
drawback of the co-clustering approach based on graph partitioning using Ncut
presented in section 6.2.

7 Conclusion

This paper studied the word-document co-clustering model introduced in [Dhi01,
ZHD+01, DHZ+01]. This model lies on the creation of a bipartite graph which
will be afterward partitioned using a graph partitioning algorithm by minimiz-
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Algorithm Ncut purity Fmeasure aRi Comments

MedCranCisi
Fusion-Fission 0.7516 0.971 0.971 0.946 mean of 500 results
Fusion-Fission 0.7521 0.982 0.982 0.965 one result
Graclus 0.7677 0.951 0.950 0.913 mean of 500 results
Graclus 0.7652 0.971 0.971 0.946 one result
Spectral NA 0.980 0.979 0.962 one result
RPSA NA 0.985 0.984 0.970 one result
NBVD NA 0.988 0.988 0.977 one result

Yahoo K1
Fusion-Fission 3.2044 0.817 0.601 0.740 mean of 500 results
Fusion-Fission 3.1314 0.866 0.665 0.800 one result
Graclus 3.1244 0.701 0.549 0.590 mean of 500 results
Graclus 3.0773 0.827 0.639 0.764 one result
Spectral NA 0.668 0.460 0.564 one result
RPSA NA 0.648 0.533 0.542 one result
Best if Min Max Max Max

Table 6: A comparison between results of fusion-fission, Graclus, Spectral co-
clustering [Dhi01], RPSA [MJK03] and NBVD [LZY05]

ing the normalized cut objective function. The fusion-fission method which has
already been successfully applied to different graph partitioning problems is
tested on several document collections using this word-document co-clustering
model.

The results found demonstrate the usefulness of using this co-clustering
model. Indeed, results show that the normalized cut objective function is not
representative of the goodness of the document and word co-clustering. Thus a
new couple objective function, constraints should be proposed to improve this
co-clustering model.

Nevertheless, the results stress the ability of the fusion-fission method to be
adapted on a new problem and to achieve good results.
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