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#### Abstract

This paper presents two self-similar models that allow the control of curves and surfaces. The first model is based on IFS (Iterated Function Systems) theory and the second on subdivision curve and surface theory. Both of these methods employ the detail concept as in the wavelet transform and allow the multiresolution control of objects with control points at any resolution level.

In the first model, the detail is inserted independently of control points, requiring it to be rotated when applying deformations. On the contrary, the second method describes details relative to control points, allowing free control point deformations.


Modelling examples of curves and surfaces are presented, showing manipulation facilities of the models.

## 1 Introduction

Controlling generated objects has always been important in computer graphics, to allow easy modelling and fast deformation processes. Free forms (Bézier curves, splines, NURBS) are pioneers in this domain, allowing the user to control them using control points.

To expand this concept at different scales, the concept of multiresolution has appeared. Subdivision surfaces [1] have successfully introduced a model capable of multiresolution editing. Based on this principle, a great deal of research has been conducted to model or control curves and surfaces with a compression goal, for instance.

In addition, wavelet theory has been introduced in signal processing, including for compression purposes. This theory uses the principle of multiresolution decomposition of a signal into a low-resolution version that combines it with detail information. This decomposition principle can be applied to subdivision theory for compression purposes but also for multiresolution editing.

Subdivision surfaces and wavelet representations are well adapted to smooth shapes. When natural and rough objects need to be represented, however, the use of fractal models is recommended. Unfortunately, fractal models are difficult to control. Some have attempted to transpose the free form concept to fractals [2]. To the authors' knowledge, no fractal model permits the multiresolution control of the generated object.

In this paper, two self-similar (intrinsically fractal) models that allow the multiresolution control of the generated curves and surfaces are presented. The first one is based on IFS (Iterated Function Systems) theory, in particular projected IFS. The second model employs the subdivision principle used in subdivision surfaces. In both cases, the detail concept similar to the concept employed in wavelet theory is used.

This article first presents a review of the related work, then we introduce our contribution and the results for the two models.

## 2 Related Work

Bézier curves, B-splines and NURBS are used intensively in computer graphics when global control over a curve or a surface is needed. These models cannot be directly applied if the user wishes to modify the shape at different scales.

Several models have been proposed to satisfy this need. Finkelstein et al. [3] introduced a multiresolution representation of curves based on wavelets. This representation can support several operations on curves: smoothing, detail-preserving deformation and tolerance-based approximation. Elber [4] introduced a system that allows the multiresolution control over a linearly constrained NURBS curve.

Biermann et al. [5] proposed a cut-and-paste method based on a multiresolution subdivision. It allows the partial transfer of one surface on another.

In [6], a method localising the refinement effect is presented. This method uses a controlled hierarchical subdivision and aims at manipulating a surface from editing points.

In [7], a method allowing the user to cut-and-paste one surface on another at any hierarchical level is presented, making it possible to add details in a surface without increasing its complexity.
[8] presents a new interactive mesh editing approach. Large meshes are first simplified, then subdivided into sub-meshes interactively. Each sub-mesh can be edited with geometrical transformations. Finally, the mesh is reconstructed entirely.
[9] introduces a curvature based multiresolution representation for 2-D polygonal curves. It represents all the detail coefficients by lengths and angles in order to preserve the orientation of the details during deformation.

All of these models have a common feature: they are designed to treat smooth objects. In nature, objects are not smooth. They can be represented by fractal models [10, 11], which are usually split into two categories: stochastic and deterministic models. Only the latter can be potentially used in a context where the user seeks con-
trol. L-systems [12] and IFS [13] are examples of such models.
IFS is a powerful tool for analysis and synthesis of fractal objects. Zaïr [2] introduced a variant of this model that could control curves and surfaces interactively, called projected IFS. This model is an adaptation of free forms. In classical free forms, blending functions are made of polynomials, whereas in projected IFS, they are computed with IFS. Guérin $[14,15]$ employed this model to approximate curves and surfaces with a distance minimisation formalism.

Several studies have used constraints to control the generation of self-similar objects. Blanc-Talon [16] introduced an interpolation system with spline-based approximation. Coefficients of subdivision matrices are computed from global and local geometrical constraints. This process can generate fractal curves whose fractal dimension is reproduced from an initial given curve. Belhadj [17] introduced an algorithm based on fractals that can generate DEM (digital elevation maps) that conform to constraints. The user can choose global features and morphology, local details and can see the reconstruction interactively. Stachniak [18] presented a method that employs a stochastic search to identify local modifications. These modifications can deform the fractal terrain and conform to a set of constraints. The results show that the method can integrate multiple constraints while preserving the natural aspect of the terrain.

## 3 Contribution

The goal of this paper is to propose a model that can combine a fractal shape with a detail concept such as that used in wavelet transform [19,20]. To this end, we introduce a general formalism that leads to two approaches. The first approach is based on projected IFS, whereas the second uses the subdivision concept. The following presents this general formalism:

$$
\begin{equation*}
\mathcal{P}^{J+1}=\varphi\left(\mathcal{P}^{J}\right) \oplus \psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right) \tag{1}
\end{equation*}
$$

where $\mathcal{P}^{J}$ represents the object at the resolution level $J$ and $\delta \mathcal{P}^{J}$ is the detail associated with this level. This operation is called multiresolution synthesis (see Fig. 1). With this formalism, an object $\mathcal{P}^{N}$ can be represented by its version at a given resolution level $J$ and associated details $\delta \mathcal{P}^{J}, \ldots, \delta \mathcal{P}^{N-1}$. When successively combined, the resolution $N$ can be reconstructed.


Figure 1: Multiresolution synthesis

Each term $\mathcal{P}^{J}, \delta \mathcal{P}^{J}, \varphi\left(\mathcal{P}^{J}\right), \psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right)$ and $\oplus$ will be defined in each approach.
In both approaches, we will introduce an invertible formula, able to perform the so-called analysis operation (see Fig. 2). Given an object at a resolution level $N$, analysis decomposes it into a multiresolution representation combining detail information $\delta \mathcal{P}^{0}, \ldots, \delta \mathcal{P}^{N-1}$ and the low- resolution version $\mathcal{P}^{0}$.


Figure 2: Multiresolution analysis

### 3.1 An Approach Based on Projected IFS

First, classical IFS theory definitions and projected IFS definitions will be reviewed.

### 3.1.1 IFS

IFS theory can be defined as follows.

Let $(\mathbb{X}, d)$ be a metric space. The function $f: \mathbb{X} \rightarrow \mathbb{X}$ is called contraction mapping if and only if there is some real number $0<s<1$ such that $\forall x, y \in \mathbb{X}: d(f(x), f(y))<$ $s d(x, y)$.

Let $(\mathbb{X}, d)$ be a complete metric space. An IFS is a finite set $\mathcal{T}=\left\{T_{0}, \ldots, T_{N-1}\right\}$ of contractions on $\mathbb{X}$ [13].

To each IFS $\mathcal{T}$ is associated a unique non-empty compact $A$ of $(\mathbb{X}, d)$ such that:

$$
\begin{aligned}
A & =\mathcal{T} A \\
& =T_{0} A \cup \ldots \cup T_{N-1} A
\end{aligned}
$$

$A$ is called the attractor of $\mathcal{T}$ and is denoted $A(\mathcal{T}), T_{i}$ belongs to a contractive function class.
$\Sigma=\{0, \ldots, N-1\}$ is called the alphabet associated with $\mathcal{T}$.
Let $\Sigma^{*}$ be the set of finite words of $\Sigma$ and $\Sigma^{w}$ the set of infinite words of $\Sigma$. We can state (see Barnsley [13]):

Let $\theta=\theta_{1} \theta_{2} \theta_{3} \ldots \in \Sigma^{w}$. For all $\lambda \in \mathbb{X}$ the following limit:

$$
\lim _{j \rightarrow \infty} T_{\theta_{1}} \ldots T_{\theta_{j}} \lambda
$$

is defined and is independent of $\lambda$.
We can now define an address function $\phi$ that maps from an infinite word $\theta$ of $\Sigma$ to a point of the attractor:

$$
\begin{aligned}
\phi: \Sigma^{\omega} & \rightarrow \mathbb{X} \\
\theta & \mapsto \phi(\theta)=\lim _{j \rightarrow \infty} T_{\theta_{1}} \ldots T_{\theta_{j}} \lambda
\end{aligned}
$$

where $\lambda$ can be any value in $\mathbb{X}$ and $\theta=\theta_{1} \ldots \theta_{j} \ldots$, .
An example of IFS is the Cantor set (Fig 3). We can generate this set by using two
contraction mappings $T_{0}=\frac{1}{3} x$ and $T_{1}=\frac{1}{3} x+\frac{2}{3}$ where the metric space is defined by $\mathbb{X}=[0,1]$ and $d$ the euclidean distance.


Figure 3: Seven iterations of the Cantor set IFS.

### 3.1.2 Projected IFS

The projected IFS is a model derived from the free-form model (like Bézier curves) where both fundamental notions of control points and blending functions are present. To build fractal blending functions, barycentric space and coordinates are used.

Let $\mathbb{J}$ be an index set for example $\{0,1,2,3\}$. From now on the space $\mathbb{X}$ is a barycentric space associated with $\mathbb{J}$ and is defined by:

$$
\left\{\left(\lambda_{j}\right)_{j \in \mathbb{J}} \mid \sum_{j \in \mathbb{J}} \lambda_{j}=1\right\}
$$

where $\lambda_{j} \in \mathbb{R}$. For example $\lambda=(0.5,0.2,0.2,0.1)$ belongs to the barycentric space associated with $\mathbb{J}=\{0,1,2,3\}$.

We now have to set an iteration semi-group that operates on this barycentric space. The simplest solution consists in using barycentric column matrices. A matrix $T$ has a barycentric columns if:

$$
\sum_{j \in \mathbb{J}} T_{i j}=1, \forall i \in \mathbb{J}
$$

Let $\mathcal{P}=\left(p_{j}\right)_{j \in \mathbb{J}}$ be a control polygon. Fig (4) shows an example of such a control polygon with $\mathbb{J}=\{0,1,2,3\}$.

This choice makes it possible to project the IFS attractor $A(\mathcal{T})$ by means of the


Figure 4: Projected IFS example with its control polygon.
control polygon:

$$
\begin{aligned}
\mathcal{P} \mathcal{A}(\mathcal{T}) & =\{\mathcal{P} \lambda \mid \lambda \in \mathcal{A}(\mathcal{T})\} \\
& =\left\{\mathcal{P} \phi(\theta) \mid \theta \in \Sigma^{\omega}\right\}
\end{aligned}
$$

where $\mathcal{P} \lambda$ is the projection of a barycentric point $\lambda$ through a control polygon $\mathcal{P}$ :

$$
\mathcal{P} \lambda=\sum_{j \in \mathbb{J}} \lambda_{j} p_{j}
$$

### 3.1.3 Detail Insertion

In this section, we present a version of Eq. (1) that makes use of projected IFS.
Let us define the following series, which is used to construct and display projected

IFS:

$$
\left(\mathcal{S}_{n}\right)_{n \in \mathbb{N}}= \begin{cases}\mathcal{S}_{0} & =\{\mathcal{P}\} \\ \mathcal{S}_{n+1} & =\mathcal{S}_{n} \mathcal{T}, \forall n \in \mathbb{N}\end{cases}
$$

$\mathcal{S}_{n}$ is a finite set of polygons that can be constructed recursively as a tree:

$$
\mathcal{S}_{n}=\mathcal{P} \mathcal{T}^{n}=\left\{\mathcal{P} T_{\theta_{1}} \ldots T_{\theta_{n}}| | \theta \mid=n\right\}
$$

where $|\theta|$ is the length of the word $\theta$.
Let us denote $T_{\theta}=T_{\theta_{1}} \ldots T_{\theta_{n}}$ and $\mathcal{P}_{\theta}=\mathcal{P} T_{\theta}$. It can be stated that:

$$
\begin{aligned}
\mathcal{P}_{\theta i} & =\mathcal{P} T_{\theta} T_{i} \\
& =\mathcal{P}_{\theta} T_{i} \quad \text { where } \quad i \in \Sigma
\end{aligned}
$$

Inspired by the work of Tosan [21], a detail can be added to the formula $\mathcal{P}_{\theta i}=\mathcal{P}_{\theta} T_{i}$ such that:

$$
\begin{equation*}
\mathcal{P}_{\theta i}=\mathcal{P}_{\theta} T_{i}+\delta \mathcal{P}_{\theta} U_{i} \quad \text { where } \quad i \in \Sigma \tag{2}
\end{equation*}
$$

where $\delta \mathcal{P}_{\theta} U_{i}$ is an ordered list of displacement vectors obtained by multiplying the detail vector $\delta \mathcal{P}_{\theta}$ with a matrix $U_{i}$ that we call the detail displacement matrix.

We now need to define the addition $(+)$ between a polygon and an ordered list of vector.

Definition 1 (displacement of a polygon with an ordered list of vectors) Let $P$ be a polygon and $Q$ be an ordered list of vectors such that the number of vertices $n$ of $P$ equals to the number of vectors of $Q$, let this number be n. $P+Q$ is defined as a new polygon having $n$ vertices and calculated as follows:

$$
P+Q=\left\{P_{i}+Q_{i}\right\}_{i=0, \ldots, n-1}
$$

where $P_{i}+Q_{i}$ is a point whose coordinates are the sum of each coordinate of $P_{i}$ and $Q_{i}$. (see Fig. 5)


Figure 5: Displacement of a polygon.

We can now define $\mathcal{P}^{J+1}, \mathcal{P}^{J}, \varphi\left(\mathcal{P}^{J}\right), \psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right)$ and $\oplus$ in Eq. (1) for this model.
We set $\mathcal{P}^{J}=\left\{\mathcal{P}_{\theta}\right\}_{|\theta|=J, \theta \in \Sigma^{\star}}$, then $\mathcal{P}^{J+1}=\left\{\mathcal{P}_{\theta i}\right\}_{|\theta|=J, i \in \Sigma, \theta \in \Sigma^{\star}}$. Here we consider that $\mathcal{P}^{J}$ represents an ordered set of polygons, for instance if $J=2$ and $\Sigma=\{0,1\}$ then $\mathcal{P}^{2}=\left(\mathcal{P}_{\theta}\right)_{\{|\theta|=2\}}=\left(\mathcal{P}_{00}, \mathcal{P}_{01}, \mathcal{P}_{10}, \mathcal{P}_{11}\right)$.
$\varphi\left(\mathcal{P}^{J}\right)$ is defined by:

$$
\varphi\left(\mathcal{P}^{J}\right)=\left\{\mathcal{P}_{\theta} T_{i}\right\}_{|\theta|=J, i \in \Sigma, \theta \in \Sigma^{\star}}
$$

and we define $\psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right)$ as:

$$
\psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right)=\left\{\delta \mathcal{P}_{\theta} U_{i}\right\}_{|\theta|=J, i \in \Sigma, \theta \in \Sigma^{\star}}
$$

we finally define $\oplus$ as:
Let $\left(P_{i}\right)_{i=0, \ldots, m-1}$ be an ordered set of $m$ polygons and $\left(Q_{i}\right)_{i=0, \ldots, m-1}$ be an ordered set of $m$ ordered lists of vectors. We define $\oplus$ by:

$$
\left(P_{i}\right)_{i=0, \ldots, m-1} \oplus\left(Q_{i}\right)_{i=0, \ldots, m-1}=\left(P_{i}+Q_{i}\right)_{i=0, \ldots, m-1}
$$

where $P_{i}+Q_{i}$ is the displacement of polygon $P_{i}$ with an ordered list of vectors $Q_{i}$ as defined in definition (1).

We can now write:

$$
\left(\mathcal{P}_{\theta i}\right)=\left(\mathcal{P}_{\theta} T_{i}\right)+\left(\delta \mathcal{P}_{\theta} U_{i}\right) \text { where }|\theta|=J, i \in \Sigma, \theta \in \Sigma^{\star}
$$

If we consider a $n$ vertices polygon, $N$ transformations, and each vertex is defined in $\mathbb{R}^{d}$, then the dimension of matrix $T_{i}$ is $n \times n, U_{i}$ is $n .(N-1) \times n, \mathcal{P}_{\theta}$ is $d \times n$, and $\delta \mathcal{P}_{\theta}$ is $d \times n .(N-1)$.

The matrix dimensions are chosen such that an invertible system will be obtained.
When considering the formula $\mathcal{P}_{\theta i}=\mathcal{P}_{\theta} T_{i}+\delta \mathcal{P}_{\theta} U_{i}$ for all $i \in \Sigma$ we have:

$$
\begin{array}{ccc}
\mathcal{P}_{\theta 0} & = & \mathcal{P}_{\theta} T_{0}+\delta \mathcal{P}_{\theta} U_{0} \\
\vdots & \vdots & \vdots \\
\mathcal{P}_{\theta N-1} & = & \mathcal{P}_{\theta} T_{N-1}+\delta \mathcal{P}_{\theta} U_{N-1}
\end{array}
$$

We can now write the previous formulas in a matrix formalism:

$$
\left(\mathcal{P}_{\theta 0}|\ldots| \mathcal{P}_{\theta N-1}\right)=\left(\mathcal{P}_{\theta} \mid \delta \mathcal{P}_{\theta}\right)\left(\begin{array}{c|c|c}
T_{0} & \ldots & T_{N-1} \\
\hline U_{0} & \ldots & U_{N-1}
\end{array}\right)
$$

if we set:

$$
R=\left(\begin{array}{c|c|c}
T_{0} & \ldots & T_{N-1} \\
\hline U_{0} & \ldots & U_{N-1}
\end{array}\right)
$$

then the formula becomes:

$$
\left(\mathcal{P}_{\theta 0}|\ldots| \mathcal{P}_{\theta N-1}\right)=\left(\mathcal{P}_{\theta} \mid \delta \mathcal{P}_{\theta}\right) R
$$

The so-called inverse formula is:

$$
\left(\mathcal{P}_{\theta} \mid \delta \mathcal{P}_{\theta}\right)=\left(\mathcal{P}_{\theta 0}|\ldots| \mathcal{P}_{\theta N-1}\right) R^{-1}
$$

The matrix $R$ can be compared to a synthesis filter and $R^{-1}$ is similar to an analysis filter used in the wavelet transform (Figs. 1-2).

### 3.1.4 Results

We used this model to apply transformations on curves. To achieve this, the model (the $R$ matrix) has been optimised with respect to the curve using a non-linear method (Levenberg-Marquardt [22]) to minimise the distance between the original curve and the curve generated with our model.

Figure (7) shows an example of the deformation of a curve with a four control points and two transformations model. The intermediate steps are:

- optimise matrices $T_{i}$ and $U_{i}(i \in\{0,1\}$ in this case) with respect to the curve;
(Fig. 6 shows the $T_{0}, T_{1}, U_{0}$ and $U_{1}$ optimisation result)
- analyse the curve: obtain the control polygon and detail coefficients;
- move a control point and compute the associated affine transformation $\mathcal{M}$;
- extract $\mathcal{L}(\mathcal{M})$, the linear part (rotation and scaling) of $\mathcal{M}$;
- apply $\mathcal{L}(\mathcal{M})$ on the detail vectors;
- display the deformed curve.

$$
\begin{gathered}
T_{0}=\left(\begin{array}{c}
+0.92+0.46+0.27+0.16 \\
+0.32+1.31+1.12+0.79 \\
-0.22-0.74-0.47+0.11 \\
-0.02-0.03+0.08-0.06
\end{array}\right) \quad T_{1}=\left(\begin{array}{c}
-0.05-0.08-0.19-0.24 \\
+0.32-0.21-0.40+0.16 \\
+0.74+0.79+0.88-0.06 \\
-0.01+0.50+0.71+1.14
\end{array}\right) \\
\text { (a) } \\
U_{0}=\left(\begin{array}{c}
+1.48-1.21+1.06-0.80 \\
-0.18-0.20+2.02-2.20 \\
-0.66+0.24+0.48-0.38 \\
+1.44-0.61+1.29+0.17
\end{array}\right) \quad U_{1}=\binom{+0.53-0.67-1.05+0.23}{\text { (c) }}\left(\begin{array}{c}
-0.18-0.32+0.05-0.96 \\
+1.23-1.43+1.49-1.25 \\
+0.09-0.73+1.62-1.27
\end{array}\right)
\end{gathered}
$$

Figure 6: Transformation and detail displacement matrices.


Figure 7: Global deformation steps.

This approach is a simple way to perform the analysis and synthesis but has the disadvantage of requiring the optimisation step. This step has a high computing cost, because of the non-linear minimisation. This cost is even higher when working with surfaces. This model presents a hierarchical representation of the object with details, but local deformations are not possible. Another approach that addresses these drawbacks was therefore used.

### 3.2 An Approach Based on Subdivision

The approach introduced in this section can perform local deformations with no optimisation cost. This approach is based on the subdivision surface principle [1,23]. Subdivision surfaces are used in many research fields: surface editing [24], surface approximation [25], etc. Adding details to subdivision surfaces has already been addressed for compression purposes [26] and multiresolution editing [3, 4].

We use the subdivision surface with the detail principle for multiresolution editing of curves and surfaces. The novelty of this approach is that several masks are employed to gain in control over the curve or the surface: these masks can be fractal.

Here, two similar models are presented: one for curves and another for surfaces.

### 3.2.1 Curves

Let $\mathcal{P}^{J}$ be an ordered set of points $\mathcal{P}^{J}=\left(\mathcal{P}_{i}^{J}\right)_{i=0, \ldots, m_{J}-1}$ in $\mathbb{R}^{2}$, the minimum number of points allowed for our model is 4 . If we have $m_{J}=2^{J}+3$ points at resolution $J$, then the rule for calculating the growth is: $m_{J+1}=2^{J+1}+3$ for resolution $J+1$.

The definition of the sum $\oplus$ is the same as in definition (1), one must simply consider that a polygon is an ordered set of points.

The function $\varphi$ maps to an ordered set of points. For the sake of simplicity, we will set it as $\varphi=\varphi\left(\mathcal{P}^{J}\right)$. If $\mathcal{P}^{J}$ has $m_{J}$ points, then $\varphi$ has $m_{J+1}$ components.

(a)

(c)

(e)

(b)

(d)

(f)

(g)

Figure 8: Multiresolution synthesis steps:
(a) Initial points at level $J=0$.
(b) Computing $\varphi_{2}$ by applying the mask.
(c) Detail $\psi_{2}$ added to $\varphi_{2}$.
(d) New points at level $J=1$.
(e) Computing $\varphi_{2}$ and $\varphi_{4}$ by applying the mask.
(f) Details $\psi_{2}, \psi_{4}$ added to $\varphi_{2}, \varphi_{4}$ respectively.
(g) New points at level $J=2$.
$\varphi\left(\mathcal{P}^{J}\right)$ is defined by:

$$
\varphi\left(\mathcal{P}^{J}\right)=\left(\varphi_{k}\right)_{k=0, \ldots, m_{J+1}-1}
$$

and we have $\mathcal{P}^{J}=\left(\mathcal{P}_{i}^{J}\right)_{i=0, \ldots, m_{J}-1}$. Then each component $\varphi_{k}$ is defined by:

$$
\varphi_{k}= \begin{cases}\frac{1}{2}\left(\mathcal{P}_{i}^{J}+\mathcal{P}_{i+1}^{J}\right) & \text { if } k=i=0 \vee\left(i=m_{J}-2 \wedge k=2 i\right) \\ \mathcal{P}_{i}^{J} & \text { if } k=2 i-1 \wedge 0<i<m_{J}-1 \\ \mathcal{M}\left(\mathcal{P}_{i}^{J}, \ldots, \mathcal{P}_{i+3}^{J}\right) & \text { if } k=2 i+2 \wedge i<m_{J}-3\end{cases}
$$

where $\mathcal{M}$ is a mask containing a single column and four rows in this case. This mask plays an important role because it determines the nature of the deformation applied over a curve. For instance, this mask can imply fractal or smooth deformations.

Before the function $\psi$ can be defined, we have to determine $\delta \mathcal{P}^{J}$. An important point here is the size of $\delta \mathcal{P}^{J}$ : we know that $\mathcal{P}^{J}$ has $m_{J}=2^{J}+3$ points; then $\delta \mathcal{P}^{J}$ has $m_{J}-3=$ $2^{J}$ vectors.

Now, if we denote $\psi$ in the same way as $\varphi$, we have $\psi=\psi\left(\mathcal{P}^{J}, \delta \mathcal{P}^{J}\right)$ and $\psi=\left(\psi_{k}\right)_{k=0, \ldots, m_{J+1}-1}$ and each component $\psi_{k}$ is defined by:

$$
\psi_{k}= \begin{cases}0 & \text { if } k=0 \vee k=2\left(m_{J}-1\right)-2 \\ 0 & \text { if } k=2 i-1 \wedge 0<i<m_{J}-1 \\ \mathcal{R}\left(\mathcal{P}_{i+1}^{J}, \mathcal{P}_{i+2}^{J}\right) \delta \mathcal{P}_{i}^{J} & \text { if } k=2 i+2 \wedge i<m_{J}-3\end{cases}
$$

where $\mathcal{R}\left(\mathcal{P}_{i+1}^{J}, \mathcal{P}_{i+2}^{J}\right)$ is a frame similar to the one used by Forsy et al. [6], constructed using the two points $P_{i+1}^{J}$ and $P_{i+2}^{J}$ as follows:
Let $P$ and $Q$ be two points, the frame $\mathcal{R}(P, Q)$ is defined by:

$$
\mathcal{R}(P, Q)=(\vec{u}, \vec{v}) \quad \text { where } \vec{u}=\frac{\overrightarrow{P Q}}{\|P Q\|} \text { and } \vec{u} \perp \vec{v}
$$

This representation has the important advantage of being able to retain the object's
shape when applying rotations or translations to control points.
The steps needed to compute a new point are detailed in (Fig. 8). The analysis step is rather simple to perform. It consists in keeping points having an odd index and using those with an even index to compute the detail using a local frame inversion:

$$
\delta \mathcal{P}_{i}^{J}=\left(\mathcal{R}\left(\mathcal{P}_{i+1}^{J}, \mathcal{P}_{i+2}^{J}\right)\right)^{-1}\left(\mathcal{P}_{k}^{J+1}-\mathcal{M}\left(\mathcal{P}_{i}^{J}, \ldots, \mathcal{P}_{i+3}^{J}\right)\right) \quad \text { with } k=2 i+2 \wedge i<m_{J}-3
$$

To compute extreme points, the formula is inverted as follows:

$$
\left\{\begin{array}{l}
\mathcal{P}_{0}^{J}=2 * \mathcal{P}_{0}^{J+1}-\mathcal{P}_{1}^{J} \\
\mathcal{P}_{m_{j}-1}^{J}=2 * \mathcal{P}_{2 *\left(m_{J}-1\right)-2}^{J+1}-\mathcal{P}_{m_{J}-2}^{J}
\end{array}\right.
$$

## Results

Fig. 9 shows how our model is used to locally perform deformation on a curve. A preliminary analysis step is applied on the curve to obtain detail vectors. Then the curve can be deformed at any resolution level.

(a)

(b)

Figure 9: Multiresolution editing. (a) With 11 control points. (b) With 19 control points (the level immediately after 11 control points).

Fig. 10 shows how our model can keep local specificities of the curve using the local frame representation of the detail.


Figure 10: Conservation of local specificities.

### 3.2.2 Surfaces

In this section, two cases will be presented. The first treats height field surfaces and the second treats three-dimensional surfaces. The processing of these two cases is actually the same. The difference is only in detail processing: whereas the details in the first case are represented by scalar values, they are represented by three-component vectors in the second case.

## Height Field Surface

Here $\mathcal{P}^{J}$ is an ordered set (grid) of scalars $\mathcal{P}^{J}=\left(\mathcal{P}_{i j}^{J}\right)_{i=0, \ldots, m-1, j=0, \ldots, n-1}$ where $m=$ $2^{U}+3$ and $n=2^{V}+3$ and $(J=\min (U, V))$. The minimum grid size accepted by our model is a grid with four rows and four columns of scalars. The rule that increases the number of data in each row and each column of the grid, develops as follows: If a grid has $\left(2^{U}+3\right) \times\left(2^{V}+3\right)$ scalars in the $J$ th level, then a grid with $\left(2^{U+1}+3\right) \times\left(2^{V+1}+3\right)$ scalars in the $J+1$ th level will result.

The sum $\oplus$ is defined as follows:
Let $P=\left(P_{i j}\right)_{i=0, \ldots, m-1, j=0, \ldots, n-1}$ and $Q=\left(Q_{i j}\right)_{i=0, \ldots, m-1, j=0, \ldots, n-1}$ two ordered grids of scalars of the same size $m \times n$, we define $P \oplus Q$ to be a new ordered grid having $m \times n$
scalars. It is computed as follows:

$$
P \oplus Q=\left(P_{i j}+Q_{i j}\right)_{i=0, \ldots, m-1, j=0, \ldots, n-1}
$$

Because the formulas that define the functions $\varphi$ and $\psi$ are long and complex to write, they will be explained using Figs. 11(a)-11(b)-11(c). (For formulas see Appendix A).

The result of $\varphi$ and $\psi$ functions is a scalar grid. If $\mathcal{P}^{J}$ has $\left(2^{U}+3\right) \times\left(2^{V}+3\right)$ scalars then each function of $\varphi$ and $\psi$ has $\left(2^{U+1}+3\right) \times\left(2^{V+1}+3\right)$ scalars where $(J=$ $\min (U, V))$. Indeed, we use the fact that each one of $\varphi$ and $\psi$ is a grid only in the theoretical definitions; in the implementation a more efficient data structure is used to improve storage and computation time.

We use several masks to calculate the $J+1$ th level from the $J$ th level. The advantage is to have greater control on the form generated with these masks. Another advantage with our model is that the analysis (from the $J+1$ th level to the $J$ th level) is carried out swiftly by removing data from the grid and then calculating the details associated with these data.

Figure (11(a)) shows how to calculate new scalars in even columns and even rows of the grid at the $J+1$ th level except for the first and last column/row; the black balls represent the places of scalars in the grid at the $J$ th level used to calculate the new scalar. In this case, we employ a $(4 \times 4)$ mask. The new scalar will be the result of convolution between the mask and the scalars represented by the black balls added to the associated details. The placement of the new scalar compared to those above is shown in Fig. 11(a) by red ball.

Figure (11(b)) explains how we calculate the scalars in even columns and odd rows. We employ a $(3 \times 4)$ mask in this case. As in the previous case, the new scalar will be the result of convolution between the mask and the scalars represented by the black balls added to the associated details. The placement of the new scalar compared to former scalars is shown in Fig. 11(b) by a blue ball. A similar method is used to
calculate the scalars that existed in the odd columns and even rows. The difference is that the mask size becomes $(4 \times 3)$ and that the scalars used in convolution are the same size as the mask (four rows and three columns).

Figure (11(c)) uses the same method to calculate the scalars in the first or the last row and even columns. The new scalar is represented by a green ball. The mask size used in this case is $(2 \times 4)$. It will be a $(4 \times 2)$ mask to calculate the scalars in the first or the last column and even rows.

All the other scalars have no associated detail, and they are calculated quickly by using fewer data than in the previous cases. For example, in Fig. 12, which represents a completed transition from a $(4 \times 7)$ grid to a $(5 \times 11)$ grid, all the black balls of the right grid have the same scalar values as the corresponding balls in the left grid.

## Results

Figure (13) shows how this model can be used for multiresolution modelling of a terrain. We initialise the terrain as a height field surface having a null altitude throughout. Then we analyze it using our masks to find the associated multiresolution model (control points and detail). In (13(b)) a gorge is created at a resolution level and a mountain is added at another resolution level (13(c)). Fractal masks has been used such that deformations are fractal too.

Figure (14) shows the rendering of a height field terrain modelled by our method.

## Three-dimensional Surface:

This section discusses the three-dimensional surface, which is defined by a grid of control points (as the B-Spline surfaces).

The handling steps of this surface type are the same as in the example of a height field surface, with the only difference being that in the previous case details are displacements on the $\mathbb{Z}$ axis, represented by scalar values, whereas in this case the details are three-dimensional vectors represented according to a local frame $\mathcal{R}$ (as in the


Figure 11: Principle of multiresolution synthesis for surfaces (transition from the $J$ level to the $J+1$ level).
(a) $\mathbf{A}(4 \times 4)$ mask is used to compute new scalars (even columns and rows).
(b) $\mathbf{A}(3 \times 4)$ mask is used to compute new scalars (even columns, odd rows).
(c) A $(2 \times 4)$ mask is used to compute new scalars (even columns, first row).


Figure 12: Complete transition from level $J$ to $J+1$.
curve). We define $\mathcal{R}$ by using the control grid points (for greater detail see Appendix B).

## Results

Figure (15) shows the rendering of a three-dimensional terrain modelled by our method.

## 4 Conclusion

This article presented two self-similar models to perform multiresolution editing on curves or surfaces. The first model was based on projected IFS: it is a fractal model integrating the detail concept. Although this model is effective for curves, it increases in complexity for surfaces. For this reason we introduced a second model, which combines the principle of subdivision surface and the principle of detail. It can handle smooth shapes as well as rough ones depending on the masks used. To increase its capacity to control shapes, this model employs several masks to perform each synthesis or analysis step.

(a) Initialisation

(b) Creation of a gorge

(c) Creation of a mountain
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Figure 13: Terrain modelling steps.


Figure 14: Rendering of a height field terrain.


Figure 15: Rendering of a 3D terrain.
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## Appendix A: Formulas for a height field surface

In this case, the function $\varphi$ is defined as follows:

$$
\begin{aligned}
& \left.\left.\mathcal{M}_{22} *\left(\begin{array}{cc}
\mathcal{P}_{i j}^{J} & \mathcal{P}_{i j+1}^{J} \\
\mathcal{P}_{i+1 j}^{J} & \mathcal{P}_{i+1 j+1}^{J}
\end{array}\right) \quad \text { If }\left(\begin{array}{lll}
((i=0 & \wedge & j=0) \\
(i=0 & \wedge & j=n-2)
\end{array}\right) \vee \begin{array}{l}
(i=m-2 \\
\wedge \\
j=0) \\
(i=m-2
\end{array}\right) \wedge \begin{array}{ll} 
& \wedge=n-2))
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \varphi_{l k}=\left\{\begin{array}{l}
\mathcal{M}_{24} *\left(\begin{array}{lll}
\mathcal{P}_{i j}^{J} & \ldots & \mathcal{P}_{i j+3}^{J} \\
\mathcal{P}_{i+1 j}^{J} & \ldots & \mathcal{P}_{i+1 j+3}^{J}
\end{array}\right) \\
\mathcal{M}_{42} *\left(\begin{array}{llr}
\mathcal{P}_{i j}^{J} & \mathcal{P}_{i j+1}^{J} \\
\vdots & & \vdots \\
\mathcal{P}_{i+3 j}^{J} & \mathcal{P}_{i+3 j+1}^{J}
\end{array}\right)
\end{array}\right. \\
& \text { If }\left(\begin{array}{lll}
((i=0 & \wedge & j<n-3) \\
(i=m-2 & \wedge & j<n-3)) \\
& \wedge \\
(l=2 i & \wedge & k=2 j+2)
\end{array}\right) \\
& \text { If }\left(\begin{array}{lll}
((j=0 & \wedge & i<m-3) \\
(j=n-2 & \wedge & i<m-3)) \\
(l=2 i+2 & \wedge & k=2 j)
\end{array}\right) \\
& \mathcal{M}_{34} *\left(\begin{array}{llr}
\mathcal{P}_{i-1 j}^{J} & \ldots & \mathcal{P}_{i-1,+3}^{J} \\
\mathcal{P}_{i j}^{J} & \ldots & \mathcal{P}_{i j+3}^{J} \\
\mathcal{P}_{i+1 j}^{J} & \ldots & \mathcal{P}_{i+1 j+3}^{J}
\end{array}\right) \\
& \text { If }\left(\begin{array}{lll}
((0<i<m-1 & \wedge & j<n-3) \\
(l=2 i-1 & \wedge & k=2 j+2)
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { If }\left(\begin{array}{lll}
\left(\begin{array}{ll}
(0<j<n-1 & \wedge \\
(l=2 i+2 & \wedge \\
& \wedge=2 j-1)
\end{array}\right. & \wedge \\
( &
\end{array}\right) \\
& \text { If }\left(\begin{array}{lll}
((i<m-3 & \wedge & j<n-3) \\
(l=2 i+2 & \wedge & \wedge=2 j+2))
\end{array}\right)
\end{aligned}
$$

where $\mathcal{P}_{i j}^{J}$ is a scalar value, and $\left(\mathcal{M}_{22}, \mathcal{M}_{21}, \mathcal{M}_{12}, \mathcal{M}_{34}, \mathcal{M}_{43}, \mathcal{M}_{44}\right)$ are the different masks used in the model. The function $\psi$ is defined as follows:
where $\left(h \delta \mathcal{P}_{i j}^{J}, v \delta \mathcal{P}_{i j}^{J}, d \delta \mathcal{P}_{i j}^{J}\right)$ are scalar values and they represent vertical, horizontal and diagonal details, respectively.

## Appendix B: Formulas for a three-dimensional surface

In this case, the function $\varphi$ is defined as in the height field surface (Appendix A).
However, here $\mathcal{P}_{i j}^{J}$ is a point with three coordinates. Like the curve, the function $\psi$ is defined as follows:

$$
\begin{aligned}
& 0 \quad \text { If }\left(\begin{array}{llll}
((i=0 & \wedge & j=0) & \vee \\
(i=0 & \wedge & j=n-2) & \vee \\
(i=m-2 & \wedge & j=0) & \vee \\
(i=m-2 & \wedge & j=n-2)) & \wedge \\
(l=2 i & \wedge & k=2 j) &
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { If }\left(\begin{array}{lll}
((j=0 & \wedge & 0<i<m-1) \\
(j=n-2 & \wedge & 0<i<m-1))
\end{array}\right) \\
& \text { If }\left(\begin{array}{lll}
(0<i<m-1 & \wedge & 0<j<n-1) \\
(l=2 i-1 & \wedge & \wedge=2 j-1)
\end{array}\right) \\
& \psi_{l k}= \\
& \text { If }\left(\begin{array}{lll}
((i=0 & \wedge & j<n-3) \\
(i=m-2 & \wedge & j<n-3)) \\
(l=2 i & \wedge & \wedge=2 j+2)
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
\text { If }\left(\begin{array}{lll}
\left(\begin{array}{lll}
(j=0 & \wedge & i<m-3) \\
(j=n-2 & \wedge & i<m-3)) \\
(l=2 i+2 & \wedge & \wedge=2 j)
\end{array}\right) \\
\text { If }\left(\begin{array}{lll}
(0<i<m-1 & \wedge j<n-3) & \wedge \\
(l=2 i-1 & \wedge & \wedge=2 j+2)
\end{array}\right)
\end{array}\right.
\end{array} \\
& \text { If }\left(\begin{array}{lll}
(0<j<n-1 & \wedge & i<m-3) \\
(l=2 i+2 & \wedge & \wedge=2 j-1)
\end{array}\right)
\end{aligned}
$$

where $\left(h \delta \mathcal{P}_{i j}^{J}, v \delta \mathcal{P}_{i j}^{J}, d \delta \mathcal{P}_{i j}^{J}\right)$ are vectors with three coordinates and they represent vertical, horizontal and diagonal details, respectively, and

$$
\mathcal{R}_{4}:\left(\mathbb{R}^{3}\right)^{4} \longrightarrow\left(\mathbb{R}^{3}\right)^{3}
$$

and

$$
\mathcal{R}_{6}:\left(\mathbb{R}^{3}\right)^{6} \longrightarrow\left(\mathbb{R}^{3}\right)^{3}
$$

are functions that automate the computation of local frames by using 4 or 6 points. The frame is composed of three perpendicular vectors: two of them are in an approximate plane that minimizes the distance to the 4 or 6 given points, and the third is the normal of this plane.

