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Heudiasyc UMR 7253, CS 60 319, 60203 Compiègne Cedex France
Email: {manel.brini,paul.crubille,benjamin.lussier,walter.schon}@utc.fr

Abstract—This work presents a study concerning the depend-
ability of experimental autonomous vehicles in the Heudiasyc
laboratory. This study confirms that the use of these vehicles
involves significant risks during experiments, and that integration
of a Safety-Bag component in the vehicle architecture can
significantly reduce these risks. In this paper, we define a severity
scale and propose a FMEA (Failure Mode Effects Analysis) of
an autonomous vehicle. We also present the implementation of
our safety-bag component and how it can reduce risks.

Index Terms—Safety-Bag, Dependability, Safety, FMEA, Au-
tonomous vehicle, Fault tolerance.

I. INTRODUCTION

Autonomous vehicles are fast and powerful mobile robots,
able to accumulate a large amount of energy. Thus, they are a
source of danger to their operator and their environment. Be-
cause they are complex systems including artificial intelligence
software based on declarative mechanisms, their validation and
verification are difficult [1].

In the case of experimental vehicles, the constant evolution
of software, as well as shorter validation steps than for
industrialized systems, make it an even more complex problem
[10].

Moreover in academic research context, the vehicle is used
to validate or invalidate new algorithms or methods. The
software components are thus prone to faults and incorrect
behaviors.

For the Heudiasyc laboratory’s vehicles, we conducted a
dependability study using two analysis techniques: a FMEA
and fault trees [6]. This study shows that even with trained
driver able to recover the system manually, the risks of
accidents are high.

To ensure better safety for autonomous vehicles, we propose
to integrate a Safety-Bag component into these systems archi-
tecture. The Safety-Bag oversees safety rules [8], [9]. It can
also supervise software components liveness and timeliness,
and detects some errors in sensors and actuators. In case of a
detected error, it is able to alert the pilot quickly and put the
vehicle in state permitting manual recovery in good conditions
[7], [11].

Based on two embedded computers, our Safety-Bag compo-
nent integrates sufficient redundancy to prevent failures caused
by a single fault. Our first experimentations with the Safety-
Bag confirm the efficiency of this approach.

II. RISK ANALYSIS OF EXPERIMENTAL AUTONOMOUS
VEHICLES

On Heudiasyc’s experimental autonomous vehicles, a pilot
is ready to resume manual control at any time. He oversees
autonomous driving and is ready to react to failures such as
software or sensors errors. It usually requires a few seconds
for the driver to react, but depending on the vehicle’s failure
it can become uncontrollable in a very short time. We present
in this section our autonomous vehicles architecture and the
FMEA that we have realized.

A. Autonomous vehicle architecture

The Heudiasyc laboratory developed two types of automated
cars. The first is based on Renault’s FLUENCE model, and
the second on Renault’s Zoe model. In this study, we focus
on a FLUENCE automated car. The solutions for the brake
and acceleration are purely mechanical (controlled by analog
signals). Although not a sport car, the automated vehicle is able
to accelerate from 0 km/h up to 50 km/h in 4 seconds, can
reach 130 Km/h and weighs almost a ton and a half (including
pilot, calculators, sensors, etc.).

Fig. 1. A hierarchical architecture style



The vehicle’s autonomy is implemented through the classic
hierarchised architecture presented in Figure 1 [1]:

• A reactive layer (or functional layer): It is responsible
for the execution of basic tasks requested by the upper
layers. It performs a set of low-level actions and controls
hardware actuators. This layer’s frequency is around 100
Hz to allow real-time actions and reactions.

• An executive layer implementing situation categorization
and reactive navigation: This layer supervises the func-
tional layer and uses data derived from sensors to identify
the vehicle’s situation and to generate trajectories that the
lower layer will reactively follow. This layer’s frequency
is around 10 Hz.

• A planning layer: this layer produces a high level plan (a
succession of roads and intersections) that the vehicle will
follow to go from its current position to its destination.
As planning can take several seconds (or even minutes)
to generate a plan, this layer’s frequency is quite low and
totally unadapted to real time constraints.

The Safety-Bag component aims to tolerate many faults
from the software components of the three layers (valued or
timely faults). It will also be able to detect some faults in
sensors and actuators, depending on their redundancy.

We present in this section the architecture of a control
application of an experimental autonomous vehicle. This ar-
chitecture is presented in Figure 1 using an UML deployment
diagram.

Fig. 2. Deployment without Safety-Bag

The vehicle is equiped with both proprioceptive sensors
(ie. sensors giving information on the system’s state; such as
odometers, inertial measurement unit, etc.) and with exterocep-
tive sensors (ie. sensors that give information on the system’s
environment; such as GPS, lidar, camera, radar, etc.).

The exteroceptive sensors allow the identification of the
vehicle environment and the driving situations. They are thus
essential to decide road maneuvers and then trajectories. The
proprioceptive sensors are mostly used to follow the defined
trajectory and are essential to detect system’s failures.

Acceleration, braking and steering commands are sent to
the actuators through analog signals produced by the command
application and D/A converters. A Stop Process Button allows
the driver to disable the automatic control and regain manual
control. Visual and sonic alarms can alert the pilot of the
application’s state and possible problems if the command
application can produce a correct diagnosis.

B. FMEA analysis of an autonomous vehicle
The goal of the Failure Mode and Effects Analysis is to

establish the list of failures of each component and determine
their occurrence rate and the severity of their consequences
on the system’s behavior. This analysis is then used to define
risk reduction measures, and particularly avoid catastrophic
failures, that are failures that can cause catastrophic conse-
quences in terms of human life or economical value.

1) Severity rating: The first step of the FMEA is to define
the severity scale for the system’s failures. This is used to
grade each components failure in the analysis, but also to guide
risk reduction approaches.

Fig. 3. Severity scale

2) FMEA table: The FMEA is in the form of a table de-
tailing for each component its different failure modes, and the
effects associated, including their severity and occurrence rate.
For our application, we have further differentiated between
effects on the control system (Computing effects) and effects
on the vehicle’s behavior (Vehicle effects).

We also detail the possible detection and correction means,
and the time scale that they will take. Figure 4 shows an extract
of the FMEA analysis for the autonomous vehicle for only four
components and their failures. This illustrative example shows
that high-risk situations have high probabilities of occurrences.

The occurrence rate λ(t) is the inverse of the MTBF
and is difficult to obtain without making a large number
of experiments. We chose pessimistic values in regard to
hardware failure values, from our knowledge of the system
and its components.



Fig. 4. An extract of FMEA for autonomous vehicles without Safety-Bag

In our example, locked down failures of the control ap-
plication or the actuators lead to an uncontrolable vehicle
as the actuators commands are not updated. The severity of
such failures is 5. Sensors failures can also cause dangerous
situations if the software generates inappropriate orders due to
their inputs.

In our experimental vehicle, actuators failures are more fre-
quent than in a regular car. The components added to interface
the actuators (such as the motor and the wire pulling on the
brake pedal) are not as reliable as industrialized automotive
equipment.

The software components used in our vehicles are developed
in an experimental context and can not be tested extensively
before being integrated into the complete system. We believe
that their failure rates are probably orders of magnitude higher
than what we wrote into the FMEA table. As part of a
dependability analysis, a FMEA should be as complete as
possible, and may include a large number of lines depending
on the number of considered components. In our case, the
table for the vehicle without safety-bag has 14 components
and 11 additional elements for the Safety-Bag .

III. THE SAFETY-BAG COMPONENT

To reduce the risks exhibited by the FMEA we implement
a Safety-Bag that can reject dangerous automated commands
and detect aberrant behaviors, raising alarms when necessary

to allow the driver to take control as quickly and easily as
possible.

A. Concept and state of the art

Independent from the functional system, a Safety-Bag or
Independant Safety Component is responsible for supervising
the system’s commands and enforcing safety rules to avoid
catastrophic failures of the system. To avoid common cause
failures, it must be specified and developed independently
from the functional systems, and have means of action and
detection independent from the faults to be tolerated. It mon-
itors the operational system, and in case of danger set the
system on a safe state [1].

This approach was used effectively for critical applications
such as: the ELEKTRA rail system [12], the SPAAS project
for an autonomous spacecraft [2], the SPIN nuclear plant
monitoring [13], the SMOF framework and a mobile robot
excavator robot [9].

B. Implementation of the Safety-Bag component

Implementing a fault tolerant component introduces new
possible faults and failures in the system. As a single fault
should not cause failure of the whole Safety-Bag, it is com-
posed of two computers monitoring each others. One is called
the rules checker, and the other the supervisor.



The control command application sends now orders to
the Safety-Bag rules checker. Thereby, the Safety-Bag rules
checker is able to check and modify these orders before
sending them to the actuators.

The Safety-Bag rules checker examines the liveliness of the
control application and oversees its liveliness. It also enforces
other safety rules, for example using speed sensors to ensure
that the vehicle’s speed is adequate. Moreover, it also verifies
that the orders that it sends to the actuators have real and
consistent effects.

The two computers monitor each other by the exchange
of heartbeats. If the Safety-Bag supervisor no longer receives
the signal from the Safety-Bag rules checker, it disables the
vehicle actuators via a MOSFET. This has the same effect as
the pilot pressing the Stop Process Button. If the Safety-Bag
rules checker no longer receives the signal from the supervisor,
it asks the pilot to stop the experiment even if there is no
immediate risk, as the Safety-Bag is now vulnerable to a single
fault, and as without it the system’s behavior could no longer
be guaranteed.

Fig. 5. Deployment with Safety-Bag

The Safety-Bag can raise visual and sonic alarms and log
all safety related events for post experimentation examination.

IV. CONCLUSION

In our study, a Safety-Bag or Independent Safety Com-
ponent is proposed to reduce the risks of experimental au-
tonomous vehicles. This approach detects control failures such
as locked outputs or dangerous commands as well as some
actuators and sensors failures.

It also recovers from the detected errors, either by rejecting
dangerous commands, enforcing actions to put the system in a
safe state, or utltimately giving the control back to the operator.
However, to avoid introducing new logical faults in the system,

potentially causing catastrophic failures, the behavior of the
Safety-Bag must be simple and easy to validate, which limits
the expressiveness of safety rules that it provides.

To prevent failure in the Safety-Bag, it comports enough
redundancy to detect and tolerate internal faults.

The elimination of the most serious and most immediate risk
situations is done by alerting the pilot and switching to manual
mode. Thus, trained and vigilant pilots remain essential in
the vehicles, but the Safety-Bag ensures the detection of most
dangerous errors and allows more response time to the driver.
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