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Keywords: STAP, beamforming, ground-based rotating radaris limited by minimal samples-support training [4]. Two mai
categories of alternate STAP algorithms are then used, (e.g.
ABSTRACT see [5]). The first one is Reduced Dimension (RD) STAP and
In this paper, we consider the problem of using Space-Timeonsists in applying data independent transformationsate d
Adaptive Processing (STAP) in ground-based rotating radar before adaptive filtering. The second one is Reduced Rank
in the case where no jamming alone reference is availablgRR) STAP and consists in applying data dependent transfor-
Thus, we propose the use of a STAP algorithm, in which adapnations on the data [6, 7]. Both categories allow to increase
tive processing is applied in Beam post-Doppler spacetFirs the convergence speed of STAP algorithms (e.g., see [8]).
we give design rules for the implementation of this process- In this paper, we consider the problem of using STAP
ing, after considering two cases depending on the knowledgeith ground-based rotating radars. This question hasdjrea
of the jammers’ DOAs and investigating the influence of théeen investigated in [9] where the use of a separable spatial
number of Doppler filters on performance. Then, we showhen temporal STAP processing has been proposed. How-
by simulations that the proposed processing is robust to anever, this processing requires that jamming alone referenc
tenna rotation and has the advantage of having both an higllata are available to compute adaptive spatial filters,atrah
convergence speed with the number of training samples andgreprocessing of training data is used. Since those referen

low implementation complexity. data may not be available and the effectiveness of prepgseces
ing degrades with clutter decorrelation and antenna wati
1. INTRODUCTION [10], this processing cannot be used in every scenarioe,Her

we propose a space-time processing which does not require

In radar systems, the detection of moving targets is enabldéie availability of jamming alone reference. In particulae
by clutter and jamming mitigation using temporal and spatiaPropose a space-time processing algorithm, in which adap-
processings. Those ones exploit the characteristics &dspetive filtering is applied in Beam post-Doppler space. We con-
for clutter and of Direction Of Arrival (DOA) for jammers. Sider two cases depending on the knowledge of the jammers’
In ground-based staring antenna radar systems, Doppler prBOAS and investigate the influence of the number of Doppler
cessing and beamforming are common building blocks whicfilters on performance. Then, we show by simulations that
are efficient to filter motionless clutter and jammers. Irdjee @ small number of beams and Doppler filters is sufficient to
they can respectively mitigate low Doppler frequency clut-réach good performance. Therefore, the proposed proggssin
ter (corresponding to low speed clutter) and constant DOAYas the advantage of having both an high convergence speed
jammers. However, when the antenna radar is rotating, thognd a low implementation complexity.
standard processings degrade because clutter is seen with a
certain speed and the jammers’ positions vary with time. The 2. DATA MODEL
rotation makes indeed position dependenton time. In aidor Let suppose that the environment be composed of jammers
radar systems, there also exists a relation between these tw . . '
parameters. Indeed, the Doppler frequency of clutter deégen Clutter, th_ermal noise and a moving target. The ground-dbase
radar emits an\/- pulse waveform (CPI - Coherent Process-

on its DOA. STAP (Space-Time Adaptive Processing) which - .
was introduced to the airborne radar community in 1973 i Ing Interval) at pulse repetitiofi. In each PRI (Pulse Repeti

3 an e extnselyresearched (., See (2 g o1 1%0E) e 1s s e o o set oy
effective way of taking into account this relation for space ry ) P ry P

time processing. In practical cases. fully adaptive STA® USto be filtered and is composed by interference (jammers and
P g-np Uy P clutter), thermal noise and possibly signal. The secondary

*Thanks to the French MOD (DGA) for funding. data is the training data, and is supposed to be only made of




jamming, clutter and thermal noise components. Let denote We consider a uniform linear antenna and a situation where
K, the number of secondary samples in each PRI. We sufitis rapidly rotating to the CPI scale, but slowly compared t
pose that the/ jammer S'gnalf{Jk 7J>}k L Kome1. M j=1..] a PRI Therefore, we will make the following approximation:
are zero-mean, with power2. They are spatially correlated, ¢\"(6) ~ ¢™ (8) which implies®,(6, f) ~ ®(6, f) and

but temporally white and independant from each other. Th&; ~ R. Then, we suppose that the antenna is rotating at
clutter is modelled by elementary reflectors. Those ones argpeedw rad/s. Therefore, a target seen at D@t initial
supposed to be motionless, spatially and from PRI to PRI cotime will be seen at DOA + wt at timet.

related but white from sample to sample. Like the jammers, In order to evaluate the performance of the proposed pro-
they are zero-mean, with powet?(9) depending on their cessing, we will introduce the space-time fil¥f. Then, our
DOA and mutually independent. We suppose that thermgberformance criterium will be the space-time SINR defined
nmse{nk )}k 1..K.m=1..0 IS modelled by a white complex as: SINR = % with P,..,(signal) = o2 |VVH<I>\2
process, with powgea&2 (t'hat WI||' be unitary in th(=T follpw and P, (noise) — WHRW, whered % def ®(0, f,) is the
ing). Finally, the signal is considered as deterministidthw steering vector of the taraet '
unknown power 2, but known direction and speed. We note g get

{x,(ﬁm)}k:l,,K,m:l,,M the N-dimensional secondary data/(

being the number of sensors) and have: 3. PRESENTATION OF THE PROPOSED

PROCESSING

J . 2m
xW =S5 ¢ / ™ (6)d6 + n{™ 3.1. Principle of the processing
0

The space-time processing is made of three steps. The first
wherej(™?) = jmD glmd) oM gy — ¢, (9)$!™ (9) and  ©one consists in forming beams from primary and secondary

k . . . . .
](Cm)(e) is the steerlng vector for the!” sample of then!” data. Then, Doppler filtering is applied to each beam. Fmall

PRI at DOAJ. Let now noteX,_, x the NM-dimensional " adaptive space-time algorithm is implemented. Secgndar

secondary space-time data samples. The space-time afran gta are used to estimate the filters that are then applied to
ment order is the following: rimary data. Figure 1 summarizes the processing:

X]gl) J 2
def X ()
Xk - (M) Z J ! + / Ck(e)da + Nk Beamforming Doppler filtering Adaptive filtering
X, j=1 1st data m @
+(1,5) W, w, w,
. k
whereJV=[ .|, Cr(0)=ck (6)®4(6,0) with &.(6, /) =
+(M,5)
.] k 2nd data Estim.
1 1 —
(e o) — =
: (qsg”)(f) being dephasing due to a
(b’(TM) (f)¢)](ju) (9) Diagram of the spatio—temporal processing
nl(«l) Figure 1 - Diagram of the space-time processing
normalized Doppler frequency) and N = (5M) - Atfirst step, beamforming consists in forming a beam in tar-
n; get direction and other beams at different directions. Tkena

Then, the space-time secondary data covariance matrixeof tleffective jamming mitigation, the number of beams must be at
kth sample is given by: least equal to/ + 1. The first beam (or main beam) is formed
o in the target direction. Then, as for the choice of other tieam
Ri; =Ry, +/ UE(Q)Qk(Q’O)QkH(Q’O)dQ +02IyN (or auxiliary beams) DOAs, if a priori knowledge is avail-
0 able about jammers DOAs, beams can be formed in those di-

with: rections. Otherwise, a beam fan of orthogonal beams may
¢](€1J>¢](€1J>H o be formed in order to cover a certain angular extension,(e.g.
9 . see [11, Section 6.9]). Then, to avoid that beams’ direstion
Ry.=a} -

change from PRI to PRI, beamforming’s direction w.r.t. an-
tennais updated at each PRI. Finally, for the algorithm @npl
mentation, three main questions must be answered:

j=1 M,j M,j)H
J O ¢](€ J)d)]i 2J)

Finally, in primary data, the signal contribution of a targée
DOA 0, and Doppler frequency, is notedS=s, ®x (05, fs)- e How to form auxiliary beams ?



¢ How many Doppler filters must be used ? To simplify the analysis, we assume that only one jam-
. ) mer is present and that we form two beams, one in the target

¢ How to choose the Doppler filters normalized frequen-p s and the other one in another DOA. First, we consider the
cies ? case( = 1, which corresponds to space only adaptive pro-

Those questions will be considered in Section 4, where theessing, after beamforming and Doppler filtering and com-
influence of each of the above parameters is investigated anBUte the steady-state SINR as a function of the second beam
lytically or by simulations. Now, we detail the expressidn o DOA 6> and the scenario parameters. When a priori knowl-

the filter and the choice of the adaptive space-time algmith €dge about the jammer DOA is available, an intuitive choice
of the second beam DOA is the jammer directién & 6;).

However, if this choice leads to optimal performance in term

of SINR in a staring antenna context, we show that antenna
In this subsection, we derive the expression of the space-ti rotation leads to performance losses which increase with th
filter W to be applied to primary data. The succession of thgammer DOA. Then, based on the expression of the steady-
steps presented in the previous subsection is equivaléméto state SINR, we deduce a rule of thumb for the choice of a
use of the following filter: second DOA, for which the losses due to antenna rotation are
limited. Then, we consider the cage= 2. Thus, we show
that a proper choice of the second Doppler frequency filter,
whereA is of size(PM x N M) and corresponds to the first can gIIOV\_/ one to compensate for SINR Iosses_ due to an_tenna
step and whereP is the number of beams and the beam__rotatmn, in thg case where the second beam is formed in the
formers are(wr, m)p=1..pm=1.m = ™ (6,), where the jammer direction.

choice of DOAS(6,,),=2...p Will be considered in the follow-
ing. Then,B is of size(PQ x PM) and corresponds to the
second step, wherer; = ¢(fs) is the first Doppler fil-  Here, we analyze the influence of antenna rotation on the
ter. Then, the other Doppler filters will be chosen such thasteady-state SINR, as a function of the jammer and second
(Wr.q)g=2..0 = &r(f,) where the choice and the number beam DOAs. Since the MVDR algorithm is implemented (2),
of the normalized frequenciég,),—2.. .o will be considered the signal power is kept constant and equabta, (signal) =

in the following. Finally,wg is the adaptive space-time fil- o2 after BDSTAP. Therefore, the losses in SINR will corre-
ter applied on Beamspace post-Doppler data during the thirgpond to the increase of the noise resulting power. By defini-
step. This one is formed by computing the MVDR (Minimum tion, P, (noise) = W#RW. Then, after using (1), (2) and

3.2. Expression of the STAP filter

W =A"Bwg

4.1. Jamming mitigation with @ = 1

Variance Distortionless) filter (e.g., see [11]): (3), we have:
1
e B 8 P
viRgv
wherev ~ NM (1 0)T. Then, after straightforward algebra
where manipulations, we show that the noise resulting power can be
Rs = BARA”B" (3)  approximated by

represents the noise covariance matrix from secondary data 1 M )
after that the two first steps are implemented. Then= Pres(noise) =~ (N2 <Z (07 1Bm|” + 02 N)
BA® is of dimensionP(). According to the taxonomy pro- m=1
posed in [2] for STAP processings, the proposed algorithm ’ZM7 o2 B + 025m’2
will be called Beam post-Doppler Space Time Adaptive Pro- — m=1 7 T " (5)
cessing (BDSTAP) in the following. SN (02 [ym|® + 02N)

4. CHOICE OF THE PROCESSING PARAMETERS with for 1 < m < M, B, = ¢ (0.)7 0™ (0,), ym =

&™) (02)7 ¢ (0;) andé,, = o™ (0,)7 ¢ (6,). Based

Now, we analyze the choice of the beams DAAS),—>..»  on (5(), V\)/e first g(ivJe) an approximate(ex)pressio(n o% the normal-

and of the normalized frequencigf, ) —2...q- First, letnote  jzed SINR wherfl, = 0, to make the influence of antenna ro-

that after beamforming with rotation compensation, Dopple tation on performance explicit. Then, we give a rule of thumb

spread of clutter echoes is limited, as analyzed in [9]. ®her for chosing the second beam D@A.

fore, apart from powerful echoes seen in the antenna side-

lobes, clutter can be efficently mitigated by standard napad

tive Doppler filtering, corresponding to the cage= 1. Con-

sequently, the main difficulty of the proposed processinf wi When the second beam is formed in the jammer direction,

be jamming mitigation that we now analyze. we havey,, = N andg,, = d,, for1 < m < M. Using

4.1.1. With a second beam formed in the jammer DOA



approximationVo?2 > o2, (5) may be approximated by account, a second Doppler filter can be used, allowing one to
, ) " , introduce time adaptivity in the processing. This pointnis a
Pros (noise)m—nt 7 ( Mg 12— M) (6) alyzedin the next Section where we present simulations with
NM (NM)? M Q = 2 to show the resulting improvement of performance
Then, in order to make expression (6) explicit, we assumdn term; ofjam.ming mitigation. Before that, we consider an
wT < 1andM > 1. After a second order Taylor expansion 2ltérnative choice fof;.
and straightforward algebra manipulations, we obtain:

72} M 4.1.2. On the choice of the second beam

g 2
ToN? || Ww?T?

P,es(noise) =~ N + a%

Though optimal in a staring antenna context, we have seen
with o = j7(cos(6s)—cos(0;)) 22:11 neinm(sin(9s)—sin(9;)) ~ previously that the choice of a second beam in the jammer di-
from which we obtain the expression of the normalized SINRection leads to SINR losses when the antenna rotates. Here,
we propose another choice of the second beam DOA based
_ ! (7) on the analysis of noise resulting power (5). Assuming that
1+ Z—g 1]”21; |0¢|2 w2T? the thermal noise contribution in (5) can be neglected .w.r.t
" the jamming contribution, the noise resulting power is mini

2

2SINR . . M
where SINRnorm = U(;%NM . To illustrate this reSUlt, We mized Whenw is maximized. Using the Cauchy_

. . s . Z%: Ivm|?
plot in Figure 2 the approximate value®INR ..., givenby  schwarz inequality, this ratio is maximized for, oc .,

(7) and compare it to its actual value obtained from (4). Th&ynich is obtained by chosing, = 6,. However, this choice
parameters aré/ = 10, N = 60, T = 0.002 sec..0; = 0 |gads to a singular reduced-dimension maRix and is there-
deg..f; = 0.1ando’ = 30 dB. fore impossible. Consequently, we propose chosing a second
beam equal to the first orthogonal beam to the first beam (i.e.
by chosingsin(f») = sin(f,) + %). To illustrate the influ-
ence of the second beam DOA on the steady-state SINR, we
plotin Figure 3 the normalized SINR as a function of antenna
rotation, withd; = 40 deg., for three values @k. The first

one isf; = 1.9 deg. and corresponds to the formation of the
first orthogonal beam to the first beam (with > 0). Then,

two other beams on both sides of the latter beam are formed,
respectively withd, = 1.5 deg. orf, = 2.5 deg.

SINRnorm ~

1~

(9J =10 deg

(9J =20 deg

\i\\‘

normalized SINR in dB
&
T

0 20 40 60 80 100 120 140 160 180 S
rotation speed in deg/s 82:1.9 deg N

Figure 2 - Comparison between () actual and (- -) approen(iax
expressions o8INR,,.., for different values of);

normalized SINR in dB

First, we observe that actual and approximate curves corre :
spond for low values of rotation speed. Then, we note tha ‘ B
the steady state performance degradation increases veth t B

DOA. For values of jammers’ DOA close to that of the sig- Sl
nal, the degradation is limited. For instance, it will besles o ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
than 1 dB degradation for jammers that are less than 10 de T w0 w ot speed g 20 MO w00

distant from the signal, with the chosen parameters. Howeve

forajammer at DOAY; = 40 deg., there are abo6idB SINR Figure 3 - Normalized SINR for different values @&f

losses at a rotation speed &0 deg/s. Physically, those per-

formance losses are due to the fluctuations of sidelobess aftéVe observe that the choice of an orthogonal beam is not op-
rotation compensation which increase at DOAs distant frontimal in terms of SINR but leads to robust performance w.r.t.
the focalisation direction. Consequently, the jammer @ign antenna rotation. On the contrary, the performance with the
becomes nonstationary from PRI to PRI which makes its mitether choices of second beam DOA are very dependent on
igation difficult after Doppler filtering. To take this effeiato ~ antenna rotation speed.




4.2. Jamming mitigation with Q@ = 2 e Beamforming with orthogonal beams at small DOAs
leads to non optimal but robust performance w.r.t. an-

Now, we perform Monte Carlo simulations to plot the normal- tenna rotation

ized SINR after BDSTAP processing, as a function of the nor-

malized Doppler frequency of the second filfgr The jam- e Those performance losses are not significantly compen-
mer DOA is equal t@; = 40 deg. (thus corresponding to a sated by use of time adaptivity

steady state performance loss in SINR of alitiB (see Fig-

ure 2). Then, the number of samples used for the estimation of

the BDSTAP covariance matriR s is equal toX = 120. In 5. SIMULATIONS

Figure 4, we plot the normalized SINR in the case where the ) )

second beam is formed in the jammer direction (dashed pldf/e now perform Monte Carlo simulations to compare the per-

with 6, = 40 deg.) and in the case where the second bear{prm_ance of different space-time processings. We assuate th
is orthogonal to the first beam (with, = arcsin(%) — 19 fourjammers of DOAs-20, —17, 10 and18 deg. and power

deg.). o2 = 30 dB are present, as well as clutter reflectors between
—20 and 20 deg. with densitylpt/deg. and power by re-
flector o2 = 11 dB. For BDSTAP, five beams are formed.
The first one is always formed in the target DOA. The other

Ll “;;‘ , ones are either in the jammers DOAs or orthogonal beams
61000 A with DOAs in[—3.8,—1.9,1.9, 3.8] deg. When used for BD-
1 \ ol i . STAP, the second normalized Doppler frequency for the pro-

WWWWWWMWWWW cessing isf = 0.15. In Figure 5, we compare BDSTAP algo-

! rithm with different parameters with the standard motissle
Do ‘ ground-based radar space-time processing and with a typica
v \ | RR-STAP algorithm. The standard ground-based radar pro-
|
|
|
|

normalized SINR (dB)

cessing consists in making Doppler filtering on each sensor
and then making space adaptive filtering. The latter process
ya . | ing is made by use of LSMI (Loaded Sample Matrix Inver-
gy sion [12]) algorithm which allows one to make the estimated
R S P B e covariance matrix inversible when less samples than the num
i ber of sensors are used. To distinguish this processing from
STAP, it will be called TPSAP (Time Processing Space Adap-
tive Processing). The chosen RR-STAP algorithm is the EVP
When#, = 40 deg., we observe that there is no SINR im- (EigenVector Projectio_n [61) f_orV\_/hich we assume that the _in
provement wherf, < —0.15 and f» > 0.2, but whenfy ~ te_rference subspac_:e dimension is known to cc_)mpute the filter
0.15, the jammer is nearly cancelled. Consequently, Figuré:'rs_t' we test the mflue_nce of anter_ma rotatlon_ on the nor-
4 shows that the use of time adaptivity allows one to signif-mal'zed SINRs oflthe. different algorithms. The interferenc
icantly improve the performance of the proposed processing“PSPace dimension is here equaio
when the beams are formed in the jammer DOAs, for power
ful jammers seen in distant sidelobes. Then, we observe th ——— = =
the choice of a second normalized Doppler frequency close t - I
that of the target one seems adequate. On the contrary to t
case where the second beam is formed in the jammer DO/ -101
we observe no improvement of SINR due to the use of time
adaptivity when an orthogonal beam is used (vith= 1.9

51

-6

Figure 4 - Influence of the choice ¢f on the normalized SINR

TPSAP
-151 —+— BDSTAP a priori (Q=1)
—— BDSTAP a priori (Q=2)

g
g
deg) 2 ol —o— BDSTAP (Q=1)
g . . . . £ ~ — BDSTAP (Q=2)
Finally, based on the analysis performed in this Section il C crnmotve
we make the following concluding remarks: e
sl
e Beamforming in the jammer DOAs leads to performanc
which degrade with antenna rotation -3
e Those performance losses can be compensated by u ™ 2 © e @ w0 1 w0 w0 o

rotation speed (deg/s)

of time adaptivity, but the resulting SINR is very de-

pendent on the choice of the Doppler filters normalizedFigure 5 - Normalized SINR of the different STAP algorithnssaa
frequencies function ofw



Primarily, we observe that TPSAP algorithm rapidly degsade with @@ = 1, we note that the SINR after BDSTAP algorithm
when the antenna rotates. It can be explained by two reasonis.greater than after STAP-EVP algorithm even with an high
First, the rotation leads to affecting a non-zero Doppler fr number of samples.
guency, sensor-dependent, to clutter components. Threrefo
clutter mitigation is degraded. Then, making Doppler pro-
cessing before space filtering leads to a spectral leakate of
jamming covariance matrix when the antenne rotates, a€corgh this paper, we have proposed the use of beamspace post-
ing to [13]. Therefore, jamming mitigation is also degraded Doppler STAP in the context of ground-based rotating radar
Secondly, we note that STAP-EVP algorithm is robust to ansystems without jamming alone reference. After having de-
tenna rotation but has performance limited by a low convertailed the principle of the algorithm, we have given design
gence speed (depending on the dimension of the interferenegles for its implementation, based on a performance analy-
subspace, according to [8]). Here, the number of samples is. Finally, we have shown by simulations that the proposed
twice the interference subspace dimension, and therefiere t processing was robust to antenna rotation and has the advan-
normalized SINR is approximately equal & dB. Finally,  tage over other STAP algorithms of a good convergence speed
at small rotation speeds, BDSTAP algorithm with the considand a reduced implementation complexity.
ered parameters leads to better performance than the STAP-
EVP and the TPSAP algorithms. At speeds lower tfian
deg/s, BDSTAP with beams formed in the jammer directions
(called BDSTAP a priori) withQ = 1 and@ = 2 lead to
the best performance in terms of SINR. However, when the
rotation speed increases, we observe a decrease of SINR, sid?]
nificant for@ = 1 and limited for@ = 2. With high rotation
speeds, the best performance are obtained by use of BDSTAP
with orthogonal beams an@ = 1. [3]
Next, in order to compare the convergence speed of BD-
STAP and STAP-EVP algorithms, we now analyze the influ- [4]
ence of the number of samples used for computation of adap-
tive filters. We thus plot in Figure 6 the SINRs as a function
of K for STAP and BDSTAP algorithms with different values [l
of Q. The rotation speed is set 180 deg/s.

6. CONCLUSION
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