Efficient Reinforcement Learning for Humanoid Whole-Body Control
Ryan Lober, Vincent Padois, Olivier Sigaud

To cite this version:
Ryan Lober, Vincent Padois, Olivier Sigaud. Efficient Reinforcement Learning for Humanoid Whole-Body Control. IEEE-RAS International Conference on Humanoid Robots, Nov 2016, Cancun, Mexico. hal-01377831

HAL Id: hal-01377831
https://hal.science/hal-01377831
Submitted on 7 Oct 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Efficient Reinforcement Learning for Humanoid Whole-Body Control

Ryan Lober¹, Vincent Padois¹ and Olivier Sigaud¹

Abstract—Whole-body control of humanoid robots permits the execution of multiple simultaneous tasks but combining tasks can often result in unexpected overall behaviors. These discrepancies arise from a variety of internal and external factors and modeling them explicitly would be impractical. Reinforcement learning can be used to eliminate the effects of the deleterious factors through trial and error but generally requires many trials to converge on a solution. In humanoid robotics such improvidence can be costly. In this paper we show how the efficiency of the learning can be improved through use of Bayesian optimization. This is accomplished by intelligently exploring a model of the latent cost function derived from the quality of the task executions. We demonstrate the efficacy of the technique through two different simulated scenarios where various factors impede the robot from accomplishing its objectives.

I. INTRODUCTION

Humanoids are versatile robotic platforms, which derive their utility from a high degree of redundancy and the ability to interact with their environment. Whole-body controllers exploit this by controlling all degrees of freedom (DoF) simultaneously [1], allowing multiple concurrent tasks to be executed under constraints. Task combinations and sequences can produce complex overall behaviors and are a major step towards real-world applications [2]. Unfortunately, determining the right task(s) for a certain job is a challenging problem [3]. Furthermore, the combination of multiple tasks often generates unexpected/unwanted overall behaviors. These discrepancies can arise from a number of sources, task priorities, loss of Jacobian rank, model/environment constraints and uncertainties, perturbations, etc. For simplicity we will refer to these sources as disturbances.

Considering the innumerable reasons for which a task may fail in a dynamic environment, at the planning stage, is computationally intractable and practically inefficient. One solution to this problem is to use reinforcement learning (RL) [4], [5], [6]. The robot executes its task(s), evaluates them according to one or multiple criteria, and then uses this metric to improve the task(s). This improvement is realized by optimizing the task parameters according to the metric, which in RL literature can be referred to as a reward, score, fitness, or cost — the term, cost, is used in this study. Given the task execution cost, the goal is to minimize this cost by adjusting the task parameters [7], [8]. Given the typically non-convex and non-linear nature of the cost functions, sample based optimization techniques, such as stochastic optimization, are commonly employed¹. These stochastic optimization routines scale well with problem dimensionality but require many task executions to find an optimum, primarily due to the fact that many samples are needed to estimate the cost function gradient [9]. Compounding this, is the fact that the the mapping from the space of the optimization variables, or task parameters, to the space of the cost function is highly non-linear and possibly discontinuous [5].

Executing many trials on a humanoid robot is a time-consuming and possibly dangerous for the robot. Additionally, because stochastic search is unbounded, one has to be careful that the robot does not test overly aggressive and possibly harmful movements during the RL — especially when balancing is involved.

The intent of this study is to provide a straightforward way of improving on these shortcomings. To do so, we present two contributions. Firstly, in Section III-B, we propose a way of evaluating how well a task was executed and indirectly measuring the influence of unpredicted disturbances. This metric is represented by a set of cost functions which enable the appraisal of the quality of task execution. Secondly, in Section III-C, we show that by choosing a more intuitive and low-dimensional task parameterization, we are able to use Bayesian optimization (BO), which has proven to be the technique of choice for optimizing expensive cost functions in few trials [10], as is the case with robotic experimentation [11], [12], [13], [14]. The key benefit of BO is that it models the underlying cost function given a few samples and proposes the next best set of parameters to test which will both minimize the predicted cost and improve the cost function estimation. This procedure quickly and efficiently explores the parameter space for the tasks in a bounded manner.

II. BACKGROUND

In the following section, we provide the requisite background information for this work. An overview of task-based whole-body control is presented, followed by a brief introduction to BO.
A. Whole-Body Control

Whole-body controllers reactively calculate the joint torques necessary to accomplish some set of tasks in either operational-space or joint-space, for all of the DoF of the given robot, while respecting physical constraints. This is done by solving a constrained convex optimization problem at each time step. The objective of the problem is a weighted sum of task errors, and its constraints are the equations of motion, articulation and actuation limits, and contacts. Task errors, are calculated as the difference between the current system accelerations/wrenches and some desired values. These desired values, are generally determined by trajectories. The weight associated with each task error determines its relative priority, with larger weights meaning higher priorities. Alternatively, hierarchical approaches to task priorities can be implemented [15], [16].

B. Bayesian Optimization

BO is a non-linear and non-convex optimization technique, popular in fields where evaluating a cost function is burdensome, as in robotics. As with any optimization, the goal of BO is to minimize a cost function, \( f \),

\[
\omega^* = \arg \min_{\omega} f(\omega),
\]

with optimization variables, \( \omega \). Unlike other optimization techniques, rather than randomly sample the cost function to estimate gradient information, BO constructs a global model of the cost function based on the observed samples \( [\omega_1, \omega_2, \ldots, \omega_n] \in \Omega \) and their corresponding costs, \( [\hat{j}_1, \hat{j}_2, \ldots, \hat{j}_n] \in \hat{j} \). This model, commonly referred to as the surrogate function, is then used to determine the next set of parameters to test, which both minimize the estimated cost and improve the model accuracy.

The tool used to build this model is known as a Gaussian process (GP). For an unobserved optimization variable set, \( \hat{\omega} \), it tells us their predicted cost mean, \( \hat{j}_\mu \), and variance, \( \hat{j}_{\sigma^2} \).

\[
\begin{bmatrix}
\hat{j}_\mu \\
\hat{j}_{\sigma^2}
\end{bmatrix} =
\begin{bmatrix}
K_{\mu}K^{-1}\hat{j}_T \\
K_{\mu\mu} - K_{\mu}K^{-1}K_{\mu}^T
\end{bmatrix} = \mathcal{GP}(\hat{\omega}, \Omega, \hat{j}).
\]

In (2), the \( K \) matrices are determined by evaluating a mean and covariance function over the training and unobserved data. Here we use the zero mean and squared exponential covariance kernel functions [17]. The term \( K \) is the projection of each training datum, \( \omega_i \), into the kernel space, \( K_{\mu} \) is the projection of \( \hat{\omega} \) into the kernel space, and \( K_{\mu\mu} \) is the projection of \( \hat{\omega} \) into a kernel defined by itself. Evaluating (2) is commonly referred to as GP regression and implementation details can be found in [17].

Given the surrogate function, the next step in BO is to determine the optimal set of parameters, \( \hat{\omega}^* \), to sample on the next evaluation of the cost function. To do so, the exploitation and exploration of the surrogate function must be balanced. Simply choosing the minimum predicted value may leave us in a local minimum, and areas of high variance should be explored to improve the surrogate’s accuracy. An acquisition function is therefore used to balance the exploration and exploitation of the knowledge about the cost function [18]. It is a function of the estimated cost means and variances, \( f_{\text{acq}}(\hat{j}_\mu, \hat{j}_{\sigma^2}) \). The terms \( \hat{j}_\mu \) and \( \hat{j}_{\sigma^2} \) are determined by evaluating the GP surrogate function over the entire input space, \( \hat{\Omega} \).

\[
\begin{bmatrix}
\hat{j}_\mu \\
\hat{j}_{\sigma^2}
\end{bmatrix} = \mathcal{GP}(\hat{\Omega}, \Omega, \hat{j}).
\]

To obtain \( \hat{\Omega} \), the search space must be bounded and discretized. This means that the search space grows as \( m^n \), where \( m \) is the number of increments between bounds, and \( n \) is the dimension of \( \omega \in \mathbb{R}^{n \times 1} \). This is the principle limitation of BO. Recently, a method for circumventing this limitation has been proposed in [19], but is not used in this work.

Minimizing \( f_{\text{acq}} \), w.r.t. \( \omega \), we find the next best set of optimization variables to test, \( \hat{\omega}^* \), which balance the exploration and exploitation of \( f \).

\[
\hat{\omega}^* = \arg \min_{\omega} f_{\text{acq}}(\hat{j}_\mu, \hat{j}_{\sigma^2}).
\]

The real cost function of our problem is sampled by evaluating the optimal variable set, \( \hat{\omega}^* \). In robotics, this corresponds to executing the task(s) and calculating their cost. Given this new data, \( \omega^* \), and its cost, \( j^* \), the surrogate is updated\(^3\). The update consists simply of concatenating the new data to the old data and reevaluating (2). The optimization concludes when some problem-dependent convergence criterion is met.

III. METHODS

This section details the technical contributions of this work. We first detail waypoint-based task trajectories used to guide the evolution of tasks. Then we develop a general way of measuring execution quality of tasks. We proceed with the specific BO components necessary to optimize waypoint-based trajectories. Finally, the complete task optimization algorithm is presented.

A. Task Trajectories

Tasks in whole-body control are generally guided by some form of trajectory to ensure smooth movements. In this study, trajectories are generated from a series of waypoints, which represent coordinates of particular importance. Here, we use the variable, \( \xi \), to represent generic task trajectory coordinates. Inherent in these waypoints are the overall objectives of some task; e.g., for a point to point reaching task, the waypoints are given by the start and goal coordinates of the reach. A single waypoint, \( \lambda_i \), with \( n \) DoF, is given by,

\[
\lambda_i = [\xi_1, \xi_2, \ldots, \xi_n]^T
\]

while a set of \( n_\lambda \) waypoints is denoted,

\[
\Lambda = [\lambda_1, \lambda_2, \ldots, \lambda_{n_\lambda}]\;.
\]

A time step, \( t^k \), must be associated to each \( \lambda_i \). This can be done by hand or via some heuristic method. From \( \Lambda \) and \( t^k \), a trajectory can be generated which outputs \( [\xi^T, \xi^T, \xi^T] \) at each time step, \( t \), from \( t^k \) to \( t^k_n \). In this study, the trajectory generation scheme proposed in [20] is used, which is tantamount to basis-spline functions.

\(^2\)Henceforth, the hat symbol, \( \hat{\cdot} \), is used to indicate and unobserved, or unmeasured, variable.

\(^3\)Note the omission of the hat symbol, \( \hat{\cdot} \), indicating that \( \omega^* \) and \( j^* \) have been observed.
in this study, i.e. technique for improving solver convergence and is implemented iteration, similarly to the energy scaling in (10), is an effective we find that scaling where
\begin{equation}
\hat{j}_{\text{goal}}(t) = \gamma(t)\|\epsilon_{\lambda_n}(t)\|^2, \quad (8)
\end{equation}
where $\epsilon_{\lambda_n}(t)$ is the difference between the task's current coordinates and the final waypoint in its trajectory. The term $\epsilon$ is used to represent a generic error term and is not explicitly defined because it's calculation a function of the parameterization used (see Ch. 1 of [21]). The term $\gamma(t)$ is a function which weights the error over time, applying exponentially greater penalties as $t$ exceeds $t^*_{\lambda_n}$, i.e. $\gamma(t) = \left(\frac{t}{t^*_{\lambda_n}}\right)^{10}$. Finally, to avoid energy inefficient tasks, an energy cost is calculated using,
\begin{equation}
\hat{j}_{\text{energy}}(t) = \|\tau(t)\|^2. \quad (9)
\end{equation}
Because $\hat{j}_{\text{energy}}$ is often orders of magnitude greater than the other component costs, it is necessary to scale this term. To do so, we take the maximum value of $\hat{j}_{\text{energy}}^*$ in the first execution of the tasks and use this as a scaling factor, i.e.
\begin{equation}
\hat{j}_{\text{energy}} := \frac{\hat{j}_{\text{energy}}}{\max(\hat{j}_{\text{energy}}^*)}. \quad (10)
\end{equation}
All subsequent task execution energy costs are scaled by the $\max(\hat{j}_{\text{energy}}^*)$ factor from the first execution. The total quality cost, $j_T$, of the tasks is the time averaged sum of (7), (8), and (9),
\begin{equation}
j_T = \frac{\sum_{t=0}^{t_e} [\hat{j}_{\text{tracking}}(t) + \hat{j}_{\text{goal}}(t) + \hat{j}_{\text{energy}}(t)]}{t_e}, \quad (11)
\end{equation}
where $t_e$ is the total duration of the task execution. In practice, we find that scaling $j_T$ for each trial w.r.t. the $j_T$ from the first iteration, similarly to the energy scaling in (10), is an effective technique for improving solver convergence and is implemented in this study, i.e.
\begin{equation}
j_T(i) := \frac{j_T(i)}{j_T(1)}. \quad (12)
\end{equation}

C. Bayesian Task Optimization

Similarly to [22], we implement a Lower Confidence Bounds, or LCB, acquisition function because we are concerned with minimization.
\begin{equation}
\text{LCB}(\hat{\Omega}, \Omega, \hat{j}) = \hat{j} - \sqrt{n} \hat{j}_{\alpha^2}, \quad (13)
\end{equation}
where the term $\kappa$ is calculated using a variant of the no-regret formulation developed in [23], $\kappa = 2 \log \left(0.3 \sqrt{2\pi^2}\right)$. To determine
the convergence of BO, we use the confidence, $C$, of the optimal variable's predicted cost,
\begin{equation}
C = \left(1 - \frac{\hat{j}_{\sigma^2}}{\hat{j}_{\sigma^2}}\right) 100, \quad (14)
\end{equation}
which yields a percentage measure of how sure we are that the optimal variables, $\hat{\omega}^*$, will produce a cost, $\hat{j}_{\sigma^2}$, if executed. Once $C$ is higher than some threshold set by the user the optimization is stopped. This is a valid condition for convergence because the optimization occurs over the entire bounded and discrete search space. Thus any optimum found with sufficient confidence is a global optimum [10]. Using $C$ for our convergence criterion eschews the need to choose a minimum change in cost for convergence. This is convenient because such criteria are often arbitrary or non-trivial to calculate.

The optimization variables, $\omega$, must be selected from the trajectory waypoint data, $\Lambda$ and $t^\lambda$, by the user. For instance, consider the following trajectory waypoints,
\begin{equation}
\Lambda = [\lambda_1 \lambda_2 \lambda_3]^T, \quad t^\lambda = [t_1^\lambda \ t_2^\lambda \ t_3^\lambda]^T, \quad (15)
\end{equation}
depending on the meaning of these waypoints, we may not wish to modify them. However, for waypoints which do not represent strict goal coordinates for the task, we may have the liberty to modify their values and times. In the case of (15), we could chose to optimize the vector $\omega = [\lambda_1^T, t_2^T]$. Alternatively we could add an “optimization” waypoint to the set, $\omega = [\xi^T, t'_1]^T$, which could be picked from the trajectory at time, $t'$.
\begin{equation}
\Lambda = [\lambda_1 \lambda_2 \xi \lambda_3]^T, \quad t^\lambda = [t_1^\lambda \ t_2^\lambda \ t' \ t_3^\lambda]. \quad (16)
\end{equation}

To bound the BO search space we find that the minimum and maximum values for each DoF of $\Lambda$ and $t^\lambda$,
\begin{equation}
\hat{\Omega} = \left[\min\left(\left[\Lambda, t^\lambda\right]\right), \max\left(\left[\Lambda, t^\lambda\right]\right)\right], \quad (17)
\end{equation}
provide a good rule-of-thumb first choice. The space between these bounds is then discretized. The grid size used for discretization depends on the coordinate systems being used. For Cartesian waypoints, we estimate that our robot is no more accurate than 2cm so we use a 3cm grid size. For the time coordinates, we use some fraction of the movement duration e.g. $\frac{t_{\text{max}}}{n_g}$, where $n_g$ is the number of desired grid steps along $t^\lambda$. Finally, the search space is scaled to $[0,1]$ in each dimension to improve the cost function approximation. This is a common technique in machine learning known as feature scaling.

The overall whole-body task optimization framework is summarized by Algorithm 1. Given a set of tasks, their component costs, (7), (8), and (9) are computed during execution. Once finished, $j_T$ is evaluated using (11). If the quality cost indicates a failure of the robot to achieve its goals, BO is initialized with the waypoint variables selected for $\omega$ and their resultant $j_T$. The BO then proposes a new set of waypoint variables to test, $\hat{\omega}^*$, which should decrease the cost of the task and improve the approximation of the latent cost function. The optimization waypoint variables, $\omega$, are then replaced with $\hat{\omega}^*$ and the tasks are executed on the robot. Using the quality cost, $\hat{j}_{\sigma^2}$, of the new variables, the BO update can be performed. This optimization loop is iterated until the BO confidence, $C$, is greater than 99%.
Algorithm 1 Task Optimization Algorithm

1: given $\Lambda$ and $t^\Lambda$, generate trajectory
2: execute tasks
3: calculate quality cost $j_T$ (11)
4: select optimization waypoint data $\omega$ (15) & (16)
5: determine optimization bounds (17)
6: while $C < 99\%$ do
7: update BO with $\omega$ and $j_T$ (4)
8: solve for $\omega^*$ and $C$
9: $\omega := \omega^*$
10: execute tasks
11: calculate quality cost $j_T$
12: end while

IV. SIMULATIONS

In this section, we detail the experimental setups of two simulated scenarios. The objective of these tests is to show how a variety of complex factors can degrade the overall behavior of the robot, and by optimizing for the task quality, we are able to correct for these factors. All simulations are executed in the Gazebo [24] environment using the ODE physics engine and a real-time clock\(^4\). A simulation of the humanoid robot, iCub, is used as the test platform. The first scenario provides a demonstration of the overall task optimization framework using a toy obstacle avoidance scenario. In the second, more complex, scenario a set of dynamically incompatible tasks, actuator limits, and environmental interactions generate a complicated set of factors which degrade the robot’s ability to perform its desired tasks. In both tests, we explicitly prevent the use of environmental information for the RL. The code for this study is open access and can be downloaded from: https://github.com/rlober/humanoids-2016.

A. Obstacle Avoidance

In this toy example, the goal is to illustrate the key components of the task optimization. The root link of the robot is fixed to isolate task disturbances to the presence of the obstacle and remove any possible issues due to maintaining balance. The robot is given a trajectory for its right hand Cartesian task from the hand’s starting position to a point 25cm above it with the following waypoints,

$$
\Lambda = \begin{bmatrix} z_{\text{start}} & z_{\text{goal}} \end{bmatrix}, \quad t^\Lambda = \begin{bmatrix} t_{\text{start}} & t_{\text{goal}} \end{bmatrix},
$$

where $z_{\text{start}} = 0.0m$, $z_{\text{goal}} = 0.25m$, $t_{\text{start}} = 0$s, and $t_{\text{goal}} = 2.5$s. The $x$ and $y$ axes of the task frame are constrained to force the robot to move in a straight line along the $z$-axis preventing the robot from moving around the obstacle. Full-body and torso posture tasks are used to keep the robot in an upright posture and avoid unactuated limbs.

The robot must optimize the right hand Cartesian task to avoid an obstacle, of which it has no knowledge or perception. Furthermore, because we cannot modify the right hand task waypoints, an optimization waypoint is inserted into (18),

$$
\Lambda^\prime = \begin{bmatrix} 0.0 & z' & 0.25 \end{bmatrix}, \quad t^{\Lambda^\prime} = \begin{bmatrix} 0.0 & t' & 2.5 \end{bmatrix}.
$$

Here, $t'$ is taken as the median time of the movement, 1.25s, and $z' = \xi(t') = 0.12m$. This waypoint is then used as the initial optimization variable data for Algorithm 1. $\omega = [z', t']^T = [0.12, 1.25]^T$. The objective variable, $\omega$, is in $\mathbb{R}^{2\times1}$, so the surrogate function mean within the BO may be visualized. The task execution is terminated if the hand has reached its goal location to within 3.0cm or the movement has exceeded 10.0s in total duration. At exactly 1.0s, an obstacle is inserted into the path of the robot’s hand trajectory at $z = 0.12$m; however, this information is not used in any way during the task optimization. This obstacle is a 1.0cm thick flat plate.

B. Moving a Heavy Weight

The aim of this simulation is to show how the task optimization can compensate for a complex combination of factors which impair the overall behavior of the robot. In this example, the robot is standing on a flat surface and maintaining balance, while trying to move a 1.0kg cube from its starting point to a target location on a flat table. The feet are not fixed to the ground. The cube is affixed to the right hand and its mass is greater than the maximum effective payload of the iCub’s right arm, which is approximately 0.5kg when fully extended. An orientation task is used to maintain the cube’s bottom surface parallel to the table top. Balance is achieved through a Center of Mass (CoM) position task, the objective of which is to maintain the CoM’s ground projection in the center of the support polygon defined by the convex hull of feet contacts. A torso Cartesian task along with a full-body posture task keep the robot upright. Qualitatively, the principle sources of task quality degradation are the heavy payload, which the actuators of the right arm are incapable of correctly supporting, and the conflict between the right hand task and the overall balance of the robot. Task execution is terminated if the cube has reached its goal location to within 3.0cm or the movement has exceeded 15.0s in total duration.

The right hand trajectory consists of three waypoints, at the start, middle, and goal of the movement, $\Lambda = [\lambda_{\text{start}}, \lambda_{\text{mid}}, \lambda_{\text{goal}}]$, and $t^\Lambda = [t_{\text{start}}, t_{\text{mid}}, t_{\text{goal}}]$. The middle waypoint is chosen at 5.0cm above the table to avoid dragging the cube, and is also selected as the optimization variable, $\omega = [\lambda_{\text{mid}}^T, t_{\text{mid}}]^T$. The optimization bounds are restricted in this simulation, to a hyperrectangle centered at $\omega$. The bounds are given by $\omega \pm [0, 0.05, 0.05, 0.02]^T$. We restrict the search space in this example to prevent the robot from exploring movements which would cause it to fall, to more accurately mimic a real-world reinforcement learning experiment.

V. RESULTS

This section presents the results for the test simulations described in Sec. IV. For both tests, the time of an optimization iteration is equal to the time it takes to complete an execution, which is limited in both simulations to 10s and 15s respectively, plus the time it takes to compute the BO update, which never exceeds 1.0s. The BO update occurs in parallel to the task executions and takes far less time to compute than the robot does.

\(^4\)All simulations are run on a computer with an Intel® Core™ i7-4900MQ CPU, with a 2.80GHz clock.
to reset itself for another trial. Recordings of these simulations can be found in the submission’s accompanying video.

A. Obstacle Avoidance

In Fig. 2, the main results of the simulation are presented. Figures 2(b) and 2(d) show that the original task execution fails due to the yellow obstacle impeding the movement of the hand. After 7 optimization iterations, it can be seen in Figs. 2(c) and 2(d) that the optimized trajectory moves the hand quickly enough to avoid the obstacle and attain its goal. One of the key things to note in Fig. 2(d) is that the optimal waypoint found for this task actually generates a trajectory outside of the robot’s workspace. This has the effect of creating strong accelerations in the beginning of the movement allowing the robot to avoid the obstacle. Normally such a trajectory would generate dangerous movements, but the whole-body controller does not execute the infeasible portions of the trajectory because they violate the control constraints and conflict with the other tasks. This can be seen in Fig. 2(d) where the real task trajectory, \( z_{\text{real}}^* \), only partially follows the reference, \( z_{\mu}^* \). This is interesting because the optimized trajectory is more counterintuitive than the original trajectory, yet it is an effective solution to this problem.

In Fig. 3, the BO surrogate function mean, \( \hat{J}_{\mu} \), is plotted. Here, we observe that the cost landscape generated by this disturbance scenario is most elevated after the obstacle insertion time and below the \( z \)-height of the obstacle. This is logical because any waypoint in this region of the search space would result in a failure to reach the goal. Each sample of the real cost function is indicated by a green dot, and represents a task execution. The blue dot shows the optimal value found by BO with high confidence and corresponds to the optimal waypoint shown in Fig. 2(d).

B. Moving a Heavy Weight

In Fig. 4, the original and optimized task executions for this example are shown. Although the differences are imperceptible in these still frames, the robot manages to attain the desired weight target to within 3.0cm of error, as shown by Fig. 4(d). After 11 task trials, the robot learns how to accomplish its objectives by placing the middle waypoint closer to the goal and sooner in the trajectory resulting in a task trajectory with higher initial accelerations. These accelerations increase the task error term and consequently the optimal torques needed to accomplish it. This causes the whole-body controller to preferentially accomplish the hand task and deviate the CoM task. Task equilibrium is reestablished at the end of the hand movement when the velocities and accelerations go to zero. This solution is quite intuitive to anyone who has moved a heavy object; however, it would be difficult to plan such a dynamic movement.

VI. CONCLUSION

Whole-body control can exploit the utility of humanoid robots to the fullest through multi-tasking; however, there is no guarantee that they will be executed properly due to task priorities, model/environment constraints and uncertainties, perturbations, etc. Accounting for these factors directly would be computationally untenable, and in this article, we showed how RL can be used correct such issues in an efficient manner.
Fig. 4: This figure shows the original and optimized tasks for the “Moving a Heavy Weight” simulation detailed in Sec. IV-B. In 2(c) it can be seen that the robot comes up just short of its goal location. By optimizing the middle waypoint of the task, the robot is able to accelerate more at the beginning of the movement, building up sufficient inertia to reach its goal within the acceptable error, as demonstrated by Fig. 4(d).

First it was demonstrated how to calculate the quality of task execution through a few simple cost functions. This metric measured how various disturbances affected the task executions without explicitly modeling them. Second by using the task trajectory waypoints as parameters, it was shown how BO could minimize the task quality cost and compensate for unexpected/unwanted behaviors. Via two different scenarios, the efficacy of this technique was demonstrated by solving complex problems in very few trials. We believe this to be a promising step towards more robust and effective RL on systems with little margin for error, such as humanoids.

Unfortunately, Bayesian optimization suffers from the curse of dimensionality and beyond 8 optimization variables we will quickly run out of memory. Therefore, the first course of action is to explore ways of eliminating the need to discretize the BO input space and use local search techniques instead. This would enable the method to be extended to higher dimensional tasks, such as those in the joint-space.
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