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ABSTRACT:

LIDAR sensors are widely used in mobile mapping systems. The mobile mapping platforms allow to have fast acquisition in cities for
example, which would take much longer with static mapping systems. The LIDAR sensors provide reliable and precise 3D information,
which can be used in various applications: mapping of the environment; localization of objects; detection of changes. Also, with the
recent developments, multi-beam LIDAR sensors have appeared, and are able to provide a high amount of data with a high level of
detail.
A mono-beam LIDAR sensor mounted on a mobile platform will have an extrinsic calibration to be done, so the data acquired and
registered in the sensor reference frame can be represented in the body reference frame, modeling the mobile system. For a multi-
beam LIDAR sensor, we can separate its calibration into two distinct parts: on one hand, we have an extrinsic calibration, in common
with mono-beam LIDAR sensors, which gives the transformation between the sensor cartesian reference frame and the body reference
frame. On the other hand, there is an intrinsic calibration, which gives the relations between the beams of the multi-beam sensor. This
calibration depends on a model given by the constructor, but the model can be non optimal, which would bring errors and noise into
the acquired point clouds. In the litterature, some optimizations of the calibration parameters are proposed, but need a specific routine
or environment, which can be constraining and time-consuming.
In this article, we present an automatic method for improving the intrinsic calibration of a multi-beam LIDAR sensor, the Velodyne
HDL-32E. The proposed approach does not need any calibration target, and only uses information from the acquired point clouds,
which makes it simple and fast to use. Also, a corrected model for the Velodyne sensor is proposed.
An energy function which penalizes points far from local planar surfaces is used to optimize the different proposed parameters for the
corrected model, and we are able to give a confidence value for the calibration parameters found. Optimization results on both synthetic
and real data are presented.

1. INTRODUCTION

Light Detection and Ranging (LIDAR) sensors are useful for many
tasks: mapping (Nuchter et al., 2004), localization (Narayana
K. S et al., 2009) and autonomous driving (Grand Darpa Chal-
lenge, 2007) are some of the tasks where LIDAR sensors are use-
ful. Multi-beam LIDAR sensors give data with a high density of
points and are more precise than mono-beam sensors: they are
also evolving fast, and become cheaper with time. To give accu-
rate data, multi-beam sensors have an intrinsic calibration which
needs to be done: generally, this calibration depends on the ge-
ometric disposition of the beams in the sensor. The calibration
follows a model, which is given by the constructor: the model
can be corrected in order to give more precise data.
The different representations of each acquired point are illus-
trated with figure 1, with the different reference frames. The
intrinsic calibration describe the transformation of the acquired
from spherical coordinates to cartesian coordinates, referenced in
the same reference frame. The optimization we are speaking of
consists in finding some additionnal parameters for each beam of
the LIDAR sensor. A beam is set as a reference, and we optimize
the intrinsic calibration parameters of the other beams regarding
this reference. The procedure is described with more details in
section 3..
In this article, we will call calibration of the sensor the intrinsic
calibration of the multi-beam LIDAR sensor: the intrinsic cali-
bration of the sensor allows to have data correctly referenced in
the cartesian sensor reference frame. The solution we propose is,

Figure 1. Geo-referencement of the data

after the acquisition, to estimate the parameters of the calibration
that give the ”best” - depending on some criteria - point cloud.
We present an unsupervised calibration method for multi-beam
LIDAR sensors, which does not need any calibration target.

This paper is organized as follow: in section 2., we present the
state of the art concerning the algorithms for the intrinsic calibra-
tion of multi-beam LIDAR systems. Section 3. presents our opti-
mization methods for the intrinsic calibration parameters. Section
4. shows some experimentation results obtained with our algo-
rithm. Finally, section 5. finally gives a conclusion to this paper.



2. RELATED WORK

Figure 1 shows our mobile mapping system, with a LIDAR sen-
sor mounted on the roof which is the Velodyne HDL-32E: we
give its specificities in section 3.. The figure also gives the differ-
ent representations of an acquired point by the mapping system.

• Raw data are acquired by the multi-beam sensor mounted
on the Vehicle, which are the distance of the point acquired
to the sensor and two angles.

• The raw data can be expressed in the Cartesian reference
frame of the sensor: this is done using the intrinsic calibra-
tion parameters of the sensor.

• The extrinsic calibration gives the geometric transformation
between the sensor and the IMU - which are mounted on the
mobile platform - and is needed to have coordinates regis-
tered in the navigation reference frame. There are six pa-
rameters to retrieve, three rotations and three translations.

• The data can also be geo-referenced by applying the trans-
formation between the navigation reference frame and the
world reference frame to these data. This transformation is
given by the fusion of data from many sensors embedded on
the vehicle, such as an IMU and a GPS.

The calibration of a LIDAR sensor is an important task, whether
it has many beams or not. It allows the sensor to give correctly
referenced data during the process of acquisition, which is nec-
essary for many tasks, such as point clouds segmentation (Serna
and Marcotegui, 2014) for example. In this section, we will talk
about some of the intrinsic calibration techniques for multi-beam
LIDAR acquisition systems.

Multi-beam LIDAR sensors can be separated into two categories:

• Sensors made of several mono-beam LIDAR sensors, for
which the data are fusionned and which provide 3D infor-
mation with a specific calibration routine, such as the riegl
sensor (Riegl LIDAR sensor datasheet, 2015).

• Multi-beam LIDAR sensors such as the Velodyne (Velodyne
site web, 2015) or the quanergy (Quanergy product page,
2015).

Because mono-beam LIDAR sensors may be cheaper than multi-
beam, some 3D mapping system are constructed around several
mono-beam sensors. These sensors also need to be calibrated,
and some automatic algorithm exist. This is for example the case
in (Sheehan et al., 2012), where the authors propose an automatic
method for the self-calibration of a 3D-laser. The 3D laser is
made of 3 mono-beam LIDARs SICK LMS-151 placed on a ro-
tating plate, and for the self-calibration of the sensor, he measures
the quality of the acquired point clouds and corrects the calibra-
tion parameters in consequence.
In (Lin et al., 2013), another automatic optimization for the cali-
bration of a self-made multi-layer LIDAR sensor is proposed. He
mounted a single-layer HOKUYO UTM-30LX LIDAR sensor on
a pan-tilt unit, and estimated the new parameters induced by the
pan-tilt unit by correcting the structure of planar surfaces which
were not correctly planar with bad calibration parameters.

In this section, we will talk about the existing work on the intrin-
sic calibration of Velodyne sensors, first because these sensors
are widely popular since 2007, but also because this is the kind of
sensor we used for our experimentations. The Velodyne sensors
appeared recently - around the year 2007 -, but we already can
find some calibration techniques which are specific to this kind of

sensor. Indeed,(Glennie and Lichti, 2010) and (Muhammad and
Lacroix, 2010) propose an optimization of the intrinsic parame-
ters for the 64-beam version, and (Chan and Lichti, 2013) pro-
poses an intrinsic calibration for the 32-beam model. In (Glennie
and Lichti, 2010) and (Muhammad and Lacroix, 2010), the au-
thors use a particular calibration environment to optimize the in-
trinsic parameters, which contains many planar walls: these walls
are extracted from the acquired point cloud, and their structure
is corrected in order to optimize the calibration parameters. In
(Chan and Lichti, 2013), the optimization of the intrinsic param-
eters is done statically, by using environment information such as
planar wall and vertical cylinders. In (Chan and Lichti, 2015), the
authors propose an extension of the method presented in (Chan
and Lichti, 2013): they also correct the intrinsic calibration pa-
rameters in a kinematic mode, by correcting planar walls and
culinders extracted from the point clouds.
In (Huang et al., 2013), the authors propose a full extrinsic cali-
bration of a system made of a Velodyne 64 beams LIDAR sensor
and an infra-red camera: they also optimize some intrinsic cali-
bration parameters of the LIDAR sensor. They use a calibration
target, and with the infra-red images, they have the impacts of the
LIDAR sensor on the target. In (Atanacio-jiménez et al., 2011),
the authors present an automatic algorithm to optimize the intrin-
sic and extrinsic parameters of a Velodyne HDL-64E sensor. A
corrected model for the intrinsic parameters is proposed and the
parameters are optimized to fit the model. All the optimization
are done by using a calibration target.
Finally, there is also another optimization for the intrinsic cali-
bration parameters which is proposed in (Levinson and Thrun,
2010). For the optimization, the authors defined an energy func-
tion which penalizes points that are far away from planar surfaces
extracted from the acquired data. For the intrinsic optimization,
the authors start from an initial estimate, and iteratively compute
values of their energy function by modifying the concerned in-
trinsic parameters in the neighborhood of the initialization. They
use a grid search to optimize the parameters and reduce the size
of the neighborhood at each iteration. The main problem is that
the minimization can be long if a high precision is required. Also,
because the neighborhood is a discrete space, it is possible not to
reach the optimal solution.

To optimize the calibration parameters of the multi-beam sen-
sor, we use an energy function which only needs information ex-
tracted from the acquired point clouds. No calibration target is
used, and the process is unsupervised. The defined energy func-
tion is also minimized iteratively, as it is explained in section
3.. However, the differences with respect to existing methods
are manyfold:

• First, the energy is defined as the sum of the squared dis-
tance of each points to the closest plane it should belong to,
and its expected optimal (minimum) value is related to the
global covariance of the point cloud noise.

• We also introduce in the energy weights which exploit the
local planarity of data.

• Our method leads to a more accurate calibration for the point
cloud, and does not need a precise initialization.

• The numerical resolution is faster than existing methods,
and is done in acceptable times.

• We give an analysis of the precision obtained for the cali-
bration parameters with the resolution.

3. PROPOSED OPTIMIZATION METHOD

To do our acquisitions, we have a mobile mapping system, pre-
sented in figure 1. It is equipped with many sensors to precisely



Figure 2. Side-view of a planar surface

get its absolute position during the acquisitions: a BEI DHO5S
odometer and an iXBlue LANDINS IMU are used to precisely
follow the motion of the vehicle; a Novatel FlexPak 6 GPS is
used to retrieve the global position of the vehicle when possi-
ble. There is also the multi-beam LIDAR sensor, the 32-beam
Velodyne, which is mounted on top of the vehicle, as shown on
figure 1. The Velodyne sensor provides up to 700 000 points/s,
and covers a vertical field of view of 40◦ - from -8◦ to 32◦ - and
an horizontal field of view of 360◦. Also, we know the vehicle
global pose at each control point, given by the frequence of the
fusion IMU+GPS, which is 100 Hz. For our need, we only use
the Multi-beam sensor to acquire data, and for geo-referencing
the data, we use information given by the proprioceptive sensors:
the global position of the vehicle is retrieved by fusioning data
from the IMU and the GPS. For the optimization of the intrin-
sic calibration parameters, we assume that the localization of the
vehicle is properly provided by the navigation sensors presented
before.

The points in a point cloud come from the combination of the
acquisitions of each beam of the multi-beam LIDAR sensor: dur-
ing the motion of the vehicle, adjacent beams on the sensor will
acquire at different times points that belong to the same surface.
Figure 2 shows the expected result: with a wrong calibration,
points acquired by neighbor beams will not be co-linear, where
with a good calibration, lines of points acquired by close beams
will overlap. For the optimization of the intrinsic parameters, we
suppose that the extrinsic calibration parameters are already op-
timized: the optimization is done with the algorithm presented
in (Nouira et al., 2015), where an optimization method for the
extrinsic parameters is detailed.

3.1 Definition of the energy function

To optimize the calibration parameters, we want to consider points
which belong to planar surfaces and exploit the previous obser-
vation, which is that these surfaces are not exactly planar with a
wrong calibration. We start with an initial calibration, and only
use information extracted from the point clouds. We do not use
any information on the point cloud beforehand, and relie on in-
formation obtained during the optimization: no particular data is
needed, we suppose that with the density of the LIDAR sensor,
points belong to locally planar surfaces. Eq. (1) gives the energy
function we defined to optimize the calibration parameters:

J(R, T ) =

∑B
i=1

∑i+N
j=i−N

∑
k wi,j,k ∗ d2i,j,k(R, T )∑B

i=1

∑i+N
j=i−N

∑
k wi,j,k

(1)

where: di,j,k(R, T ) = ni,k · (pi,k(R, T )−mj,k(R, T ))
pi,k(R, T ) = Rnav(p′i,k) ∗ (R ∗ p′i,k + T ) + Tnav(p′i,k)
mj,k(R, T ) = Rnav(m′j,k) ∗ (R ∗m′j,k + T ) + Tnav(m′j,k)

In equation 1, the other terms are:

• B is a sample of the Velodyne sensor beams, with B ⊂
J0; 31K

• N is half the number of neighbor beams to beam i taken into
account

• k iterates on a subset of the points of beam i

• wi,j,k is a weight, which value is 1 depending on a threshold
on the distance between points pi,k and mj,k.

• ni,k is the normal at point pi,k to the tangent plane to point
pi,k.

• pi,k and mj,k are respectively the kth point of beam i, pro-
jected in the global reference frame and its nearest neighbor
on beam j, also projected in the same reference frame.

• p′i,k and m′j,k are respectively the kth point of beam i, pro-
jected in the sensor coordinate frame and its nearest neigh-
bor on beam j, also projected in the same coordinate system.

• Rnav and Tnav are respectively the rotation matrix and trans-
lation vector from the navigation reference frame to the global
reference frame. These matrix and vector depend on the
time of the acquisition, thus they change from a point to an-
other.

• The energy we defined has a relation to physics: indeed,
the energy unit is a square distance (m2), since it is a sum
of squared distances between two points. We suppose that
the point cloud contains some noise coming from various
sources - motion of the vehicle; errors from the navigation
system; errors from the LIDAR sensor -, and that for each
point taken into account in the calculation of the energy J,
this noise is independent, centered, reduced and follows a
normal distribution: with these hypothesis, the energy J fol-
lows a chi-squared distribution. Energy J gives an estimate
of the variance σ2 of the point cloud noise when Nt is big
enough.

In this section, we will present the optimization of the intrinsic
calibration parameters. The optimization of the energy will be
detailed.

3.2 Optimization of the calibration parameters

For the intrinsic parameters optimization, we use the energy J
defined in (1). Figure 3 gives an illustration of the acquisition of
data. Indeed, the Velodyne HDL-32E is composed of 32 beams,
which are placed on the same vertical plane. On figure 3 a), there
is an example with 2 fibers. The fiber 15 is called ”reference”: we
choose it as a reference because its vertical angle is equal to zero.
For each acquisition, the sensor gives the following informations:

• The vertical angle φi of each beam, regarding the reference
fiber.

• The distance ρi,k between the origin of fiber i and the ac-
quired point k.

• The horizontal angle θi, which is introduced by the motion
of the sensor.

The intrinsic calibration of the Velodyne 32-beams can be repre-
sented with three equations, which transforms the spherical co-
ordinates of each acquired point into cartesian coordinates. The
three equations for a point p’ acquired by a fiber i at time t are
given in equation (2):

p′i(t) =

x(t)
y(t)
z(t)

 =

 ρi(k) ∗ cos(θi(t)) ∗ cos(φi)
−ρi(k) ∗ sin(θi(t)) ∗ cos(φi)

ρi(k) ∗ sin(φi)

 (2)



We want to correct the model for the intrinsic calibration pre-
sented in equation (2). Indeed, the model used by the constructor
supposes that the sensor is perfect. We choose the following cor-
rected model for each beam, which was presented in (Chan and
Lichti, 2013):

• Between each beam, it is supposed that there is the same ver-
tical angle separation. We add an offset δφi on each vertical
angle φi to correct little errors which could exist.

• All the beams are supposedly placed on the same vertical
plane. An error of alignment can exist, and we add an offset
δθi on the horizontal angle θi.

• We add an offset δρi on the distance ρi(k) between the ori-
gin of beam i and the acquired point k.

• Finally, all the beams are supposed to have the same origin,
which is not obvious. We add a little vertical offset for each
beam, which takes into account small errors due to differents
origins.

All of the offsets we added to equation 2 give a new intrinsic
transformation:

p′i(t) =

 (ρi(k) + δρi) ∗ cos(θi(t) + δθi) ∗ cos(φi + δφi)
−(ρi(k) + δρi) ∗ sin(θi(t) + δθi) ∗ cos(φi + δφi)

(ρi(k) + δρi) ∗ sin(φi + δφi) +Hz,i


A linearization at the first order gives the following equations for
point p′i:

p′i,k(t) = p′1,i,k(t) + p′2,i,k(t) ∗ δρi + p′3,i,k(t) ∗ δθi
+ p′4,i,k(t) ∗ δφi + p′5,i

(3)

where:

p′1,i,k(t) =

 ρi(k) ∗ cos(θi(t)) ∗ cos(φi)
−ρi(k) ∗ sin(θi(t)) ∗ cos(φi)

ρi(k) ∗ sin(φi)


p′2,i,k(t) =

 cos(θi(t)) ∗ cos(φi)
−sin(θi(t)) ∗ cos(φi)

sin(φi)


p′3,i,k(t) =

 ρi(k) ∗ cos(θi(t) + 90) ∗ cos(φi)
−ρi(k) ∗ sin(θi(t) + 90) ∗ cos(φi)

ρi(k) ∗ sin(φi)


p′4,i,k(t) =

 ρi(k) ∗ cos(θi(t)) ∗ cos(φi + 90)
−ρi(k) ∗ sin(θi(t)) ∗ cos(φi + 90)

ρi(k) ∗ sin(φi + 90)


p′5,i =

 0
0

Hz,i


Then, for the calculation of these offsets (which are unknown),
we first choose a fiber as a reference: this way, we reduce the
number of degrees of freedom of the system, which allows us to
find a unique solution for these offsets.The fiber chosen as a ref-
erence is the fiber 15 of the velodyne, which has a vertical angle
of 0◦. We then use the linearization of equation (1) to optimize
our intrinsic parameters: in total, there are 4 ∗ 31 = 124 param-
eters to optimize. In the equation, these parameters appear in the
terms p′i,k and m′j,k. We then have a linear least squares problem
to solve, with the objective function:

S(δXint) =

B∑
i=1

i+N∑
j=i−N

∑
k

wi,j,k ∗ (Bi,j,k +Ai,j,k · δXint)
2

(4)

Figure 3. Description of the intrinsic parameters for the Velodyne
sensor

where:

δXint = ([δρi δθi δφi Hz,i]i∈J0,31K\15)T

Bi,j,k= ni,k·

 Tnav(p′i,k) − Tnav(m′j,k)

+
(
Rnav(p′i,k) ∗ (R(α, β, γ) ∗ p′1,i,k + T (tx, ty, tz))

)
−

(
Rnav(m′j,k) ∗ (R(α, β, γ) ∗m′1,j,k + T (tx, ty, tz))

)


Ai,j,k= ni,k·



0J1,4∗iK,1
Rnav(p′i,k) ∗R(α, β, γ) ∗ p′2,i,k
Rnav(p′i,k) ∗R(α, β, γ) ∗ p′3,i,k
Rnav(p′i,k) ∗R(α, β, γ) ∗ p′4,i,k

Rnav(p′i,k) ∗R(α, β, γ) ∗
[
0 0 1

]T
0J1+4∗(i+1),4∗jK,1

Rnav(m′j,k) ∗R(α, β, γ) ∗m′2,j,k
Rnav(m′j,k) ∗R(α, β, γ) ∗m′3,j,k
Rnav(m′j,k) ∗R(α, β, γ) ∗m′4,j,k

Rnav(m′j,k) ∗R(α, β, γ) ∗
[
0 0 1

]T
0J1+4∗(j+1),124K,1


i and j 6= 15

In eq. (4), we have i < j, otherwise the p′i and m′j terms are
inverted, and i > 0 and j < 31; if not, the null vectors are not
needed.
The solution which minimizes the objective function (4) is the
solution of the following linear system:

Cint × δXint = −Vint (5)

with:{
Cint =

∑B
i=1

∑i+N
j=i−N

∑
k wi,j,k ∗Ai,j,k ∗AT

i,j,k

Vint =
∑B

i=1

∑i+N
j=i−N

∑
k wi,j,k ∗Bi,j,k ∗Ai,j,k

3.3 Validity of the calibrations

We defined in the previous sections an energy function that, with
an optimization process, should give better calibration parame-
ters for our points clouds. We discuss in this section about the
condition that validate a calibration obtained with our optimiza-
tion process. The value of the energy J should be small enough,
under a threshold: as said in section 3.1, our energy follows a
chi-squared distribution. A validation threshold at 97% is 3σ2,
with σ2 the variance of the point cloud noise. For example, for



real data, the noise comes from different sources; with our mo-
bile mapping system, we have a good precision, with a standard
deviation for the noise around 5cm. It gives us a threshold of
around 75 cm2 for the value of energy J, in order to validate the
calibration process.

We also define an error value for each category of intrinsic pa-
rameter, to characterize the difference between each offset of an
intrinsic parameter and the associated ground truth when known.
The error is the sum of the squares of the final offsets for the
intrinsic parameters, which gives:


∆ρ =

∑31
i=0/i 6=15(δρi)

2

∆θ =
∑31

i=0/i 6=15(δθi)
2

∆φ =
∑31

i=0/i6=15(δφi)
2

∆Hz =
∑31

i=0/i 6=15(δHz,i)
2

(6)

In the ideal case, these errors should be close to 0 for each pa-
rameter. For a real point cloud, these errors should be small.

4. EXPERIMENTAL RESULTS

In this section, we will only present different calibration results
on 3 point clouds: 1 is simulated, and 2 come from an acquisi-
tion in a real urban area. We tested the optimization on others
simulated and real data, and obtained the same results in general.

4.1 Data used for the optimizations

The simulated data used is point clouds which represent an ac-
quisition in a urban area. The environment is made of vertical -
to represent walls and façades - and horizontal - the ground, rep-
resenting the road - planes. This data are used to validate our
algorithms: indeed, for this kind of point cloud, we know the
ground truth, which are the optimal intrinsic calibration param-
eters. To validate our optimization, some error is added to each
calibration parameter that we want to retrieve, and the expected
result is to have the δX as close to zero as possible. The sim-
ulated data which is made of 5 million points has the following
features: Point cloud #1, which is presented in figure 4, is made
of a ground and two vertical planes. The vehicle is doing a turn,
and there is no variation of altitude in this point cloud.

The real data come from two different acquisitions, one in the
city of Montbeliard, and the other in the city of Dijon, both in
France. They are used to show some optimization results on data
acquired in different environments:

• Point cloud #2, presented in figure 5 is a point cloud, part
of an acquisition in the city of Montbeliard, in France. The
point cloud presented contains some turns, several façades
and a small variation of altitude. The point cloud is made of
10 million points.

• Point cloud #3, presented in figure 6 is a point cloud, part
of an acquisition in the city of Dijon, in France. This time,
there is no turn during the acquisition, several façades and
a little variation of altitude. The point cloud is made of 5
million points.

4.2 Datasets

In our experiments, we use the same information for both data,
simulated and real. We have raw information from the sensor,
which is composed of:

Figure 4. Point cloud #1

Figure 5. Point cloud #2

Figure 6. Point cloud #3

• the position and orientation of the vehicle at a frequence of
100 Hz. This is the position of the IMU in the world refer-
ence frame, fused with other information from propriocep-
tive sensors, such as the GPS and the odometer.

• the coordinates of each acquired point in the spherical coor-
dinate system of the sensor reference frame. Since we are
optimizing the intrinsic calibration parameters, these data
are necessary.

• the ”beam” which acquired each point, since we work with
a multi-beam sensor.

These information give us the position of the vehicle and its tra-
jectory with a good observability: indeed, we only work on the
calibration parameters of the acquisition system, and to have a
well reconstructed point cloud at the end of the optimization, we
need to precisely know the trajectory of the vehicle.

4.3 Implementation and algorithm parameters

The algorithm we presented was implemented in C++. The EIGEN
library (Eigen library, 2015) was used for all the operations on
matrices or vectors, and the FLANN library (FLANN library,
2015) (Fast Library for Approximated Nearest Neighbor) was
used for the nearest neighbors search. The different algorithms
run on a computer with a Windows 7 - 64 bits OS, 32 GB of RAM
and an intel core-i7 processor, with a clock up to 2.80 GHz.
Our algorithm was tested with synthetic and real urban data: for
the synthetic data, the parameters were known precisely. For the
real data, we have the simplified intrinsic calibration model, and
we want to find little biases which correct the model. For both
data, we started with initial intrinsic biases, arbitrarily chosen. In
our algorithm, we have some parameters to set. We start with sub-
sampling the data about 1 point out of 3, because the point clouds
have a high resolution and it reduces the computation times and



Figure 7. Simulated point cloud #1: top, before optimization of
the parameters; bottom, after optimization. The two images have
the same point of view.

Figure 8. Real point cloud #2: top, before optimization of the
parameters; bottom, after optimization. The two images have the
same point of view.

the use of memory, without changing the results. The number of
neighbor beams for a beam bi was fixed to 4 (N=2). Concerning
the weights wi,j,k, a threshold of 20 cm was chosen for the max-
imal distance dmax between a point pi,k and its nearest neighbor
mj,k on the neighbor beam.
The parameters were fixed for all the tests which were done: dif-
ferent values were tested, but the ones presented give both good
optimization results and computation times.

4.4 Optimization of the intrinsic calibration parameters

In this section, we will present the results of the optimization
of the intrinsic calibration parameters as presented in section 3..
We will show the robustness of our optimization method and the
improvements on the point cloud.

4.4.1 Results on simulated data. For the simulated data, and
because the intrinsic calibration parameters are optimal - this is
the way the simulated data are constructed -, we added some
biases to the calibration parameters, and compared the results
between the optimization of the extrinsic calibration parameters
only, and the optimization of all the calibration parameters. The
errors added to the intrinsic parameters were between -3 ◦and 3
◦for the angles parameters (φ and θ), and between -10 cm and 10
cm for the distance (ρ andHz). We show the optimization results
for point cloud #1; we expect final biases as close to zero as pos-
sible.

Figure 9. Real point cloud #3: top, before optimization of the
parameters; bottom, after optimization. The two images have the
same point of view.

Figure 4 presents the same point cloud, on top with bad intrinsic
calibration parameters and at the bottom with corrected parame-
ters after our optimization. We see that with the optimization of
the intrinsic calibration parameters, we have improved the qual-
ity of the point cloud: the plans are correctly planar after the
optimization. Figure 10 gives the evolution of the energy through
the iterations, and we can see that the energy decreases from a
value of 404.58 cm2 to a value of 0.28 cm2. Also, we show the
evolution of the total weight used to normalize the energy, which
has the same evolution as the energy: when the energy decreases,
the total weight increases, until the energy converges. It shows
that the optimization improves the structure of the point cloud
and correctly register the data acquired by the different beams,
as explained in section 3.1. Finally, table 11 gives the errors we
defined in section 3.3 before optimization, and after optimization
of the intrinsic parameters: we can see that the errors are smaller
after the optimization, and close to 0 as expected. The final en-
ergy is small, and the final intrinsic biases are close to 0, which
validate the results of our optimization.
For the computation time of the optimization of the intrinsic cal-
ibration parameters, we have for point cloud #1 a computation
time of 5 minutes, which is acceptable regarding the high num-
ber of parameters optimized.

4.4.2 Results on real urban data. In this section, we will
present some results on real urban data. For the real data, we do
not know the ground truth: we suppose that the simplified model
can be corrected, and expect small biases to add to the model, as
presented in section 3.. With our tests, we have seen that there
is no visual improvements when there is no intrinsic parameters
errors added at the start of the optimization; still, the energy is re-
duced a little and the final biases for the intrinsic parameters are
small, under 10 cm for the translation ones and under 1 degree
for the rotation ones. For the presented optimizations results, we
added some important errors to the intrinsic parameters - to visu-



Figure 10. Evolution of the energy of synthetic point cloud #1. In blue, we show the evolution of our energy during the optimization;
in red, this is the number of paired points at each iteration for our optimization method

∆ρ(cm2) ∆θ(◦2) ∆φ(◦2) ∆Hz(cm2)
Initial errors 3100 193.75 279 3100

Final errors after our optimization 1.02 ∗ 10−2 1.16 ∗ 10−5 2.73 ∗ 10−4 5.47 ∗ 10−1

Table 11. Final errors of the intrinsic parameters of synthetic point cloud #1

Figure 12. Evolution of the energy of the real point cloud #2. In blue, we show the evolution of our energy during the optimization; in
red, this is the number of paired points at each iteration for our optimization method

∆ρ(cm2) ∆θ(◦2) ∆φ(◦2) ∆Hz(cm2)
Initial errors 3100 193.75 279 3100

Final errors after our optimization 191.15 3.06 2.01 1343.77

Table 13. Final errors of the intrinsic parameters of real point cloud #2

Figure 14. Evolution of the energy of the real point cloud #3. In blue, we show the evolution of our energy during the optimization; in
red, this is the number of paired points at each iteration for our optimization method

∆ρ(cm2) ∆θ(◦2) ∆φ(◦2) ∆Hz(cm2)
Initial errors 3100 193.75 279 3100

Final errors after our optimization 452.28 15.47 2.08 1352.10

Table 15. Final errors of the intrinsic parameters of real point cloud #3

ally show the improvements on the structure of the point cloud -
and the expected result was smaller errors, which improved the

structure of the point clouds.
Figure 8 shows the improvements on point cloud #2 with our op-



timization: on top, this is the point cloud with the added errors,
and at the bottom with optimized intrinsic parameters. Figure
12 gives the evolution of the energy with the iterations for point
cloud #2: we see that the energy has an important decrease, from
a value of 387.39 cm2 to a value of 55.03 cm2, which shows that
the structure of the point cloud has been improved, and which can
validate the optimization result. Finally, table 13 gives the final
errors for the optimized intrinsic parameters: as expected, we can
see that with the optimization, we have smaller intrinsic biases.
We have the same observations for point cloud #3: figure 9 shows
the improvements on the point cloud, and figure 14 the evolution
of the energy with the iterations. Table 15 shows the same results
as for point cloud #2.
Finally, the computation times are longer for the real point clouds,
because there is more iterations for the optimization. We have
respectively for point cloud #2 and #3 computation times of 25
minutes, and 12 minutes.

5. CONCLUSION

We presented in this paper a novel method for doing the auto-
matic optimization of the intrinsic calibration parameters of a
terrestrial LIDAR system, in a post-processing application. We
correct the intrinsic model of a multi-beam LIDAR with an op-
timization problem. The optimization process we use is robust
to large initial errors, as showed with the optimization results: it
gives corrected calibration parameters and a well-structured point
cloud, where the global noise is reduced.
Also, we presented results on real point clouds acquired by a
Velodyne multi-beam sensor: our optimization can be applied to
any multi-beam LIDAR sensor configuration, as long as there is
overlapping data between the beams.
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