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Abstract

Subdiffusive motion takes place at a much slower timescale than that of diffusion.
As a preliminary step to studying reaction-subdiffusion pulled fronts, we consider
here the hyperbolic limit (t,2) — (t/e,x/¢) of an age-structured equation describ-
ing the subdiffusive motion of, e.g., some protein inside a biological cell. Solutions
of the rescaled equations are known to satisfy a Hamilton-Jacobi equation in the
formal limit € — 0. In this work we derive uniform Lipschitz estimates, and estab-
lish the convergence towards the viscosity solution of the limiting Hamilton-Jacobi
equation. Respectively, the two main obstacles overcome in the process are the non-
existence of an integrable stationary measure, and the importance of memory terms
in subdiffusion.
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1 Introduction

1.1 Brief model description

Consistent experimental evidence stemming from recent methodological advances in cell biol-
ogy such as in vivo single molecule tracking, report that the intra-cellular random motion of
certain molecules often deviates from Brownian motion. Macroscopically, their mean squared
displacement no longer scales linearly with time, but as a power law t* for some exponent
0 < p<1][13,5,23,6,16]. This behaviour, due to crowding and trapping phenomena, is usually
referred to as “anomalous” diffusion or “subdiffusion”. Refer to [15] for a review.

One of the main mechanisms recurrently evoked to explain the emergence of subdiffusion in
cells are continuous time random walks (CTRW), a generalisation of random walks that couples
a waiting time random process at each “jump” of the random walk [21]. CTRW can be used
[17, 20] to derive macroscopic equations governing the spatio-temporal dynamics of the density
of random walkers located at position x at time :

dp(z,t) = DDy " Ap(z, t).

Here, D, is a generalised diffusion coefficient and D, " (f)(t) = ﬁ% fg %dt’ is the
Riemann-Liouville fractional derivative operator. Such a fractional dynamics formulation is very
attractive for modelling in biology, in particular because of its apparent similarity with the
classical diffusion equation. However, contrary to the diffusion equation, the Riemann-Liouville
operator is non local in time. This is the “trace” of the non-Markovian property of the underlying
CTRW process. Indeed, memory terms play a crucial role in subdiffusive processes. This non-
Markovian property becomes a serious obstacle when one wants to couple subdiffusion with
chemical reaction [14, 29, 9].

In this work, following [20], we take an alternative approach that rescues the Markovian
property of the jump process at the expense of a supplementary structural age variable. We
associate each random walker with a residence time (age, in short) a, which is reset when the
random walker jumps to another location. In one dimension of space, we note n(t,z,a) the
probability density function of walkers at time ¢ that have been at location z exactly during
the last span of time a. The dynamics of the CTRW are then described with an age-renewal
equation with spatial jumps:

on(t,z,a) + Ogn(t,x,a) + Bla)n(t,x,a) =0, t>0, a>0, xz€R

n(t,r,a=0)= /Ooo B(a’) /]Rw(m —a)n(t,x',a’) da’ da’ (1)

n(t=0,z,a) = n’(z,a).

Throughout this work, we will only consider initial conditions compactly supported in age.
Without loss of generality, we take:

supp(n°(, ) = [0, 1). (2)

The kernel w describes the spatial distribution of jumps (typically a Gaussian), and the
function f(a) gives the jump rate. Since we are mostly interested here in the subdiffusive case
(where the expectation of the residence time diverges), we will focus throughout this article on
the case:

2
w(z) = exp (—%) Gaussian probability distribution
oV 2 20 (3)
Bla) = L, 0<p<l




where p € (0,1) is the subdiffusion exponent.
The distribution of residence times ®(a) is related to the jump rate as follow:

o) = ptoyew (- [ p140) = fr e

which is a decreasing function.

Remark (Diffusion limit). Note that [;* a®(a) da, the mean residence time of particles between
jumps, is infinite. However, there exist jump rates § different than that considered in this article
for which the mean residence time is finite. The simplest example of this is the age-independent
B = K which leads to normal diffusion with diffusion coefficient D = 02/E(®) = Ko? if w is a
Gaussian of variance 0. This can be recovered by integrating equation (1) in age taking into
account the boundary condition at age 0, and taking the diffusion limit (¢,z) — (t/e%,x/¢).

Similar manipulations are possible for 3(a) = /(1 + a) for u > 1.

The age-structured approach that we follow has already been proposed in the CTRW litera-
ture [20, 8]. In [3], Berry, Lepoutre and the third author have studied the spatially-homogenous
version of this problem by exhibiting an entropy structure of equation (1) in self-similar variables.
They have proved the convergence of its solution to a self-similar profile, describing the aging of
random walkers.

The motivation for our current work is the construction of tools that may allow us to better
understand the behaviour of pulled reaction-subdiffusion fronts, covered by an extensive littera-
ture [11, 12, 28, 1, 26, 22, 18]. [28] gives a short and comprehensive review. We consider here the
large scale asymptotics of equation (1) in the hyperbolic rescaling (t/e,x /¢, a), suitable for the
study of constant speed fronts. Note that the mean field subdiffusive effects appear at a scale
(52%’ Z a) and will not be captured by our analysis. This is consistent with the large deviations
approach used to study rare events in probability theory. In the reaction-subdiffusion setting,
pulled fronts (as opposed to pushed fronts driven by reaction kinetics) are indeed driven by the
few particles which jump ahead of the front and not by the mean movement of particles. We refer
to the seminal article by Evans and Souganidis [7] for the introduction of PDE tools inspired
by large deviation methods in order to study geometric optics approximations for solutions of
certain reaction-diffusion equations containing a small parameter [10].

1.2 Hyperbolic limit and derivation of the Hamilton-Jacobi equation.

Let us study the large scale asymptotics of the probability density function n in a hyperbolic
scaling. We make the following ansatz (Hopf-Cole transform):

ne(t,x,a) =n(t/e,x/e,a) = exp (—de(t,x,a)/e). (4)

It enables us to measure accurately the behaviour of small tails of the p.d.f., reminiscent of large
deviation principle theory. The function n. satisfies the following equation,

1 1
8tn5+78an5+76n5:0, t>0, a>0, z€R

1+t/e
<(t,z,0) /H /B x —ez,a)dzda ()

ne(0,2,a) = nl(x,a) = n’(z /e, a).



We recall that supp n°(z,-) C [0,1), whence the upper limit 1 + t/¢ for the integral giving the
boundary condition. For (¢, z,a) such that ¢.(t,x,a) < oo, ¢, satisfies:

at¢5+ aa¢6_5207 tZOa a>07 rz€R

1+t/e
exp (— e (t,x,0)/e) = / /ﬂ z)exp (—¢:(t,x —ez,a)/e) dzda (6)
$:(0,2,a) = ¢°(z,a) = —eln (n (x/s,a)) .
Let us denote by 1. the boundary value at a = 0, which will be our main unknown:
Ye(t, z) = ¢e(t, x,0). (7)
We compute the solution of equation (6) along characteristic lines:

Ve(t — ea,x) + ¢ [ B(s)ds, t>0,ea<t

¢a(t7$>a):{¢0(gjat/€ +€f t/s (s)ds, t>0,a>t/e. ®

Injecting (8) into the a = 0 boundary condition satisfied by ¢. in (6) now yields:

1= B ®(a) [ w(z)exp ! [Ve(t,x) — Ye(t — ca,x —e2)] | dzda
v e (; )

1+t/e a—t/e
—l—/ O (a) /Rw(z) exp (i [Ve(t,x) — ¢2(x —ez,a —t/e)] +/0 ﬁ) dzda. (9)

t/e

Let us formally derive the limiting Hamilton-Jacobi equation. Taking the formal limit of (9)
when ¢ — 0 yields:

(o)
1= / D (a) exp (adiho(t, z)) da/ w(z) exp (2090(t, x)) dz. (10)
0 R
It is a Hamilton-Jacobi equation, since it is equivalent to:

815'(/}0(157 ‘T) + H(ax¢0)(t7 1‘) = 07 (11)

with H defined as follows, where ®~! is the inverse function of the Laplace transform of ®:

015 ()

Remark (Alternative choice of 3). The limiting equation makes sense for a large class of functions
B, including constant functions f = K. Indeed, the scaling considered here does not depend on
the diffusive regime, whether it is anomalous or not. For such cases for which the large deviation
scaling is problem-dependent, we refer to [4, 19].

Remark (Renormalisation by an instationary measure). The self-similar decay with an invari-
ant profile in the space-homogenous case proved in [3] could argue for renormalising n by an
instationary measure inspired by precisely the pseudo-equilibrium exhibited in that article. The
limiting Hamilton-Jacobi equation obtained through this procedure is the same. Refer to section
4. However, the computations have to deal with parasitic terms in that case. That is why we
have chosen not to renormalise n.



Proposition 1. The Hamiltonian H defined in 12 is convex, but not strictly convex.

Proof. Let us denote &(p) the Laplace transform of w and p = 9,1. Differentiating equation (10)
with respect to p yields:

0= /OOO/R (VPH(p) - Z) a®(a)exp (—aH (p)) w(z) exp (zp) dzda,

after which a second differentiation gives us:

0= /OOO /RaDgH(p)dfy(z,a) — /Oa/]Ra2 (VpH — 2>2dfy(z,a),

where dy(z,a) = ®(a)w(z)exp (—aH (p))exp (zp) dzda is a non-negative measure. It follows
that D2H > 0.

However, the Hamiltonian H is not strictly convex, since D2H (0) = 0. Indeed, since H(0) =
V,H(0) =0 and a®(a) € L', we get formally:

g PPw(z)dz

2
Dby H(0) = Iy a®(a)da

=0.

O

Proposition 2 (Behaviour at 0). Suppose w is a Gaussian of variance o2. At p = 0 the following
equivalent holds:

H(p) ~o (op)?/* (20(1 — p))"/*. (13)

Proof. We have ®(a) = u(1 + a)~*7#, hence, thanks to equation (10):

/0°° ﬁ (exp(—aH) —1) da = &(H) — 1 = exp (=(op)?/2) = 1 ~p—o —(op)?/2.

Denoting b = aH, since H(0) = 0 the left hand side becomes:

1~ & eb_
H/o (1+b/H)1+“( D db

_ > H —1-p(,—b
_H'u/(; Wb #(6 — 1) db

~p—o H" / pb~tH (e7P — 1) db.
0

Integrating that last expression by parts ends the proof. O

We have computed the Hamiltonian for p € [0,0.5], different values of u and o = 0.5, as
depicted in Figure 1. Figure 2 shows how H and the asymptotic behaviour close to 0 proved
in Proposition 2 grow apart for p large enough. For a visual representation of the evolution in
time of the solution ) of the Hamilton-Jacobi equation (9), refer to Figure 3, which is the result
of a weighted essentially non-oscillatory (WENO) of order 5, Lax-Friedrichs numerical scheme.
Refer to [27] for a review of such numerical methods. In Figure 3, the initial data taken for
the first and third subfigures is the same, in order to illustrate how subdiffusion slows down
significantly as time advances. The initial conditions in the second and third subfigures are such
that H(9,¢) = A(t)y for 0,4 close to 0 for the respective Hamiltonians, hence the preserved



shape of the decaying profiles, most noticeable in the log scale. Indeed, injecting the Ansatz
Yo(t, ) = c(t)z® into yp + H(dp1)), with H given by the approached expression at 0 of H (13),
leads to defining such initial conditions. We can see the effect of numerical diffusion close to
1 = 0 in the first and second subfigures.

In(H(p))

In(p)

Figure 1: In(H (p)) plotted against In(p) for p € [0,0.5] for values of y ranging from 0.12
(lower line) to 0.98 (upper line). H(p) behaves as a power of p for p < 1. This illustrates
Proposition 2.
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Figure 2: Comparison of H and its asymptotic behaviour near 0 for p = 0.3. Far from
0, they do not match. Here K = (2I'(1 — p)) =Y/~
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in the color bar) and z € [0, 20] with periodic boundary conditions. The presented plots
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1.3 Main hypotheses and results

Throughout the article, we will work over the set [0,T] x R for some T > 0, and we will denote
by C' any real constant whose value is irrelevant.

Hypothesis 1 (Space-jump kernel w).
w s a Gaussian probability distribution of mean 0 and variance o>.

Remark. This assumption could be weakened, but for the sake of clarity we will not do so.

Hypothesis 2 (Initial condition ¢?).
Throughout the article, we will consider an initial condition of the form:

¢2(x,a) = v(x) + en(z, a) (14)
where:

1. v s bounded.

2. The initial condition perturbation term is integrable in age uniformly in space, i.e. 1 is
sufficiently large for large age; quantitatively:

exp (— irmlfn(gm a)) e L. (15)

3. At time 0 the initial condition perturbation n is redistributed so that at time 0% it con-
tributes in a positive way uniformly in x to V2, depending on € at worst as follows:

1
3C>0[Ve>0, Vz €R / / ®(a)w(z)elo P12 42 da > exp(—C/e).  (16)
o Jr

4. #Y is Lipschitz in x uniformly over 0 < e < 1.
5. Semi-concavity: there exists some €, € R such that
R (17)
in the sense of distributions.

Remark (Interpretation in terms of n). This means

ng(z,a) = iz, a) exp(—v(z)/e),

which allows for simpler interpretations of hypotheses 2.2 and 2.3, respectively:

supi(z,a) € L'(da)

xT
and

/01 /RB(“)W(ZW(CU —ez,a)dzda > C.

Remark (Compatibility of the initial condition). We will take a smooth enough initial condition.
However, we do not impose for it to be compatible in the sense that the influx relation at age



a = 0 is not necessarily satisfied at time ¢t = 0 in (1). As a consequence, we allow discontinuities
along t = ea. This means that in general, we have:

oo (~L0002) = [ [ 10t s (Lo ) aod o (Lot

(18)
Such compatibility is assumed in [25] so as to use a comparison principle when dealing with
regularity results for solutions of the renewal equation in a space-homogenous setting (see chapter
3.4). In our case, assuming both compatibility and regularity of the initial condition restricts
the scope of our results. Taking a smooth initial condition is the reasonable choice, for instance
because the Lipschitz constants of ¢? play a role in our proofs of the a priori estimates of
Propositions 5, 9 and 13 (hence of Theorem 4).

Remark (Initial age profile). We make the ansatz 9,¢% = O(¢), since 9,62 = O(1) would intro-
duce boundary layer phenomena. We would then expect some rapid age dynamic at short time,
which is not our focus.

The following Theorem is the main result on the paper.

LS
Theorem 3. Under hypotheses 1 and 2, 1. % o, which is the viscosity solution of the
E—r

limiting Hamilton-Jacobi equation (10) with imtml condition v(x).

A crucial step in the proof of Theorem 3 is the proof of the uniform bounds of Theorem 4.

The outline of our paper is the following: section 2 deals with the proof of Theorem 4, namely,
a uniform bound on . in W*([0,T] x R), each subsection corresponding to the bounds on
1. and its first partial derivatives. The proofs mainly involve comparison principles. Section 3
proves that 1y is a solution of the limiting Hamilton-Jacobi equation (10), which is the result of
Theorem 3. The first subsection shows it is a subsolution, the second, a supersolution.

2 4. is uniformly bounded in W*([0,T] x R)
This whole section deals with the proof of the following

Theorem 4. Let T > 0 and 0 < ¢ < 1. Under hypotheses 1 and 2, 1. s bounded in
WLoo(10,T] x R) uniformly in e, with the following quantitative bounds:

1.
Ye(t,x) > infv — |In Hexp (— ir;f n(z, ))‘ . (19)
Ve(t, @) <supv+ (14+p)T +C (20)
2.
Optpe > inf =~ inf 8292 (2, a), (21)
Oppe < sup  sup  Dx92(x,a). (22)
£€(0,1) (z,a)€ERx[0,1)
3.
e (t,x) = C (23)
Ove(t,x) < p(1 + p). (24)



Each subsection proves the more accurate e-dependant bounds of Propositions 5, 9 and 13,
from which the respective uniform bounds of Theorem 4 can be deduced as follows:

Proof.

1. Counsider the bounds in Proposition 5. For the lower bound on 1., we remark that 5(0) =
u € (0,1) and conclude thanks to hypothesis 2.2. For the upper bound, first we compute:

—eln (/1 / B(a + T/e)w(z) exp (/O 5) exp (—n(z — £2,0)) dz da)
— ¢ (/ / (1 +1a++“T/€) o ®(a)w(z) exp (/0 5) exp (—n(x — e2,a)) dz da>
<c(1 4 p)In(1+T/e) — cln (/ / 2)exp (/0 ﬁ) exp (—n(z — £2,a)) dz da)

<(1+p)T+C,

which is uniform in e € (0,1) thanks to hypothesis 2.3.

2. The bounds on 9,1, follow from Proposition 9. They are uniform in ¢ € (0, 1) since ¢? is
Lipschitz continuous in x uniformly in € € (0,1) (hypothesis 2.4).

3. The bounds on 0;v. follow from Proposition 13. The constant for the lower bound is
uniform in ¢ € (0,1) thanks to hypothesis 2.4.

O

Remark (Lack of integrability of the invariant measure). F(a) = exp (— fo ) is an invariant
measure for the homogeneous problem (though not a probability measure). Thanks to a maxi-
mum principle, there exist constants 0 < ¢ < C' such that:

cF<n’<CF = c¢F< n(t,) < CF. (25)

If F € L', the mean waiting time equals ||F||; and we recover age-integrable estimates on n. If
F ¢ L', which is our case, integrability of n with respect to age would be violated according to
such estimate. However, in agreement with the self-similar decay with an invariant profile in the
space-homogenous setting of our equation proved in [3], we expect time-dependent corrections
in the estimates we will give. This forces us to work on a bounded time interval [0, T] for any T
It is the first main complication tackled in this paper.

2.1 7). is bounded over [0,7] x R.

This subsection deals with the proof of the following

Proposition 5. Let T > 0 and € > 0. Under hypotheses 1 and 2, v € L>([0,T] x R), with the
quantitative bounds stated below:

Ye(t,z) > c=1infv —eln B(0 )—ElnHexp( mfr](w a) )H (26)

1
Ye(t,z) < Cp =supv —eln </ / B(a+T/e)elo Pu(z)e 1= qz da> . (27)
o Jr

Let us start by bounding 1. from below, proving the first (easier) half of the proposition.

10



Proof. From (6) and hypothesis 2 we gather:

g

n®(z,a) = n(cz, a) = exp ( — ez, a)> .

Let us define i : Ry x Ry — R, as the solution of the following equation:

On(t,a) + 9,n(t, a) + B(a)n(t,a) =0

(t,0) / Bla 8)
n°(a) = exp (— il;fv(aa:)/s) exp (— ir;f n(ex, a)) > SIip n®(z,a).

Since § is a non-increasing function, w is a probability measure, n satisfies equation (1) and
n%(a) > sup, n°(z,a), it follows that for any ¢,a > 0:

n(t/e,a) > supn(t/e,x/e,a) = supn.(t, x,a).
xr xr
Moreover, since 3 is non-increasing and the L' norm of 7 is preserved,

n(t/e,0) / Bla)i(t/e,a) da < B(0 )/000 n(t/e,a) da = B(0)||n°|| 1.

It follows that:
Ye(t,x) = —elnn.(t, z,0) > —sln(ﬁ(O)HﬁOHp).

After computing the L' norm of n°:
%l = exp(—infv/e) [ exp(~intn(e,a) da
x 0 xr

and taking into account (15), we obtain the claimed result (26). O

The rest of this subsection is devoted to proving the upper bound (27) in Proposition 5.

Remark. As mentioned previously in a remark page 10, the space-homogenous problem does not
admit an integrable stationary measure. Moreover, we have deciphered the self-similar behaviour
in [3]. The side effect in our context is a time-dependent correction term of the form:

—eln </ / a+T/e)elo Puw(z) exp (—n(z — ez, a)) dzda> .

Proof. This proof relies on a maximum principle. Since 1. does not necessarily reach a maxi-
mum ! over [0,7] x R, we will introduce penalising terms.

Definition 6. Let ¢ > 0. For 0 < 61,62 < 6, we define:

O(t,x) = he(t, ) — 01t — bpz®. (29)

Let (to, o) be a maximum point for ¢ over [0, 7] x R.

IFor the sake of clarity, the reader may at first assume that 1. does reach its maximum and §; =
02 = 0. This allows to focus on the application of the maximum principle instead of the technical details.

11



Indeed, 1/; reaches its maximum: since ® is non increasing, from hypothesis 2.3 we gather,
forreRand 0 <t <T:

1
/ / B(a +t/e)w(z)elo Pe =20 4z da > e=C/*®(1 + T/e)/®(0) > 0.
o Jr
Since v is bounded, this gives a (very) suboptimal upper bound at fixed e for 1) that allows us

to conclude that 9 reaches its maximum.

Remark. If (to, zo) = (0,0), the upper bound in Proposition 5 is trivial. We will therefore exclude
this case in the computations that follow.

Let 0 < 01,02 < 8. Since ® and w are probability measures, we rewrite the left hand side of

equation (9) as:
1*/ / dzdaJr/ ®(a)da.

By injecting the expression (29) of 1/}, we obtain the following equation:

t/e 5 _
:/ / dw {exp <i [z/z(t,m) —Y(t —ea,x —ez) + 01€a + 29202 — 526222D - 1} dzda

1+t/e a—t/e
/+t /q)wexp ( U(t, ) + 01t + 6oa® — ¢ (z az,a—t/s)})exp (/ t 5) dzda
0
—/ ®(a)da,
t/e

M | =

(30)
Lemma 7. If ¢ satisfies at (to,z0) € Ry x R\ (0,0):
1
P(to,x0) > supv —eln (/ / D(a +to/e)elo Puw(z)e1@o—52a) 4z da) (31)
0o Jr
then:
to/e . 22 to/e 1 oo
0> / / D (a)w(z) (661“_62522 — 1) dzda+ e #4023 / ®(a)da + = [651t0/5+62w3/5 — 1} / ®(a) da,
0 R 0 2 to/e
2 B
(32)

with equality if (to, zo) = (0,0).

Proof. At (to,x0), equation (30) becomes:

to/E
0> / / dw [81“*65222“52%2 - 1} dz da
1+t0/€

1 a—to/e
( 61to/s+62xo/€ / / dw exp ( U(to, xo) — v(zo — £2) — enlo — €2, 0 — to/s)} +/ ﬁ) dzda
to/e € 0

— /to/s ®(a)da

12



Since w is an even function, the first right-hand-side term satisfies:

to/e 5 to/e 5
/ /q)w {eéla—s(ﬁz +282x0z __ 1} dz da = / / (I)w[eéla—ségz (62623602 + 6—262xoz) _2} dz da
0 R 0 Ry

=2 cosh(282z02)>2

to/E 5
2/ /<I>w [eéla—ﬂsﬂ —1} dz da = 2.
0 R

We now use the strict lower bound on ¢ (31) and obtain:

1 —n(zo—ez,a “ 00
Jo Jo® (a+ ) w(z)en@—e=0)eli # dz da_/ ®(a) da
t

fol o ®(a+ %) w(z)e~n@o—eza)els B dz da o/e

to/ oo
> A+ (661t0/5+62x3/5) / 0/¢ (I)(a) da + 651t0/5+52x3/e _ 1} / <I>(a) da
0 to/e

0 Z Q[_'_ (651t0/5+§217§/5)
(33)

the third right hand side term being non-negative, and only equal to 0 if ¢, = 0 and ¢ = 0.
This gives the claimed inequality (32), the equality case requiring to = 0 and z¢ = 0. O

There remains to find a sequence of (01, d2) converging to 0 such that for any such couple,
(32) is contradicted. However, we must bear in mind that (to, zo) = arg maxo rjxr 1 depends on
(61,02). For that reason, we will prove (32) is contradicted for a suitable set of couples (41, d2)
uniformly over (tp,z0) € Ry x R.

Lemma 8. There exists a positive 5 < 0 such that for any couple (61,82) € (0,3) x (0,82),
whatever the value of (tg,x0) € Ry x R\ (0,0),

A+ 9B > 0. (34)

Proof. We distinguish between two cases:
1. t9 = 0. For g # 0, (34) clearly holds.

2. tp > 0. In this case,

to/E 5 to/E
Ql:/ @(a)e‘slada/w(z)e*dzz dz—/ ®(a)da
0 R 0

> /OWE B(a) da (/Rw(z)e—eﬁﬂz ds — 1)

f(62)

where f(0) = 0. Since f is continuous, there exists some positive 5 small enough such
that for all 0 < dy < d2, f(d2) > —1/2. Since ty and d; are positive, we also have:

to to/e to/e
B>l / ®(a)da > / ®(a) da.
0 0
For 0y < 9, it follows that:

1 to/E
91+%>§/ ®(a)da > 0.
0

13



O

We will now use the result of this lemma for ¢ < T rather than for ¢ € R, since the upper
bound we are proving depends on 7.

End of the proof of Proposition 5:
The hypothesis of Lemma 8 leads to the contradiction 0 > 2 + B > 0. Therefore,

1
P(to, x0) < €y =supv —eln (/ / D(a + to/e)elo Puw(z)e1@o—=2a) 4 da) ,
0o Jr

hence: V(t,z) € [0,7] x R\ (0,0) ¥(61,82) € (0,0)? | 0 < 53 < o,
ws(ta IE) S Q:to + 51t + 62%2 S Q:T + 61t + 62$2

and this is clearly also true for (¢,2) = (0,0). Passing to the limit (d1,d2) — (0,0) yields the
upper bound (27). O

2.2 . is Lipschitz-continuous with respect to = over [0,7] x R.

This subsection will deal with the proof of the following

Proposition 9. Let T > 0 and € > 0. Under hypotheses 1 and 2, 1. is Lipschitz continuous in
x over (t,x) € [0,T] x R, with the quantitative bounds stated below:

fo Jo @(a+t/e)w(2)8:2(x — ez, a)e%[%(t’z)*qﬁ(z*”’a)}efoa 8 dzda

- inf - , (35
Outhe 2 (t,x)€[0,T] xR fo Jp®(a+t/e)w(z Jezlbe(t.o)=d2(@—cza)le [ B 7 da (35)
O, < sup fo Jo ®(a+1t/e)w(2)0:02(x — ez, a)e%[wa(t’z)7¢g($7w7aﬂefoa Fdz da. 36)

(t,2)€[0,T]xR fo Jp®la+t/e)w(z Jezle(tm)=de(z—eza)lel5 A 4z da

Let us start by giving a non optimal bound on 9,1, that will guarantee that some auxiliary
function along the lines of 0,1, — 61t — 6222 reaches its extrema.

Lemma 10 (Non optimal bound).
|0:¢:(t, )] < B(e) < 00 (37)

where, denoting by L is the Lipschitz constant in x of ¢° (see hypothesis 2.4),
1 . o .
&(e) = LB(0) exp (5 {sup Ye(t,x) — mfv(x)}) / exp (f inf n(x, a)) da.
x z 0 x

Proof. By definition of ¢. and n.,

Oupe(t, w) = —e exp (Ye(t, 2) [2) Dunc (¢, 2, 0)
= —eexp (Ye(t,2)/¢) (Oun) (t/e,2/¢,0).

n satisfies equation (1) and so does 0,n, with initial condition:

0:n(0,x,a) = 7((995(152)(6.%, a) exp <i¢g(sx, a)> ,

14



so:
|021(0,2,a)| < Lexp (1 inf v(z)) exp (—inf n(z, a))
E z x

Equation (1) preserves positivity and L' norm, and w is a probability distribution. It follows
that for all positive t,a and = € R,

n,(t,a) < on(t,z,a) < .t a),

where n,, and 7, are defined as solutions of (1) for respective initial conditions:
1
n,(0,a) = —Lexp <—€ infv(x)) exp (— infn(:v,a)) <0 for all a

75(0,a) = Lexp (—i infv(x)) exp (— inf n(z, a)) > 0 for all a.

Since (1) preserves positivity and L' norm,

ne (£0) = [ st (L) do< ol [ (La) do= ol [ e 0,0) e
< L||B|o exp (—i igfu(x)) /OOO exp (—ir;jfn(x,a)) da,

and

n, <z70> :/0 B(a)ﬂx <z7a) da > ||/6||OOA n, (z,a> da = H/BHOO/O N, (O,a) da
> —L||Bllc exp <—ih}3fﬂ(x)) /OOO exp (—ir;fn(x,a)) da.

B is non-increasing so ||8|lcc = £(0). Thanks to Proposition 5 and hypotheses 2.1 and 2.2, &(¢)
is finite, which concludes the proof of the Lemma. O

We argue in a similar way to the previous subsection. Since 0,%. does not necessarily reach
its bounds over [0,7] x R, let us define a family of modified functions that do, thanks to the
result of Lemma 10.

Definition 11. For (t,z) € Ry x R, for 0 < 61,05 < 6, let

X(tv {E) = ast(tv .’E) - 51t - 52552« (39)
Let
(to, o) = arg QJax. X (40)

We may now prove the upper bound of Proposition 9 by contradiction using x. The proof
of the lower bound is analogous, using 9. (t,z) + 01t + doz2.

Proof of Proposition 9:
By differentiating (9) with respect to z, we obtain:

t/e
0= / / dw [(t, ) — X(t — ea, — £2) + S1ea — dae(e2® — 222)] ezle(ta)—velt—car—e2)] 4, qq
o Jr

1+t/e ) a—t/e
+/ / Pw [X(t,2) — 0,02(x — ez,a — t/e) + 61t + 6227 et Ve ) =62 @—ezat/)|+[7 7" 8 4, 4q.
t R

€

(41)

15



Suppose x does not satisfy the upper bound (36). This implies:

fo Jo ®(a + to/e)w(2)0:¢2(z0 — ez, a)et [Veltow0) =2 @o—cz0)] o i deda
fo J ®(a+to/e)w(z JetWe(tozo)=d2(zo—czalefy' B 4z da

X(to, o)

At (to, o), equation (41) now gives us:
0>, +B,

where [, and B, play roles analogous to that of 2l and B in the previous subsection:

to/E 1
A, = / / Pw [515a — doe(ez? — 2m0z)} exp (5 [te (to, x0) — Ve (to — €a, zp — 62)}) dzda
R
1+to/e

a—to/e
/ Ddw [51750 + 5230%} exp (1 [wa(to, x0) — 2 (xo — 2,0 — to/a)]> exp (/ 6) dzda.
R € 0

to/e

The following estimate allows us to bound z:

Duibe(to, T0) — 1to — d223 = X(to, o) > X(0,0) = 951-(0,0)

hence
a5 < Dpthe(to, x0) — Dt (0,0) — b1ty < 26(e)
(with & defined in Lemma 10), which implies:

lmo| < 6, /%26 (¢) (42)
We may now bound 2, and B, below in a rough yet sufficiently accurate way. Let us start
with 2.
to/E 1
A, > / / dw [01£0a] exp (6 [Ve (to, xo) — Ye(to — ea, z9 — sz)]) dzda
0 R

o/e
_ /t / dw {2\/8\/26(5)|z| + 625222} exp (i [the(to, zo) — e (to — €a, o — az)]) dzda.
0 R

Hence, respectively denoting by ¢ and € the lower and upper bounds of Proposition 5:

to/e
A, > 0 cecle— QT]/ a®(a)da
0

_ \/£<ei[%—d/Rw(z) (22802 + V3?27 dz/0t°/€q>(a) da>. (43)

As for B,:
14to/e 1 a—to/e
B, > / / Pw [51750 + 52@%} exp (5 [1/15(250, x0) — 2 (zo — 2,0 — to/e)]> exp / 8| dzda.
to/e R 0
Hence:
) 1+t0/6 a—tg/e
B, > [51t0 + 521'(2)] (es[ccT]/ (I)(a)ef ﬁda> . (44)
to/E

The following lemma allows us to conclude:
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Lemma 12. There exists a positive function h : (0,5) — R* such that for 1,62 € (0, 8) satisfying
d2 < h(d1), whatever value (t,x) may take in Ry x R\ (0,0), we have:

(A +B,) (61,02,t,2) >0
(with equality for (t,x) = (0,0)).

Proof.
If t =0, it is clear that 2(, + B, > 0 with equality if and only if x = 0.
If t # 0, let us consider the two following cases:

1. t < Ty small enough.
We recall ®(a) = u(1 + a)~17#. The following bound holds:

t/e ¢
/ ®(a)da < p—.
0 €

Plugging this expression into (43) and dropping the positive term yields:

Ay > — [el[QT_C] /Rw(z) (2\/M|z| + 5252z2) dz} (g) t\/62

g

) 1+tg /e e . 1+Ty /e act/e
B, > el / d(a)elo " Pda| tsy > ezl—0r] / ®(a)elo B da| téy,
t Ty /e

since ® is non-increasing. Since w has bounded first and second moments, it follows that,
for v/62/81 small enough, A, + B, > 0: there exists a positive function h° defined over
(0,6) such that for 81,0, € (0,9) satisfying do < h°(8;), for any (¢t,z) € (0,T1) x R, we
have:

(A + B,) (01, 02,t,2) > 0.

2. t>1y.
If to is greater than some T} > 0, (44) shows us B, > 0, and (43) allows us to see 2, is
positive for /33 /1 small enough since w has bounded first and second moments.

Since 0 < d2 < 5, there exists a positive function h' defined over (0,8) such that for
81,02 € (0,0) satisfying do < h'(d1), for any (t,z) € [T}, 00) x R, we have:

(Q[g; + SBI) ((51,(52,t,$) > 0.

Setting A = min {ho, hl} ends the proof of the Lemma. O

End of the proof of the Proposition:

We now use the result of the previous Lemma for ¢ < T since the upper bound we are
proving depends on T. We have proved that, provided y does not satisfy the upper bound
(36), for 61,0, € (0,0) satisfying do < h(81), with h > 0, for any (t,z) € [0,7] x R, we have the
contradiction 0 > 2, +B, > 0. This shows y satisfies the upper bound (36). Since h > 0, we may
pass to the limit as in the previous subsection, which proves the upper bound of Proposition 9.
Remark. The lower bound (35) can be proved in an analogous way by introducing 9, (¢, x) +
51t + do22 instead of ¥.

O
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2.3 . is Lipschitz-continuous with respect to ¢ over [0,7] x R.
This subsection will deal with the proof of the following

Proposition 13. Let T > 0 and € > 0. Under hypotheses 1 and 2, 1. is Lipschitz continuous
int over (t,x) € [0,T] x R, with the quantitative bounds stated below:

e (t, ) > —C (w, 0202l 0) (45)
Ope(t,z) < p(l+ p). (46)

The structure of the proof is the same as in the previous subsection. The following rough
estimate of |1 (t + h,x) — 1. (¢, x)| plays the role of Lemma 10:

Lemma 14. There ezists a positive constant C such that for all h € [0,1],
h
WJE(t + h,I) - QZ)E(t,IN < Cg
Proof. From equation (9) we gather:
1 1
exp (—61/}5(15 + h,x)) — exp <_€¢e(t7 a:)) =
t/e 1
/ / [@(a + h/e) — P(a)] w(z)exp (—gwg(t —ea,x — az)) dzda
0o JR

h/e
+ / O (a)w(z) exp <—iw5(t +h—ea,x— 52)) dzda

/ o / 0+ h/e) — B(a)] w(z) exp (—iqbg(x —eza- t/e)) exp ( /0 e g) dz da.

We recall that ¢ € [0,T], € is fixed, and h € [0,1]. ® is bounded and non-negative, and . is
bounded over [0, T + h/e] x R thanks to Proposition 5. It follows that for some C > 0,

‘@(a + h/e)

h
_1l<cZ
D (a) ’_057

which allows us to bound the first and third right-hand-side terms as follows:

®(a+ h/e) — P(a)]w(z) exp <—iw5(t —ea,x — 52’)) dzda

<C- / / z) exp (iws(t —ea,r — 5z)> dzda

a—t/e
ﬁ) dzda

a—t/e
6) dz da.

/1+t/s/ a+ h/e) = ®(a)]w(z) exp (—iqﬁg(a: —ez,a— t/g)) exp (

1+t/e
/ exp( iqbg(x—ez,a—t/&)) exp(

18
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The sum of the two previous upper bounds is Ch/e, thanks to equation (9). We can also bound
the second right-hand-side term:

h/e
/0 /R@(a)w(z) exp (ii/}s(t +h—cax— 62)) dzda| < C'g

with C' = || @] |wll o €xP (= 1[0l Lo (j0,74n/]xR) - 1t follows that:

exp (~ Lot na)) e (Lot ) | < Hio 0.

Since In is Lipschitz-continuous over [exp(—supjg r44)xr Ye/€), exp(—infio 74 nxr e /€)] with
some Lipschitz constant L, we have:

|'¢5(t + h,l‘) - ¢a(t7x)| <

exp (—i%(t + h,x)) ~ exp (—iwg(t,x)) ‘ < g C+ 0.

O

The suboptimal, e-dependent bound for d;1). over [0, T] xR that we have just recovered allows
us to define modified functions reaching their extrema over that set. Applying a maximum
principle would deliver the bound given in (49) (and the corresponding lower bound). Such
bounds correspond to those given in Proposition 13, as shown. We would have to deal with
parasitic terms 2; and B;, which are (not surprisingly) equal to 2, and %B,. This would allow
us to follow nearly to the letter the computations preceding Lemma 12. A similar Lemma would
allow us to conclude. Therefore, without loss of generality and with some gain of clarity, we may
assume that d;1). reaches its extrema, which we do throughout the rest of this subsection.

Proof of the upper bound.
1
Differentiating (9) with respect to ¢ and multiplying by e=¥=(t:%) £ 0 yields:

t
0=2 (5) {/ w(z)e*%w(o’m*“) dz — / w(z)e*%d’g(z*“’o) dz + / w(z)e*%‘i’g(g”*“’l)efo1 P dz
R R

R

t/e
+ / / Qw [0 (t, x) — Optpe(t — ca, x — €2)] emVeltmear—e2) 42 dq
o Jr

14+t/e t 1 0 t C1y0(z—ezat) fa—t/sﬁ
+ Sw |0 (t,x) — |fla—— | —=0,0. |z —€z,a — - e Ve =) elo dzda.
t/e R € € €
(47)

er’e

where [, w(2)exp (—1¢2(x —ez,1)) exp (fol B) dz = 0 since n®(z —e2,1) = 0.

At (to,zg) = arg max|o, 7| xR 0:vY., the previous equation gives us:

0> (i?) VRw(z)eXp <i1/1(0,:c0 _ Ez)) dz — /Rw(z) exp (i¢g(xo - 5,2,0)) dz}
4 /0 1 /R o <a + ’?) w [amg(to,xo) - [ma) ~ Lo - sz,a)” exp (iyﬁ;m - sz,a)) exp ( /0 ' 5) d= da.

(48)
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It follows that:

fo Jo® (a4 L) w(z) [B(a) — 0.02(z0 — 2,a)/e] exp ([, B(s)ds — Lg%(xg — £2,a)) dzda

8twg t s L 1 p
(to, 20) Jo Jz @ (a+2)w(z)exp (fo B) exp (—1¢2(zo — €2,a)) dzda

P (L) [ w(2) [exp (—1¢2(zo — €2,0)) — exp (=L (0, 29 — £2))] dz.

fo Je ®(a+to/e)w(2) exp (fy B) exp (—¢2(zo — €2,a)/c) dzda (49)
Integrating the numerator of the first term by parts yields:
Oe(to, xo) < Af + B, (50)
with:
. () fyesp (20 (0. — )
fo Jo®(a+L)w(z)exp ([ B) exp (—1¢2(xo — €2,a)) dzda
and

fol fR Z/((Zig))@ (a + %) w(z) exp (foa ) exp ( L0 2 (o — ez, a)) dzda

fol Je®(a+ 2)w(z)exp (foa B) exp (—1¢2(zo — €z,a)) dzda

(a to
where 20,7 < 0 and since fi((aj_ri)) = ll‘fi’fz , we have B;" < pu(1+ p), which ends the proof. [

Proof of the lower bound.
We set (t1,21) = argming 71xr 1. Calculations analogous to those above lead to the fol-
lowing inequality (after the same integration by parts):

8t1/}€(t17x1) > Q[; + %;7 (51)
with:
o — P (L) fLw(z)exp (— L. (0,21 —£2)) dz
fo Je®(a+2)w(z)exp (fo B) exp (—1¢9(21 — €z,a)) dzda
and

! a b a

I S @ (a+ D) w(z)exp (i B) exp (—Lol(z: — e2,a)) dzda’

® is decreasing, so B, > 0. In order to bound 2l , we may notice:

¢ t l+a+t t
@(a)cp():q><a+)u<tst> §<I><a+).
15 € 1+a+g+a5 15

Since at t = 0 we have

oo (2609 - [ [ 001 (28— ) s [ ) v

We recover:
LD (a4 D) w(z)els Bem2o(@i—eza) w(y)etlt@—eza)—g2(@mi—ez—ev.a)] 4\ 4z dq
o Jr € r YWY Y
fol [ @ (a+8)w(z)els Pemz0t@1—2a) 42 da .

A, > —
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Under Hypothesis 2, ¢¢ is Lipschitz in z. Hence for some positive C depending on w and on
the Lipschitz constant in x of ¢°,

[ ewexn (lo.61) v < c.

It follows that
Lo, O — ey
w(y) exp E[(bs(xl €z,a) — ¢ (1 — ez 5y,a)] dy < C,
R

which implies:

Ay > —C(w, [|0:62|o)-

3 Viscosity limit procedure

In this section, we continue to work over [0,T] x R. Our results hold for T — oo, which allows
us to close the proof of Theorem 3.
Suppose the a priori estimates hold. By the Arzela-Ascoli theorem, since W' OO([O T| xR) is

a Banach space, there exists a subsequence (€, )nen with &, —> 0 such that 1., —> o. We
n—

will proceed to prove that 1y so defined is the unique VlSCOSlty solutlon of the Hamﬂton—Jacobl
equation

1= [ B (@0a(t.) da [ w(e)exp (,un(t. o) oz (1)

with initial condition v.
Equation (9) is equivalent to the following, which allows us to define 2. and B, and is better
suited for the following proofs:

1= (2 +9B:) () (¢, x), where:

/e
A (1) (8, x) /t / a) exp <1 [Ve(t,z) — e (t —ea,x — 52)]) dz da,

() (t, o) / / (a + t/g)cI)(a) exp <i [¢s(t, x) — (j)g(:v — sz,a)]) exp (/Oa ﬁ) (:1522(;1&

3.1 Viscosity subsolution

Proposition 15. Under hypotheses 1 and 2, 1o is a viscosity subsolution of (HJ).

Proof. Let U € C? QR*‘ x R) be a test function such that 1o — ¥ admits a maximum at (tg, zg). By

compactness in W, >°([0,7] x R), thanks to the a priori estimates, we obtain for a subsequence

of ¢ — 0 which we will not rename: (t., z¢) = (to, o), where (tc,x) is a point at which . —
E—r

reaches its maximum. We have then:
Ve > 0V(z,a) € R x [0, %],

Ve(te, o) — U(te, xe) > e (te — ea,xe —e2) — U(te — ca,x. —€2).
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Since B. is non-negative, it follows that:
1> A (ve)(te, 2e) > A (V) (e, 2 ).
However:
U(te,xe) — U(te —ea,xe — e2) = €adyV(te, xc) + €20, ¥ (te, zc)
+ %52 /01(1 —5)? [a28t2\1'(t5 —esa,z. —esz) + 2az - 0,0, V(t. —esa, v —esz) (53)
+2202U(t. — esa, z. —esz)] ds.

Therefore we have, for all A > 0:
A A
1> / / O (a)w(z) exp {a@t\Il(te,:cE) + 20, ¥ (te, xe)
o J-a
1 1

+§5/ (1—5)? [a®07U(t. — esa,z. — esz) + 2az - 0,0,V (t. — esa, x. — €52)
0

+2°02V(t. — esa, x. — €52)] ds} dzda.
Since ¥ is C2, the previous expression tends, for fixed A, when € — 0, to:

A A
1> / / D (a)w(z) exp [a0e ¥ (to, xo) + 20,V (to, z0)] dzda.
0 J-a

It follows that:

1> /OOO/R(I)(Q)W(Z)QXP [ady U (tg, mo) + 20,V (to, x)] dz da.

Therefore g is a viscosity subsolution of (HJ). O

3.2 Viscosity supersolution

In order to prove that g is a viscosity supersolution of (HJ), we need to control the B, term
in equation (52), whose positivity sufficed in the previous subsection. This is tantamount to
controlling the fate of the aging particles that come from the initial data and have never jumped.
We show accurate bounds for 2. and B, and a maximum principle for 1. (¢,2) — .(0,2). We
recover an anomalous scaling B, < ¢ locally uniformly in time: this is the second main difficulty
tackled in this paper.

Lemma 16 (Bounds for %B.).

D(t/e)
®(0)

O(1+t/e)

exp (216200, = 02(0.2)]) < Bele)(1.0) <

Proof. Claim: for all h > 0,
ar— ®(a+h)/P(a)
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is an increasing function. Indeed,

d ®at+h) @' (a+ h)®(a) — D'(a)P(a+ h)
da  ®(a) (®(a))?
exp (fy 8) exp (Jy ™"

B
- (®(a))? )(f"(“h)ﬁ(a) — B'(a)B(a+ h) + B(a)B(a+ h)[B(a) —ﬁ(a+h)1),

>0

which is positive since, 8(a) = p/(1 + a) being non-increasing and convex, 3'(a + h) > 5'(a) by
convexity and S(a) > B(a + h) > 0. This proves the claim.
We now write B, as follows:

B.(00)(10) = | P o) [wew (2 peta) - oo - ez Jexo ([ 5) deda

and recover the lower and upper bounds by monotonicity and thanks to the a = 0 boundary
condition in (9). O

The next lemma gives a lower bound for .. Its proof relies on an upper bound of 9%,
obtained from equation (9) thanks to a maximum principle. This result is in agreement with
classical semi-concavity preservation results for Hamilton-Jacobi equations.

Remark. The Hamiltonian H is not strictly convex (see proposition 1). This forbids a natural
approach to bounding 92¢. in one space dimension for a strictly convex Hamiltonian, namely
the use of the Oleinik Lip+ property (see [24]):

Since the Hamiltonian H is not uniformly strictly convex (see proposition 1), boundedness
and regularity hypotheses on the initial condition are required. A natural approach to bounding
921) in one space dimension for a strictly convex Hamiltonian would have been the Oleinik Lip+
property (see [24]):

t ) < #
() < tinf H"'

Lemma 17 (Lower bound for .). For e small enough and (t,z) € [0,T] X R,

21)e

A (P)(t,x) > {1 — EQ;W /]Rw(z)z2 dz} /Ot/8 ®(a) exp (i [e(t, ) — e (t — ea, :L‘)]) da (55)

where €, is the upper bound of 02¢° from hypothesis 2.5.

Proof. Let us differentiate (9) twice with respect to . We obtain:
t/e
0 :/ / w(2)®(a) [ (Dpte(t, ) — Opibe(t — ca,z — e2)) +
o Jr
2 (O20(t,2) ~ 2clt — s,z — 22) [ exp (£ [0a(ta) = 0t — e - 22)] ) dda

1
0 2
+/0 /Rw(z)q)(ath/e)[(@zws(t,x)ﬁmd)s(:csz,a)) +

o | =

(024.(t,2) — 9200(x — e2,a)) } exp (i et 2) — (e — ez, a)]) exp </O ﬁ) dzda
(56)
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The squared terms are obviously non-negative, and hypothesis 2.5 gives us 92¢2 < €,,. We
recover an upper bound for 921.. Indeed, at (tg,z0) = argmax 9%t. 2, a maximum principle
gives us directly:

8%’(/)5(2507560) < Cop (57)

This gives us:
exp (=2 [0elt = 0, = £2) = vult = ca0)]) 21 L [0ule — s - £2) — 0t — )

1 Coa
>1- - [—ez 0 (t — ea,x) + 2522'2} .

Then, since [ zw(w)dz = 0,

1
/ w(z) exp (—6 [e(t — ea,x — ez) — Y (t — ea, x)]) dz>1- EQ:;W / w(z)z? dz. (58)
R R
The result of the lemma follows. O

The following Lemma proves a maximum principle for ¥, (-, z). For the sake of conciseness,
we will assume the maximum is reached: if it is not, we may yet again define a modified function
as we have done in the previous sections and recover the same bound.

Lemma 18 (Maximum principle). Let us fir x € R. Let m be the mazimum over t € [0,T] of
V() —1pe(0,2). For K = (€40/2) [pw(2)z*dz > 0, we have:

14+p
em/€§1+Z+Ks 1+ L : (59)
€ e

Proof. Lemma 17 and the lower bound in Lemma 16 give us, for K defined above,

t/e c
1> [1—K5]/0 ®(a) exp (i [t (t, z) — ¥ (t — 5a,x)]> da+ (I)(Igt(é)) exp (i [t (t,x) — wE(O,w)]> .

Applying the maximum principle and denoting ¢y = arg max ¢, (-, ) — 1. (0, ) results in

t(J/E
1>[1- Ka]/ ®(a)da + q)(to/g)em/a,
0

@(0)
hence:
P to/S
ene < 20 1 —Ka)/ ®(a) da
®(to/c) 0
to 14+p oo to/e
< (1—1—) / O (a) da—l—K@/ ®(a)da
€ to/e 0
14+p
§1+@+K€ (1—&-to> —(1+t0) ,
€ € €
hence the result. O

29%4p. may not reach its maximum. The bounds over d,1). of Proposition 9 allow us to define a
modified function that does reach its maximum and to proceed as in subsection 2.2.
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Proposition 19 (Upper bound for B.). Under hypotheses 1 and 2, for any (t,z) € [0,T] x R,
B, decays in the following way as € — 0:

21 +n

i
B, <e e

[T+ ' " HKT"H] (60)

where K = (€42/2) [ w(2)2? dz, as in the previous Lemma.
Proof. Lemma 18 and the upper bound in Lemma 16 give us:

O(1+t/e)
%s(ws)(tvx) S Tl)

21+H
< =
= Q2rt/e)i+n©

o1+n T T\
< 2 (1+Z4Kel1+=
>~ (2+t/€)1+/"< + - + 5( + E)

exp (i e (t, ) — we(o,:cﬂ)

m/e

+T e+ T\
S S ) g [
=€ PR 2%+t
9l+n
< S [T+ KT

We may now prove the following
Proposition 20. Under hypotheses 1 and 2, 1y is a viscosity supersolution of (HJ).

Proof. Let ¥ € C2(RT x R) be a test function such that 19 — ¥ admits a minimum at (¢, zo),

with ¢9 > 0. By compactness in Wli;fo([o, T] x R), thanks to the a priori estimates, we obtain for

a subsequence of € — 0 which we will not rename: (t., ) — (to,xo), where (t.,x) is a point
E—r

at which 1. — ¥ reaches its minimum. We have then:
Ve > 0V(z,a) € R x [0, L],

Yelte, ) — U(te,xe) < Ye(te —ca,xe —e2) — U(t. — ca,ze —€2).
Proposition 19 assures B, = 0 uniformly in ¢ € [to/2,T). Therefore:
E—r
V§ >0, des > 0| Ve € (0,e5), Be(V)(te, ) < 0.

hence, for € € (0,¢5):
1-0< le(i/}‘s)(tsvxs) < Q[E(W)(te:axe)-

The test function W is C2. This allows us to take the same Taylor expansion as in (53), and
ensures that for all § > 0 there exists Ls such that, uniformly in e € (0,&5):

Ls Ls
1-26< / / O (a)w(z) exp {a@t\Il(tE,xg) + 20,V (te, xe)
o J-Ls
1
—|—§€/ (1—5)? [a®07U(t. — esa,z. — es2) + 2az - 0,0, ¥ (t. — esa, x. — €52)
0

+2°02V(t. — esa, x. — €52)] ds} dz da.
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Since the previous inequality holds uniformly in € € (0,¢5), we take the limit ¢ — 0 at fixed ¢
and Ls and obtain:

Ls Ls
1-26< / / D (a)w(z) exp ([a0: ¥ + 20, P](to, xo)) dz da,
0o J-Ls

hence:

1-20< /OOO/R‘I)(CL)W(Z)CXP ([0 ¥ + 20, V](tg, o)) dzda.

By taking the limit when § — 0 we recover:
1< / ®(a) exp (ad: ¥ (to, o)) da/ w(z) exp (20; U (to, zo)) dz.
0 R

Therefore, 1y is a viscosity supersolution of (HJ). O

Proof of Theorem 3.

Propositions 15 and 20 prove vy is a viscosity solution of the Hamilton-Jacobi equation (10).
For a proof of the uniqueness of the viscosity solution we refer to Barles’ book [2]. This concludes
the proof of the Theorem. O

4 Discussion and Perspectives

There are two main aspects we would like to discuss in this section. First, we will support
and elaborate on our claim at page 4 that the limiting Hamilton-Jacobi equation derived after
renormalising n by an instationary measure inspired of [3] is the same as (10). Second, we will
discuss a setting in which the jump rate 8 depends not only on age but also on space.

4.1 Renormalising by an instationary measure

The idea of renormalising by a stationary measure is classical. However, as has been shown
in [3], it does not work here because, were a steady state to exist in self-similar variables for our
equation, it would be infinite at age 0, rendering the boundary condition a meaningless “co = 0o”
equality. We will therefore use a function corresponding to the pseudo-equilibrium of [3]:

Definition 21. For any t >0 and 0 < a <141, let
N(t,a) = (1+a) "1+t —a)* L (61)

We also set, forany x e R, ¢ >0and 0 < a < 1+t:

n(t,z,a)
=205l 2
ult.a,0) = "0 (62)
Definition 22. We define the following measure, for ¢ > 0 and 0 < a < 1+ ¢:
N(t,a 14+¢)l—#
vla) = o) M) — LAY (63)

N(t,0)  (1+a)'*r(1+t—a)l=r
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Direct computation gives us
OtInN + 9, In N + B(a) =0,

which is also satisfied by n. Hence, u satisfies:

Ou(t,x,a) + Ouu(t,z,a) =0, t>0, a>0, z€R
u(t,z,0) = 01+t Jrvi(@)w(z — 2" )u(t, 2, a) dz’ da’ (64)
uw(0,7,a) = u’(z,a) = n’(x,a)N(0,a) with  supp(u®(x,-)) = [0,1).

Let us take a hyperbolic time - space scaling and a Hopf-Cole transform:

Definition 23.

t x 1.
ue(t,x,a) = u (67 g,a) = exp (—Egpg(t,x,a)> . (65)
Characteristic flow of (64) leads us to define:
(x,a—t/e), a>t/e
Gu(tr.a) = ng( /€) / (66)
%(t—favx)a a St/&‘
Let us also set, in agreement with hypothesis 2:
@g (x’ a) = U(x) + E§(x7 a) (67)

=v(z) + e, a) = (1+p) In(l +a) — (1 = p)In(1 — a)]

With the previous definitions, ¢, satisfies the following equation, which is analogous to (9):

+ /01 /Rexp (i [d:(t.2) 2 - ez,a)D viye(a + t/)w(z) dz da.

Remark. For any positive t,

/1+t/€ ( ) 1
Vye(a)da = ———— —— 1.
0 t/e 1+ﬁ 50

Assuming sufficient regularity, (68) gives us:

1= [ [ e (000, exp (20.5:0,0) ) exp o) wter0) (22 ) " dzda

Hence the formal limit of (68) is the same Hamilton-Jacobi equation as (10):

1= /000 ®(a) exp (a&ﬂﬁo(t,x)) da/Rw(z)exp (zawgzo(t7x)> dz,

with the same initial condition v.

27



Remark. In order to prove convergence of this newly defined 155 to 1[10, solution of the limiting
Hamilton-Jacobi equation, the computations required are more or less the same as those presented
in the article, with a parasite term:

2+t/5 / / {exp( delt,) - 77st(t_w?gs_‘EZ)D - 1} Vise(a)w(z) dzda
A / {exp( Yo (t, ) — @2z —sz,a)D - 1} Vejela+t/e)w(z) dzda

due to the fact that v/, is not a probability measure over [0,1 +t/e]. Since v/, does approach
a probability measure for any ¢t > 0 as € — 0, this is not a major problem.

4.2 Space-dependent jump rate

Our study, as briefly mentioned in the Introduction, has a biological motivation. The random
motion we model takes place in cellular media in which heterogeneities are often prevalent. Hence
the relevance of considering a space-dependant jump rate B(x, a). There are different pertinent
ways of defining the jump rate, depending on what we intend to model. Here, we will only
consider the simple case of a slow space variation of the jump rate, in the sense that follows. We
define

S, = 212, (69

where 0 < p < 1 is Lipschitz continuous, and consider the following problem:
1 1
One(t, z,a) + faane(t,x,a) + fﬁ(x,a)ne(t,x,a) =0, t>0, a>0, xz€R

1+t/6
ne(t,x,0) = / /Bm—aza w(z)ne(t,x —ez,a)dzda (70)

ne(0,z,a) = n2(x,a) = n°(z /e, a).

Remark. Tt follows that n(t,z,a) = n.(et,ex,a) satisfies the problem below, with a jump rate
that varies slowly in space:

on(t,z,a) + dgn(t,x,a) + Blex,a)n(t,x,a) =0, ¢t>0, a>0, zeR
1+t
n(t,z,0) = / B(ex’,a)w(z — 2')n(t,2',a) dz’ da (71)
0 R
n(0,z,a) = n°(z, a).
Since p is Lipschitz continuous,

plr) + O(ez)

1+4+a (72)

Blx —ez,a) =

The formulation of (70) along characteristic lines allows us to recover, for 1. and ¢° defined as
in (8),

1= /t/8 / w(2)®(z —€z,a) exp (i [We(t, ) — Ye(t — ca,x — 52)]) dz da

1+t/e a—t/e
/ /Rw(z)fb(x —€£z,a) exp (i [wa(t,x) — ¢%(x —ez,a — t/a)] —I—/O Bz, s) ds) dz da,
(73)

28



where

®(z,a) = B(z,a) exp ( /O " B, s)ds) . (74)

Thanks to (72) and since w is a Gaussian, it follows that (73) admits a formal limiting Hamilton-
Jacobi equation, similar to the space-independent case (10). Here however, the Hamiltonian
depends on space:

1 :/ O (z,a) exp (adyiho(t, x)) da/ w(z) exp (2090(t, x)) dz. (75)
0 R
Yet again, that is a Hamilton-Jacobi equation, since it is equivalent to:
0o (t, ) + H(x, 0x90)(t, x) = 0, (76)

. ~1
with H defined as follows, where (<I>(x, )) is the inverse function of the Laplace transform of
D(x,-):

Passing to the limit rigorously is left for further work.
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