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In this paper, we compare numerical simulations and experiments on droplets impinging onto a hot sur-
face at a temperature well above the Leidenfrost point, for different impacting Weber numbers ranging
from 7 to 45. We use a novel numerical method for the simulation of two-phase flows with phase change
(evaporation and boiling) which accounts for the heterogeneous thermodynamic conditions at the liq-
uid/gas interface. We present the results of experimental and numerical values for the droplet shape,
its spreading diameter and its loss of momentum. The numerical simulations determine the time-
evolution of the average vapor layer thickness, which is typically from one to two orders of magnitude
smaller than the initial droplet diameter. Thermal transfer between the liquid and the gas phases are also
investigated both numerically and experimentally. In the numerical results, like in the experiments, the
droplet heating increases with the impacting Weber numbers. The fully resolved direct numerical simu-
lations allow for the accurate description of the multi-scale complex problem involving both fluid
mechanics and coupled heat and mass transfer.
1. Introduction

Studying the interaction between droplets and solid surfaces is
of great relevance for many industrial and environmental applica-
tions, such as wind-driven rain against the facade of buildings, ink-
jet spray painting, medical sprays inhalation, spray coolers, and
fuel injection in combustion engines. Many numerical, theoretical
and experimental studies have aimed at understanding the
dynamics of drops impinging onto solid and fluid surfaces
[12,69]. However, the phenomena associated with the drop
impingement are far from being fully understood (thermal effects,
evaporation, pre-existing and generated waves on the incident
fluid surface, etc.). When the solid surface temperature is much
higher than the liquid’s boiling point, the droplet can levitate upon
the hot solid surface. This levitation is induced by the rapid
evaporation of the liquid in the neighborhood of the heated solid
surface. The present work investigates this levitation process,
which is called the Leidenfrost effect [42].

Former studies of this phenomenon have been pursued to
determine the critical temperature of the hot solid surface, the
Leidenfrost point -also denoted Leidenfrost temperature TLeid- which
corresponds to the longest droplet lifetime. The influence of
parameters such as the surface roughness [4,5], the Weber number
[26], the surface material [5], or the liquid properties [24,25] on the
Leidenfrost point have also been evaluated. For instance, a para-
metric study of TLeid shows that the surface contamination, the sur-
face material, the liquid subcooling and the liquid degassing have
very little influence on the Leidenfrost point [5]. In the present
study, the temperature of the surface is far beyond TLeid to make
sure that the droplet levitates upon the surface for the chosen
range of Weber numbers. There are three different regimes of
interaction between droplets and surfaces: deposition, bouncing,
and splashing [13,26]. These impact regimes depend on many
parameters such as the incident velocity, the surface temperature
and the properties of the liquid (viscosity, surface tension . . .) but
can be determined as a function of the dimensionless temperature
T� and the Mundo number K [12,13,26]. In this paper, the focus is
on the bouncing regime.
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Nomenclature

Cp isobaric heat capacity (J � kg�1 � K�1)
D strain tensor (s�1)
D0 initial diameter (m)
Dm diffusion coefficient (m2 � s�1)
Ev heat taken by the liquid to evaporate (–)
EDT heat entering the droplet (–)
g! gravitational acceleration (m � s�2)
hlg specific latent heat (J � kg�1)
k thermal conductivity (W �m�1 � K�1)
L loss of momentum (–)
Lr size of the domain along e!r (–)
Lz size of the domain along e!z (�)
_m evaporation rate (kg � s�1 �m�2)
M molar mass (kg �mol�1)
n number of moles (–)
n! normal vector (–)
P pressure (Pa)
R ideal gas constant (J �mol�1 � K�1)
Re reynolds number (–)
rn velocity ratio (–)
T temperature (K)
Tdrop temperature of the droplet (K)
TLeid Leidenfrost point (K)
Tsat saturation temperature (K)

Twall solid surface temperature (K)
V volume (m3)
V
!

velocity (m � s�1)
We Weber number (–)
Y mass fraction (–)
b spreading diameter (–)
e vapor layer thickness (m)
/ level set function (–)
j interface curvature (m�1)
l dynamic viscosity (Pa � s)
q density (kg �m�3)
r surface tension Coefficient (N �m�1)
r. divergence operator (–)
r gradient operator (–)
rt transpose of the gradient operator (–)
½:�C jump condition operator (–)
atm atmospheric condition (subscript) (–)
g gas (subscript) (–)
l liquid (subscript) (–)
leid Leidenfrost (subscript) (–)
sat saturation (subscript) (–)
vap liquid vapor (subscript) (–)
C droplet surface (superscript) (–)
In many industrial applications, liquid droplets are initially at
the ambient temperature and impact onto the solid surface with
an incident velocity. This subcooled regime (Tdrop < Tsat) was inves-
tigated in [71] for small spherical sessile droplets (D0 < 150 lm).
Zhang and Gogos show that the temperature of the interface near
the hot surface can reach the liquid boiling point (Tsat), whereas the
temperature in the ‘‘outer drop” region remains smaller than Tsat .
Both evaporation and boiling can then occur at the same time in
different regions of the droplet as the liquid inside the drop is
heated up. It should be emphasized that the evaporation rate in
the outer drop region is found to play a direct role on the heat
and mass transfer [24,25,71]. However, in many numerical studies,
the droplet is assumed to be already at the saturation temperature
before the impingement takes place, which is rather restrictive.
Therefore, new numerical approaches are necessary to account
for the specific thermodynamic conditions encountered at the liq-
uid interface of a subcooled impinging droplet.

The Leidenfrost effect has thus been widely studied experimen-
tally, but very few numerical simulations exist in the literature.
The development of such a numerical model is quite challenging,
since hydrodynamic and thermodynamic effects are simultane-
ously involved at multiple scales. Many previous numerical works
deal with boiling flows [18,22,36,39,55,56,59,60], and with evapo-
ration [28,33,41,45,57,64]. However, in situations involving
heterogeneous thermodynamic conditions at the interface -for
instance, a Leidenfrost droplet- the distinction between boiling
and evaporation is not always possible and most of those numeri-
cal methods are not suitable to simulate this transient regime.

Harvie and Fletcher were among the first to perform axisym-
metric simulations of the impact of a droplet onto a hot surface
in the Leidenfrost regime [29,30]. Their numerical method combi-
nes a hydrodynamic model describing the motion of the droplet,
and a one-dimensional model simulating the vapor layer’s dynam-
ics. In the hydrodynamic model, the Navier Stokes equation is
solved using the Continuum Surface Force (CSF) approach [7] that
accounts for the capillarity forces, and the Volume Of Fluid (VOF)
method that locates the interface. Then, the velocity and the pres-
sure on the vapor layer are determined with a simplified form of
the Navier–Stokes equation, which requires knowing the new posi-
tion of the interface and the vaporization mass rate _m.

Ge and Fan [21] conducted three-dimensional numerical simu-
lations of droplets impacting onto hot surfaces using, like in Harvie
and Fletcher [29,30], macroscale and microscale numerical models.
At the macroscale, the momentum and mass balance equations are
solved using a finite-volume method and a Level Set method to
track the interface. The microscale model deals with the flow in
the vapor film beneath the droplet. The authors solved the two
dimensional momentum and continuity equation with an Arbi-
trary Lagrangian Eulerian (ALE) technique to compute the velocity
and the pressure of the flow in the vapor layer. Finally, a heat
transfer model is used to determine the temperature field and
the evaporation rate _m. The numerical simulations performed by
Ge and Fan were tested with experiments by Groendes and Mesler,
Qiao and Chandra, and Wachters and Westerling[27,49,67]. They
conclude that their numerical approach is able to predict the
dynamic behavior of the droplet from the bouncing to the splash-
ing regimes. The temperature field in the solid surface is also
solved and is in good agreement with Groendes and Mesler [27].
The results show that the heat flux is higher in the center of the
impact.

Nikolopoulos et al. [47] performed numerical simulations of the
evaporation process of n–heptane and water droplets impinging
onto surfaces below and above the Leidenfrost temperature. The
momentum equation is solved using a finite volume approxima-
tion coupled with the VOF method and an adaptive local grid
refinement technique, to solve accurately the flow in the vapor
layer and in the vicinity of the interface. The thermal energy trans-
port is determined using a source term _Q (Js�1 �m�3) that depends
on the evaporation rate.

This article investigates the hydrodynamics and the heat
transfer during the impact and the levitation of a single droplet
onto a hot surface in the bouncing regime. We present numerical



simulations of small water droplets (D0 � 130 lm) initially at
ambient temperature (Tdrop � 25 �C) impinging onto a hot surface
with different impinging velocities. The simulations are performed
in an axisymmetric coordinate system. Sufficiently weak Weber
numbers are considered to ensure that three-dimensional effects
can be neglected. The temperature of the solid surface is much
higher than the Leidenfrost point (Twall ¼ 800 K) and remains con-
stant all along the simulations. Let us notice that small tempera-
ture variations can occur in the solid domain during the droplet
spreading. This parameter has a weak influence on the overall phe-
nomenon because the wall superheat is very large in the present
simulations and experiments. However, this information on the
solid temperature variation is of significant interest for experimen-
tal studies, because, from these data, the heat flux in the substrate
can be extracted by using inverse methods.

Since the vapor layer thickness is several orders of magnitude
thinner than the droplet diameter [6,8,58], our grid is refined near
the solid surface in order to perform fully resolved simulations of
the interface motion, the phase change, and the heat transfer
between the solid, the liquid and the gas phase inside the vapor
layer. Section 2 describes the momentum, the continuity, the
energy and the mass fraction conservation equations, governing
the overall system. The numerical method used to solve these
equations is also briefly presented in Section 2. Our method can
account for both evaporation and boiling and is suitable to perform
the simulation of a subcooled impacting droplet. One difference
with respect to the numerical studies previously cited
[21,29,30,47], is that the evaporation rate is determined from the
temperature field and the mass fraction field using the Clausius–
Clapeyron law. The experimental set-up is presented in Section 3.
Comparisons between the present numerical simulations and the
experimental measurements of droplets impinging onto a hot wall
with different Weber numbers are reported in Section 4. Finally,
the time-evolution of the heat and mass transfer between the sur-
rounding gas and the liquid phase is investigated in Section 5.

2. Equations and numerical method

The numerical method used to perform the simulations of the
Leidenfrost droplets is thoroughly described in [54]. It enables
the resolution of the vapor layer’s dynamic, the heat and mass
transfers, and the phase change using a strongly refined grid near
the solid surface. The stability condition on the time step of explicit
algorithms is very restrictive due to the small size of the mesh cells
in the vapor layer, especially for the diffusion terms. Therefore, an
implicit temporal discretization is used to compute all the diffu-
sion terms in a reasonable computational time. The numerical
model is able to handle the heterogeneous thermodynamic condi-
tions at the interface of a subcooled droplet (Tdrop < Tsat) in the
Leidenfrost regime (evaporation in the outer drop region, plus
evaporation and/or boiling at the bottom). The flow is assumed
to be incompressible in order to simplify the simulation. A
two-phase flow compressible solver for low Mach number has
been developed recently by Huber et al. [34] to perform
simulations of the interaction of bubbles with ultrasound waves.
However such solvers have not yet been upgraded to deal with
phase change. Therefore, an incompressible two-phase flow solver
is used in this study. Also, some parameters such as viscosity or
density are considered constant in the two phases, although in
reality, they can vary with strong thermal gradients, and the
mixing of chemical species in the vapor layer.

2.1. Momentum and mass conservation

The mass conservation equation for incompressible flows leads
to a divergence-free condition on the velocity field, and a jump
condition at the liquid/gas interface due to phase change
[22,46,64]:

r � V!¼ 0 ð1Þ

V
!h i

C
¼ � _m

1
q

� �
C

n! ð2Þ

where ½:�C ¼ is the jump condition operator at the interface defined
as follows:

½A�C ¼ Al � Ag

The conservation of momentum is satisfied by solving the
Navier–Stokes equation for an incompressible flow with a jump
condition on the pressure which accounts for the capillary effects,
the viscous effects and the phase change:
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where @Vn=@n ¼ rV
!� n! is the derivative in the normal direction

at the interface. The position and the evolution of the interface
are computed using the Level Set Method [62]. To determine the
velocity and the pressure from Eqs. (1) and (3), the projection
method from [64] is used with the following modifications: (i) the
viscous terms must be computed using an implicit discretization
to handle the viscosity jump, (ii) and the numerical method must
account for the additional jump conditions due to phase change
reported in Eqs. (2) and (4).

To compute an implicit discretization of viscous terms for the
simulation of phase change, we use the Ghost Fluid Semi-
Conservative viscous Method (GFSCM) developed by Lalanne
et al. [40]. In the framework of Level Set/Ghost fluid methods,
two main numerical discretizations are commonly used. They are
developed by Kang et al. [37], and Sussman et al. [63] to compute
the viscous terms for the simulation of incompressible two-phase
flows when the viscosity is discontinuous across the interface
[40]. In [37], the divergence of the viscous stress tensor is con-

tracted in a Laplacian operator of the velocity component lDV
!
.

The other term, the jump of the normal viscous stresses at the
interface resulting from the jump of viscosity, is added explicitly
to the pressure jump condition while solving the Poisson equation
for the pressure. This method is referred to in [40] as the Ghost
Fluid Primitive viscous Method (GFPM). In [63], inspired by a pre-
vious work of Liu et al. [44], the divergence of the viscous stress
tensor is discretized in a similar way to CSF methods and the con-
tribution of the normal viscous stresses is not added to the pres-
sure jump condition at the interface. In [40], this method is
referred to as the Ghost Fluid Conservative viscous Method
(GFCM).

While the implicit discretization of viscous terms can be done
using the GFPM algorithm, the method cannot be applied to simu-
lations with phase change because the computation of the normal
viscous stresses is not possible if the velocity field is not continu-
ous at the interface. The GFCM is perfectly suitable for the simula-
tion of phase change. However, the implementation of an implicit
method leads to one complex coupled parabolic linear system for
all the velocity components. With our method, the GFSCM, if the
viscosity is considered as a constant, the divergence of the viscous

stress tensor is split into two terms. The first, r:ðlrV
!Þ, is used to

compute the intermediate velocity field which does not respect the
divergence-free condition (predictor step of the projection

method). The second-order cross-derivatives, r:ðlrt V
!Þ, are

non-zero only at the interface and are included in the pressure



jump condition when the Poisson equation is solved. Accounting
for the variations of the viscosity would imply to solve a complex
linear system coupling all the velocity components. Such a formu-
lation has been proposed recently [43] for a piecewise constant vis-
cosity but a further work would be required to use this formulation
with a jump condition on the velocity due to phase change.

The algorithm from Nguyen et al. [46] solves the Navier Stokes
equation with appropriate jump conditions accounting for a reac-
tive interface between two incompressible immiscible fluids with
different densities. In the present work, an algorithm inspired by
[46] and developed in [64] is implemented to compute a velocity
field extension which respects a divergence-free condition
[54,64,65] more suitable for the simulation of droplet evaporation.

2.2. Energy and mass fraction conservation

The energy conservation is expressed with the following equa-
tion and jump condition on the thermal flux at the interface which
allows accounting for phase change:

qCp
@T
@t

þ V
!�rT

� �
¼ r � krTð Þ ð5Þ

krT � n!
h i

C
¼ _m hlg þ ðCpl � Cpvap ÞðTsat � TCÞ

� �
ð6Þ

½T�C ¼ 0 ð7Þ
The energy conservation equation is solved using the numerical

method from Gibou et al. [22]. In this algorithm, the temperature
field is first computed in the gas phase and then in the liquid phase
with a Dirichlet condition TC at the liquid/gas interface. The tem-
perature field of each phase is extended afterwards using the
extrapolation technique in [3] and the evaporation rate _m is
deduced from Eq. (6). In [22], the authors assume that the temper-
ature at the interface is constant and equal to TC ¼ Tsat because
they consider the boiling of a single-species system. However, it
was pointed out previously that for Leidenfrost droplets in the sub-
cooled regime, the thermodynamic condition at the interface is
heterogeneous since the temperature varies depending on the
position. To determine TC, the thermodynamic local equilibrium
conditions for a pure liquid in contact with a gas mixture should
be invoked. By assuming that the gas mixture behaves as an ideal
gas, the total pressure can be defined as the sum of each individual
component

Patm ¼ Pvap þ Pg ð8Þ

Pvap and Pg are determined as follow:

PvapV ¼ nvapRT ð9Þ
PgV ¼ ngRT ð10Þ

The mass fraction of vapor is defined by the following relation:

Yvap ¼ nvapMvap

nvapMvap þ ngMg
ð11Þ

By replacing nvap and ng in Eq. (11) using Eqs. (9) and (10), the
mass fraction of vapor can be rewritten as follows:

Yvap ¼ PvapMvap

PvapMvap þ ðPatm � PvapÞMg
ð12Þ

At the interface, the saturated vapor pressure of the liquid com-
ponent is determined by the Clausius–Clapeyron law:

PC
vap ¼ Patme

hlgMvap
R

1
TC

� 1
Tsat

� �
ð13Þ
Therefore, by rewritting Eqs. (12) and (13), the non-uniform
temperature at the interface TC can be defined as follows:

PC
vap ¼

YC
vapPatmMg

Mvap � ðMvap �MgÞYC
vap

ð14Þ

TC ¼ hlg Mvap Tsat

hlg Mvap �R Tsat ln
PCvap
Patm

� � ð15Þ

Knowing the vapor concentration at the interface (YC
vap), the

temperature TC can be determined by using the Eq. (15). The vapor
concentration is computed by solving Eq. (16) with the jump con-
dition (17) due to the conservation of the chemical species vap:

q
@Yvap
@t

þ V
!�rYvap

� �
¼ r � qDmrYvap

� 	 ð16Þ

qDmrYvap � n!
h i

C
¼ � _m Yvap


 �
C ð17Þ

By remarking that for a single component liquid the jump con-
dition can be simplified, we obtain the following Robin boundary
condition at the interface for the mass fraction field:

_mYC
vap þ qgDmrYvap: n

!���C ¼ _m ð18Þ

Therefore, Eq. (16) and the boundary condition at the interface
Eq. (18) (Robin condition), are solved with the technique presented
in [48] which is of second order in space and maintains a symmet-
ric definite linear system.

2.3. Interface advection with a Level Set method

The Level Set method is used to determine the position of the
liquid gas interface for each time step [19,22,46,48,62,64]. A level
set function / is introduced so that the isocontour of / ¼ 0 repre-
sents the interface. The temporal evolution of / is computed by
solving the following convection equation:

@/
@t

þ V
!

int � r/ ¼ 0 ð19Þ

The function / represents the distance to the interface (by def-
inition / > 0 in the liquid, / < 0 in the gas). The interface velocity,

V
!

int , is given by

V
!

int ¼ V
!

l þ
_m
ql

n!¼ V
!

g þ
_m
qg

n! ð20Þ

where n! is the normal vector pointing towards the interior of the
liquid phase. A reinitialization step is then performed to ensure that
the level set function remains a signed distance in the computa-
tional domain. This can be achieved by solving the following Partial
Differential Equation (PDE) at the end of a time step [62]:

@d
@s

¼ signð/Þ 1� jrdjð Þ ð21Þ

where d is the reinitialized distance, s a fictitious time and signð/Þ
the smoothed signed function defined in [62]. Let us notice that
two temporal iterations are required at every time step to maintain
d as a signed distance. Finally, the level set function allows to deter-
mine the normal vector and the curvature j at the interface:

n!¼ r/
jr/j ð22Þ

jð/Þ ¼ �r � n! ð23Þ



Table 1
Fluid properties (units SI) for the simulation presented in Section 2.4.

Fluids q l Cp j r Tsat hlg Dm M

Acetone (liquid) 700 3:26 10�4 2000 0.161 0.0237 329 518,000 5:2 10�5 5:8 10�2

Gas mixing 1 10�5 1000 0:052 – – – – 2:9 10�2

Table 2
Parameters of the simulation presented in Section 2.4.

T1 Y1 D0 Vz Lr Lz

Re ¼ 20 700 K 0 200 lm �2 m � s�1 4 D0 8 D0

Fig. 1. Temperature field (left), mass fraction field (right), streamlines and interface position around a moving droplet which evaporates in a hot gas.
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Fig. 2. Temporal evolution of the dimensionless droplet diameter (left) and the dimensionless temperature (right). Comparison between the Ghost Fluid Thermal Solver for
Boiling and Evaporation (GFTSBE) method and a semi-empirical correlation.
2.4. Direct numerical simulation of the evaporation of a moving
droplet

This section reports a numerical benchmark to assess the rele-
vance and accuracy of the present numerical method. The results
from the simulation of the evaporation of a moving droplet are
compared with the correlation of Renksizbulut et al. which is valid
under the following conditions [50]:

– The droplet remains spherical (Weber number sufficiently
small).

– The flow field is axisymmetric and laminar.
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Fig. 3. An example of temperature distribution obtained by 2cPLIF thermometry in
the case of a rebound with satellite droplets (D0 ¼ 133 lm;V

!
0 ¼ 4:3 m=s;

Twall ¼ 670 �C;We ¼ 35). Figure adapted from ‘‘Energy balance of droplets impinging
onto a wall heated above the Leidenfrost temperature by P. Dunand, G. Castanet,
M. Gradeck, D. Maillet and F. Lemoine, International Journal of Heat and Fluid Flow,
Vol. 44 (2013) [16]”. Adapted with permission.

Fig. 4. Typical evolution of the heat removed per droplet as a function of the wall
temperature obtained by the inverse heat conduction model presented by Dunand
et al. [14,15]. Droplet size and injection frequency are fixed in the measurements
(D = 180 lm and f = 12 kHz).
– The gravity, the thermal radiation, the Soret and Dufour effects
and the viscous dissipation are negligible.

– The gas/liquid interface is in thermodynamic equilibrium.
– The gas is insoluble in the liquid phase.

The Renksizbulut et al. correlation is based on the evaporation
of a static droplet theory developed by Spalding in [61]. The static
droplet theory allows to determine the global mass flow rate _MðtÞ
as follows:

_MðtÞ ¼ p DCðtÞqgDm Sh BM ð24Þ
where the mass transfer coefficient BM and the Sherwood number
Sh are defined as follows:

BM ¼ YC � Y1
1� YC

Sh ¼ 2
lnð1þ BMÞ

BM
ð25Þ

The temporal evolution of the droplet diameter DCðtÞ is deter-
mined by integrating Eq. (24):

DCðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

0 �
4qgDm

ql
ln 1þ BMð Þt

s
ð26Þ

The static theory cannot be directly applied to a falling droplet
since the motion of the liquid has an influence on the heat and
mass transfer. Renksizbulut et al. modify the Sherwood number
with the Reynolds number (Re) and the Schmidt number (Sc) in
order to account for the coupling between the fluid motion and
the forced convection at the droplet surface.

Sh

ð1þ BMÞ0:7
¼ 2þ 0:87 Re

1
2 Sc

1
3 ð27Þ

Sc is given by

Sc ¼ lg

qgDm
ð28Þ

This correlation for the Sherwood number allows to determine
the mass flow rate by using Eq. (24). Then, the temporal evolution
of the droplet diameter can be deduced by integrating Eq. (24)
using Eq. (27) to determine the Sherwood number.

The numerical simulations are performed in an axisymmetric
coordinate system with a moving frame to maintain the droplet
in the center of the computational domain. Indeed, the evaporation
rate being very low, the droplet covers an important distance
before a significant evaporation occurs. The fluids properties and
the parameters of the numerical simulation are reported in Tables
1 and 2. The computational domain dimensions are defined to min-
imize the containment effects. The equations are computed with
two computational grids containing 64� 128 and 128� 256 (with
respectively 16 and 32 grid cells to discretize a droplet radius). For
both meshes, the grid is uniform in the neighborhood of the dro-
plet (until a distance of D0=2 from the interface) and a non-
uniform grid is used outside this region to minimize the number
of grid cells. The gravity is neglected and a constant relative veloc-
ity Vz is imposed between the droplet and the gas phase. The tem-
perature and the mass fraction fields are initialized with the
theoretical solution of the motionless case [61]. The energy and
species conservation equations are solved with Dirichlet boundary
conditions at the bottom edge of the domain (T1 and Y1) and
Neumann boundary conditions everywhere else. For the Navier–
Stokes equation, we use the following boundary conditions:

– Inflow condition at the bottom to ensure the constant relative
velocity.

– Slip condition at the right side.
– Outflow boundary condition at the top.

Comparison tests between the Renksizbulut et al. correlation
and the direct numerical simulations have been conducted consid-
ering a 200 lm droplet of acetone placed in a hot gas mixture at
700 K with an initial relative velocity of 2 m/s. The temperature
field and the mass fraction field are displayed in Fig. 1. This figure
shows the streamlines inside and outside the droplet to highlight
the coupling between the external flow and the Stefan flow. The
temporal evolutions of the droplet diameter (until it decreases of
15%) and the droplet temperature are plotted in Fig. 2. The latter
shows a very good agreement between the numerical results and
the theoretical evolution based on (27). The figure also brings out
the convergence of the numerical method. Furthermore, it shows
that the numerical results using the coarse grid are close to the
theoretical solution.



Table 3
Fluid properties (units SI) for the simulations presented in Sections 4 and 5.

Fluids q l Cp j r Tsat hlg Dm M

Water (liquid) 1000 0.00113 4180 0.6 0.07 373 2,300,000 2:0 10�5 1:8 10�2

Air (gas) 1.226 0.00003 1000 0:046 – – – – 2:897 10�2

Table 5
Comparison between the numerical simulations and the present experiments [11,16]
for the Leidenfrost water droplet with We ¼ 7:4.

Spreading diameter
bmax

Restitution
coefficient rn

Experimental
measurements

1:4 0:59

Numerical simulation
96� 192

1:57 0:61

Numerical simulation
144� 288

1:57 0:63

Table 4
Parameters of the simulations presented in Sections 4 and 5. Tdrop is the initial temperature of the droplet, Twall is the temperature of the wall, V0 is the initial velocity, Lr and Lz are
the size of the domain along e!r and e!z ;Grid is the number of grid cells and D0 is the initial diameter of the droplet.

Case Tdrop Twall D0 V0 Grid Lr Lz

We ¼ 7:4 290 K 800 K 130 lm 2m � s�1 96� 192 2 D0 1:5 lr
We ¼ 11 290 K 900 K 130 lm 2:43 m � s�1 96� 192 2 D0 1:5 lr
We ¼ 15 290 K 900 K 130 lm 2:842 m � s�1 96� 192 2 D0 1:5 lr
We ¼ 20 290 K 900 K 130 lm 3:28 m � s�1 96� 192 2 D0 1:5 lr
We ¼ 25:2 300 K 746 K 133 lm 3:7 m � s�1 96� 384 2 D0 3 lr
We ¼ 44:8 290 K 814 K 120 lm 5:18 m � s�1 96� 384 2 D0 3 lr

Fig. 5. Strongly refined computational grid (96� 384 meshes) for the simulations presented in Sections 4 and 5 with We ¼ 25:2 and We ¼ 44:8.
3. Experimental setup

Numerical simulations are compared with experimental results.
This section only presents the main outlines of these experimental
methods. A more detailed description can be found in [16,17]. A
piezoelectric droplet generator is used to produce mono-size and
equally-spaced droplets at a relatively high frequency (on the
order of 10;000 droplets per second). The droplet generator is
rotated in order to adjust the angle of impact. Also, the inlet pres-
sure and the diameter of the injector orifice can be modified to
change the size and the velocity of the droplets. In the present



Fig. 6. Temporal evolution of the dimensionless spreading diameter with We ¼ 7:4.
study, the initial diameter of the droplets varies from 80 lm to
250 lm, the velocity is set to a few m/s while the temperature of
the injector is regulated at 25 �C. The droplets impinge a thin disk
of nickel heated by induction. The upper surface of the nickel target
is polished so as to obtain an averaged rugosity Ra below 1 lm.
Several measurement techniques are implemented:

	 High-speed shadowgraphy allows visualizing the droplet
motion and deformation. Given the extreme brevity of the
deformation process (typically 100 ls), time-resolved observa-

tions imply acquisition rates close to 100;000 frame-per second.
Fig. 7. Experimental images and 3D visualization of an axisymmetric numerical
simulation of the impact of a droplet onto a hot surface at We ¼ 7:4;We ¼ 25:2 and
We ¼ 44:8 in the Leidenfrost regime.
Important parameters such as the incident angle, the normal and
tangential velocities of ongoing and outcoming droplets, the resi-
dence time, the spreading diameter are deduced from the image
processing [9].
	 The temperature evolution of the droplets is measured using
the two-color Planar Laser-Induced Fluorescence (2cPLIF) ther-
mometry [15–17]. The liquid is seeded with a temperature-
dependent fluorescent dye. The fluorescence of the droplets is
induced by a laser sheet and observed by means of two cameras
equipped with distinct bandpass filters. The image ratio of the
two cameras is converted into a temperature after a calibration
of the measurement system. Because the exposure time of the
cameras is much longer than the duration of the deformation
process, only temporally averaged temperature can be obtained
as illustrated in Fig. 3.

	 An infrared camera provides the temperature at the rear face of
the thin nickel target. This temperature is monitored during the
cooling of the nickel target once the heating by the induction is
switched off. A specific inverse heat conduction model has been
developed to determine the heat removed by the droplets from
the temperature evolution [16]. As an example, Fig. 4 shows the
evolution of Qw during a cooling sequence as a function of the
wall temperature Twall. The cooling starts in the film boiling
regime (right hand side of Fig. 4) and finishes in the nucleate
boiling regime (left hand side of Fig. 4). When the wall reaches
the Leidenfrost temperature, liquid starts rewetting the wall,
which induces a sharp increase in the heat removal. The rewet-
ting ‘‘overshoot” observed in Fig. 4 is the consequence of the
increase of the dynamic Leidenfrost temperature with the
Weber number. Due to this increase, the rewetting takes place
at a higher wall temperature for the high Weber numbers. At
the same time, the heat flux is an increasing function of the wall
temperature in the nucleate boiling. Once the wall is wetted,
the Weber number has no effect on the heat flux. The heat flux
becomes an increasing function of the wall temperature and the
inlet liquid flow rate exclusively.

Finally, energy conservation can be invoked to estimate indi-
rectly the heat associated to evaporation, as the heat removed from
the wall by the droplets and the sensible heat gained by the dro-
plets are known from the previous measurements techniques.
The respective contributions of the liquid sensible heat, the heat
1.

2.

3.

4.

Fig. 8. Experimental images of droplets bouncing onto a hot surface at We ¼ 25:2 .
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Fig. 9. Dimensionless spreading diameter against dimensionless time for different Weber numbers. a: Comparison between the numerical simulations and the present
experiments, b-d: Comparison to the model of Eq. (35) with A ¼ 1 and A ¼ 1:47 for We ¼ 44:8 (b), We ¼ 25:2 (c) and We ¼ 7:4 (d).
of evaporation, and the heat removed from the wall are presented
in [16].
4. Drop impact dynamics

Axisymmetric numerical simulations are performed for differ-
ent impinging velocities. The corresponding Weber numbers based
on the droplet velocity projected in the normal direction to the
wall are 7.4, 11, 15, 20, 25.2, and 44.8:

We ¼
qlD0 V

!
impact � e!z

� �2
r

ð29Þ

For these moderate Weber numbers covering the bouncing
regime, the experimental results show that the droplet shape
remains approximatively axisymmetric. The evolution of the dro-
plet shape, its spreading diameter, its bouncing velocity, and the
formation of secondary droplets is discussed in the following sec-
tions. Since some physical properties can vary for strong thermal
gradients, average and constant values have been considered in
our simulations. These averaged properties are reported in Table 3.
The parameters of the numerical simulations are given in Table 4.
The vapor layer beneath the droplet being very thin, small grid
cells are required to accurately solve the vapor flow in this singular
region. Therefore, the numerical simulations are performed on a
non-uniform structured grid which is strongly refined near the sur-
face as it is shown in Fig. 5. To preserve the accuracy of the spatial
discretization, the grid has a smooth continuous transition
between large and small cells.
4.1. Direct numerical simulation of a water droplet impinging onto a
hot surface with We = 7.4

The numerical simulation of a droplet impacting onto a solid
surface above the Leidenfrost point is quite challenging. Indeed,
since the vapor layer is several orders of magnitude smaller than
the droplet diameter, a locally refined grid is necessary to capture
its formation. To obtain the numerical results within a reasonable
time, an implicit temporal discretization must be applied to com-
pute the diffusion terms (viscous terms, thermal conduction, mass
fraction diffusion) [40]. Also, the extrapolation techniques which
are used to solve the hyperbolic partial differential equations are
implemented using an implicit discretization in the refined
direction. This ensures that the extrapolation will be done in a
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neighborhood large enough to cover the region where the grid is
very refined when the droplet is near the hot surface [3,23,65].
Finally, the simulation requires a specific model of phase change
which deals with both evaporation and boiling since the two occur
simultaneously (see Section 5).

For the We = 7.4, the simulations are performed with two com-
putational grids 96� 192, and 144� 288. The grids are non-
uniformed and strongly refined in the neighborhood of the solid
surface. The radial direction is decomposed in two parts: a uniform
zone between the radial coordinates x ¼ 0 and x ¼ Lr=2 with 60 for
the coarsest grid and 90 points for the thinnest grid, and a contin-
uously stretched zone until x ¼ Lr which contains respectively 36
and 54 grid cells. In the longitudinal direction, the grid can be also
decomposed in two regions: the very refined zone between the
coordinates z ¼ �Lz=2 and z ¼ �Lz=2þ � with � ¼ 0:06 Lz contain-
ing respectively 40 and 80 grid cells, and a uniform region in the
rest of the domain which contains 152 and 208 points for the
coarsest and the thinnest grids respectively. The transition
between all the different parts is continuous in order to preserve
the accuracy of the spatial discretization.

Table 5 reports quantitative comparisons between the present
numerical simulations and the corresponding experimental mea-
surements obtained from high-speed shadowgraphy (as men-
tioned in Section 3). The table shows that the numerical
simulations and the experimental data are in good agreement,
especially for the the radial diameter at the maximum spreading
(or spreading diameter) bmax and the velocity ratio rn since the dif-
ferences are respectively around 12% and 7%. The simulations are
well resolved since there is little difference between the results
performed with the two grids. Fig. 6 shows indeed almost superim-
posed evolutions of the spreading diameter for the simulations
performed with the two grids.
4.2. Droplet shape and satellite drops

We first compare the evolution of the droplet shape between
the experiments and the numerical simulation. Fig. 7 shows that
the deformation of the droplet is well reproduced in the simula-
tions. As expected, the spreading diameter is higher for increasing
Weber numbers since the inertial effects increase in comparison to
the capillary ones. Furthermore, the numerical simulations accu-
rately predicts the formation of a satellite droplet for the
We ¼ 44:8 impact. This phenomenon was thoroughly studied by
Karl and Frohn in [38] for water and ethanol droplets with diame-
ters ranging from 70 to 260 lm. This study covers different impact
regimes from reflection (bouncing without satellite drop) to
splashing (desintegration into numerous small droplets) through
satellite droplet formation (one to three satellite drops) and is
focused on the transition between the bouncing regime and the
satellite droplet formation. The authors predict the transition for
normal Weber numbers ranging from 20 to 30 and for an empirical
parameter CKF ¼ We Re0:8 higher than 2000. In the present investi-
gations, the experiments allow to determine the onset of the
regime of satellite droplet formation. Images of four monodis-
persed droplet streams impacting the surface atWe ¼ 25:2 are pre-
sented in Fig. 8. Frame 3 of Fig. 8 show the formation of a satellite
droplet while on frames 1, 2 and 4, the surface tension is able to
maintain a closed surface. Therefore, the transition takes place
for We � 25 and CKF � 3255 which is consistent with the experi-
mental results from [38]. Nevertheless, it should be noticed that
the droplet does not break up after the bouncing in the numerical
simulation of the impact at We = 25.2, even if it is very close to.
4.3. Spreading diameter

To determine the parameters that predominantly control the
deformation, Fujimoto et al. investigated the droplet/wall interac-
tion for different diameters and wall temperatures [20]. For surface
temperatures below the Leidenfrost point, the Reynolds and the
Weber numbers control the phenomenon while for surface tem-
peratures above TLeid, the deformation of the droplet depends
mostly on the Weber number. In Fig. 9a the dimensionless spread-
ing factor b against the dimensionless time t� is plotted for differ-
ent Weber numbers, using the following definitions for the
parameters b and t�:

b ¼ Dr

D0
and t� ¼ t

U0

D0

where Dr is the maximum diameter of the droplet along the
transversal direction to the wall and U0 is the droplet initial velocity
normal to the wall. Fig. 9 highlights the different stages of the dro-
plet deformation. Basically, the deformation process can be divided
into three consecutive phases: kinematic, spreading, and recoiling.
During the kinematic phase, the bottom of the drop is stopped at
impact, but the upper part of the drop is still moving with an undis-
turbed velocity so that the drop looks like a cut sphere. Typically,
the kinematic phase is limited to t� < 0:1. Since the spreading
lamella is not yet visible in the kinematic phase, b remains equal
to 1. In the spreading phase, a lamella is ejected from the base of
the drop and forms a thin film with a bounding rim because of
the capillary effects. After the spreading phase, the drop begins to
recede radially. The recoil is initiated by the dominating surface
forces which restore the drop shape minimizing the surface energy.
Finally, the elongated droplet is bouncing and its surface oscillates.
As illustrated in Fig. 9a, the drop evolution in the spreading and
recoiling phases is clearly a function of the normal Weber number.
Numerical and experimental results are in good agreement for the
spreading phase. In particular, both give very close values of bmax.
However, the receding is significantly slower in the experiments.
A possible explanation for this discrepancy in the recoiling phase
could be made by considering the influence of the tangential veloc-
ity of the droplets in the experiments. As opposed to the simula-
tions that do not consider any tangential motion due to the
axisymmetric assumption, in the experiments, the tangential



Fig. 11. Velocity ratio versus the normal Weber number. Comparison between the
present numerical simulations, the correlation in [38], the present measurements
and experimental results from [2].

Fig. 12. Minimum vapor layer thickness e�min ¼ emin=D0 during the droplet/wall
interaction versus the dimensionless time t� for different Weber numbers (numer-
ical results).

Table 6
Time-average minimum vapor layer thickness.

We 7 25 45

�emin ðlmÞ 3.86 4.40 4.75
velocity could induce an additional shear stress along the tangential
direction to the wall, slowing down the interface during the recoil-
ing phase. Another possibility relates to the change in temperature
which becomes significant in the recoiling phase. The heating of the
liquid results in a variation of the surface tension and the liquid vis-
cosity. This effect is not taken into account in the simulations,
which assume constant properties.

In the past, approaches based on the balance of mechanical
energies have been frequently used to model the spreading of dro-
plets. In these approaches, no liquid motion is considered at the
time of maximum spread, meaning that all the initial mechanical
energy is either dissipated or transformed into surface energy.
Due to the lack of knowledge concerning the flow field inside the
drop, the viscous dissipation is usually incorporated in the models
by making some basic assumptions. By performing an energy bal-
ance analysis considering the viscous dissipation to be half the ini-
tial kinetic energy and the droplet to have a cylinder-like shape at
the maximum spreading, Karl and Frohn deduced the following
formulae:

b3
max �

We
6

1þ r2n
2

� �
þ 2

� �
bmax þ

4
3
¼ 0 0 6 We 6 55 ð30Þ

rn ¼ 1� 0:263 We0:257 0 6 We 6 25 ð31Þ

where rn is the ratio of the normal velocity before the impact to the
normal velocity after the impact. Emperical correlations have been
also formulated to provide information on how bmax is increased by
the Weber number for a given liquid which is generally water. The
correlation of Hatta et al. based on the experimental results from
[32] with water droplets impinging onto an inconel alloy surface,
can be expressed as follows:

bmax ¼ 0:093We0:74 þ 1 0 6 We 6 45 ð32Þ
It is shown in [31] that experimental results of Ueda et al. and Akao
et al. [1,66] are in good agreement with Eq. (32). Fig. 9a shows that
the maximum spreading diameter increases with the Weber num-
ber. The same tendancy is observed in Fig. 10 which reports the
results of the present numerical simulations, the present experi-
mental data, and the correlations of Karl and Frohn and Hatta
et al. [16,14,31,38]. Fig. 10 shows a good agreement between
numerical simulations, experiments and correlations. The correla-
tion of Hatta et al. seems to be a better approximation for the pre-
sent experimental and numerical results. The numerical results are
also reassuringly in line with the experimental measurements. It
should be emphasized that Karl and Frohn consider the diameter
of the apparent contact area below the droplet to derive the model
(30). The diameter of the contact area is smaller than the spreading
diameter, the difference corresponding to the rim surrounding the
spreading lamella.

As an alternative to the approaches mentioned above, Roisman
et al. in [52,53] suggested a method based on the resolution of the
mass and momentum equations applied to the rim bounding the
spreading droplet. The method initially devised to describe the
drop impact in isothermal conditions [53] and the binary collision
of droplets [52], was recently implemented by Castanet et al. [10]
in the film boiling regime. Only the main equations are recalled in
the following paragraph. Provided sufficiently large Reynolds and
Weber numbers, the spreading droplet rapidly forms a thin and
smooth liquid sheet. At the large times, the velocity of the liquid
in this sheet can be approximated by [10,52]:

ur ¼ Ar
t� þ s

ð33Þ

where all the parameters are made dimensionless by D0 and U0. In
this expression, A and s are two integration constants. The inviscid
remote solution formally derived by Yarin and Weiss [70] corre-
sponds to A ¼ 1. Using numerical simulations, Roisman et al. [51]
verified that A is actually close to 1 when a droplet impinges onto
a wetting surface and the frictions exerted on the liquid at the solid
surface are neglected. Based on these simulations, they could also
propose the following expression for the lamella thickness:

h ¼ g
t� þ sð Þ2

exp � 6g r2

t� þ sð Þ2
 !

ð34Þ

where g ¼ 0:39; s ¼ 0:25. According to Castanet et al. [10], the con-
servation of momentum applied to the rim yields:

WR
€RR ¼ 2pRR hL urim � _RR

h i2
� 6
Re t� þ sð Þ �

2
We hL

� �
ð35Þ

where RR is the position of the center of mass of the rim divided by
D0;hL ¼ hðRRÞ and urim ¼ ARR= t� þ sð Þ. The volume of the rimWR can
be deduced from the mass conservation using Eq. (34). Eq. (35) was
solved numerically using the same approach as Castanet et al. [10].



The spreading evolutions calculated with A ¼ 1 are presented in
Fig. 9b-d. It appears that the inertial force acting onto the rim

(the term in ðurim � _RRÞ2 in Eq. (35)) is not sufficient to match the
experimental and simulated data with the model. This means that
the value of A is certainly enhanced in the film boiling regime com-
pared to the impact on a dry wetting surface. This conclusion was
also drawn by Castanet et al. [10], who suggested a value of A equal
to 1.47 in the case of water. As displayed in Figs. 9 and 10, this
higher value of A allows obtaining a good agreement between the
model and the experimental and numerical data. To justifiy the
increase of A, Castanet et al. [10] evaluated the shear stress exerted
by the vapor flow on the liquid interface beneath the droplet. They
found out that the vapor was able to entrain the liquid in the
lamella due to a large radial velocity. They also pointed out that
the velocity field inside the lamella may take a longer time to con-
verge to the asymptotic remote solution given in Eq. (33) in the
presence of this accelerating force acting on the liquid which does
not exist in the impact onto a wetting surface.
4.4. Loss of momentum

The loss of momentum is caused by the internal dissipation
during the droplet deformation. Experimental studies of droplet
impinging onto hot surfaces with different impinging angles
[2,14,38] show that the loss of momentum in the tangential direc-
tion to the surface Lt can be neglected (� 5%). Therefore, only the
loss of momentum in the normal direction to the surface, L, is con-
sidered presently. In [38], the authors suggested that the internal
velocity within the droplet mainly governs the phenomenon. This
Fig. 13. Velocity field and interface evolution during the dr
velocity depends on the fluid inertia which is characterized by
the Weber number. In [2,38], the authors quantify the loss of
momentum L with the velocity ratio rn define as follows:

L ¼ mbVb �maVa

mbVb

¼ 1�maVa

mbVb

ð36Þ

L ’ 1� rn ð37Þ

where the subscripts b and a stand for before and after the impact,
V is the average droplet velocity and m the droplet mass. The mass
loss due to the vaporization of the droplet during the impact can be
neglected (mb ’ ma) so Eq. (36) leads to Eq. (37). Hatta et al. show
that according to their experimental data, the evolution of the
velocity ratio is described by the following correlation:

rn ¼ 1� 0:087We0:59 ð38Þ
The evolution of the non-dimensional loss of momentum with

the normal Weber number is reported in Fig. 11 for the correlation
of Karl and Frohn (cf Eq. (31)), the experiments by Anders et al. [2],
the present experimental data [14], and the present numerical
data. These results are in excellent agreement whereas the correla-
tion of Hatta et al. (Eq. (38)) differ from the others [32]. One expla-
nation of this difference may be the way the velocity is computed,
since Hatta et al. defined Va to be the average value between the
velocity at the top of the droplet and the velocity at the bottom
whereas for the rest of the studies Va is the average velocity of
the droplet. The figure shows that the velocity ratio decreases
when the normal Weber number increases. The loss of momentum
can reach 60% for Weber numbers higher than 35. It is worth
oplet interaction with the hot surface with We ¼ 25:2.



Fig. 14. Velocity field and interface evolution during the droplet interaction with the hot surface with We ¼ 44:8.

Fig. 15. Temperature field and interface evolution during the droplet interaction with the hot surface with We ¼ 25:2.
noting that the experiments were performed with different
impinging angles a (0� 6 a 6 50� and a ¼ 90�) and different sur-
face temperature (240 �C 6 Tw 6 873 �C). These parameters do
not seem to have a major influence on the loss of momentum.
4.5. Vapor layer dynamics

The thickness of the vapor layer, which insulates the droplet
from the solid surface, is varying with the droplet diameter and



Fig. 16. Temperature field and interface evolution during the droplet interaction with the hot surface with We ¼ 44:8.
the heat flux. It is several orders of magnitude smaller than the
droplet initial diameter [6,8,21]. Experimentally, it is quite difficult
to fully access to relevant information on the vapor layer. To our
knowledge, all the experiments where the vapor layer thickness
e was measured, were performed with sessile droplets sizing a
fewmillimeters. In this situation, the film thickness is large enough
for a rear illumination to pass under the drop [6,8]. In [8], the
authors show that the vapor layer beneath the droplet forms a con-
cave pocket and consequently e depends on the position of the
interface. In their study, the minimum thickness, emin, ranges from
5 lm to 100 lm when the drop size varies from 0:5 mm to 7 mm.
Also these estimates are obtained for a surface at 643 K and dro-
plets at the saturation temperature. Similarly, Biance et al. show
that for a hot surface at 573 K and D0 between 1:7 mm and
7 mm; emin ranges from 30 lm to 100 lm. For this range of initial
diameter, the vapor layer thickness seems to increase with D0. It
is worth noting that the value of emin for small droplets
(D0 ¼ 0:5mm) and larger droplets (D0 ¼ 7mm) differ of almost
two orders of magnitude. Furthermore, using a lubrication approx-
imation and assuming that there is a radial Poiseuille flow in the
vapor layer, Biance et al. deduced two formulae to calculate emin,
provided that the droplet diameter is larger or smaller than the
capillary lenght kc (Eqs. (6) and (8) in [6]). Based on these formula,
the vapor layer thickness is found to be about 3.8 lm at We = 7.2.
This value is comparable to the present numerical results reported
in Fig. 12.

There are very few numerical studies of the impact of droplets
on heated surface with temperatures above the Leidenfrost point
as it is very challenging to capture the dynamic of the flow inside
a thin vapor film. In [21,29,30], the authors used a vapor layer
model to determine the dynamics, the evaporation rate and the
heat transfer in the vapor layer, and the Navier–Stokes equation
to compute the moving droplet and its deformation. The evapora-
tion and the heat transfer outside of the vapor layer are then
neglected. For instance, Ge and Fan performed simulations of the
impact of subcooled droplets onto a hot surface and determined
the vapor layer thickness for different degree of subcooling
(Tsat � Tdrop ¼ 2 �C; 30 �C and 88 �C). They show that the vapor
layer thickness decrease with the degree of subcooling since it is
approximatively inverse proportional to the heat flux at the solid
surface. For a small subcooling degree (2 �C), the thickness of the
vapor layer varies from 3 to 35 lm during the impact period
whereas for a higher subcooling degree (88 �C) it remains very
small and almost constant (� 0:5 lm� 1lm). According to them,
for a high subcooled degree, most of the thermal energy is spent
to heat the droplet whereas for a small subcooled degree, almost



Fig. 17. Mass fraction field and interface evolution during the droplet interaction with the hot surface (We ¼ 25:2).
all the thermal energy is used to evaporate the droplet leading to a
higher evaporation rate. In the present investigation, the temporal
evolution of the minimum vapor layer thickness has been evalu-
ated for a subcooling degree of 78 �C. The results reported in
Fig. 12 show that emin oscillates over time from less than 0:1 lm
to 14 lm. The time-average vapor layer thickness, �emin, is reported
in Table 6 for We ¼ 7; We ¼ 25 and We ¼ 45. It slightly increases
with the Weber number. It is worth noting that in the numerical
simulations, the droplet never enters into contacts with the hot
surface. In Fig. 12, we can observe an oscillatory behavior of the
minimum vapor layer thickness. The frequency of this oscillation
increases with time. The first major peak corresponds to the begin-
ning of the receding process. That can be explained by considering
that most of the impacting kinetic energy of the droplet has been
transformed into surface energy. Therefore, the film thickness
results mainly from a force balance between the droplet weight
and the pressure force in the vapor layer. Next during the receding
phase several minor peaks are observed with an increasing fre-
quency and decreasing amplitude. These oscillations are due to
the capillary waves during the receding process. As the spreading
diameter decreases with time, the wavelength of this capillary
waves also decreases and it leads to smaller amplitudes and higher
frequencies.

Many studies state that the flow in the vapor layer is approxi-
matively a radial Poiseuille flow [4,6,9,20,24,38,71]. As very refined
grids are used in this specific zone of our computation domain, the
simulations are able to resolve the smallest scales of this flow.
Indeed, a strongly refined grid near the solid surface is used in
order to ensure that several grid cells allow to compute the ther-
mal and dynamical effects along the z direction in the vapor layer.
The velocity field during the droplet/surface interaction is reported
in Figs. 13 and 14 corresponding respectively to the cases
We ¼ 25:2 and We ¼ 44:8. In order to have suitable visualization
of the velocity field the vectors are plotted every 3 points along
ez
!. In Fig. 13, the first picture is taken before the impact, the second
during the droplet spreading and the two last ones during its
receding. In the first frame of Fig. 13, the velocity in the vapor layer
is high (> 10m:s�1). This is in line with thermal gradients in the
vapor layer leading to a high evaporation rate. In the second frame
of Fig. 13 and the first frame of Fig. 14, the droplet almost reaches
its maximum spreading and an almost radial Poiseuille Flow can be
observed in the vapor film. After reaching the maximum spreading,
the droplet begins to recoil from the surface. In frame 3 of Fig. 13, it
can be observed that the droplet receding is accompanied by a flow
recirculation in the deflated zone of the droplet (at the junction
between the lamella and the rim) due to the motion of the liquid
interface. In the vapor layer under the rim, the velocity near the
interface and the velocity close to the solid surface have opposite
directions. Finally, in the fourth frame of Fig. 13 and frame 2 of
the Fig. 14, the flow recirculation remains under the rim, while



Fig. 18. Mass fraction field and interface evolution during the droplet interaction with the hot surface (We ¼ 44:8).
there is a radial inward flow under the rest of the droplet. The
velocities obversed in the vapor film during the receding are about
twice as small as in the spreading phase.
5. Heat and mass transfer

When a droplet impacts a heated surface above the Leidenfrost
point, the temperature at the interface between the droplet and the
surrounded gas can locally reach the boiling point. Evaporation
also occurs spontaneously wherever the vapor is not saturated.
This section is devoted to the study of the transient vaporization
regime and the resulting thermal transfer between the liquid phase
and the gas phase.
5.1. Temperature field in the gas phase

In the numerical simulations, a water droplet initially at the
ambient temperature (Tdrop � 290 K) is moving in a hot gas
(Tg � 800 K). The variation of the surface temperature during the
impact mainly depends on the residence time, the droplet temper-
ature and the thermal effusivity of the surface material. For
instance, for an inconel surface, variations can reach 25 K for a sub-
cooling degree of 30 K [21,35]. However, in the present study, the
decrease of the wall temperature is neglected, which is tantamount
to the use of a surface material with a high thermal effusivity. As
shown in Fig. 15 (frames 3 and 4) and Fig. 16 (frames 2 and 3),
the thermal gradient into the vapor layer is much higher that the
thermal gradient in the liquid. Indeed, the temperature in the
vapor film of a few microns thickness is varying from � 373 K at
the interface between the droplet and the air, to 800 K at the solid
surface.

5.2. Evolution of the mass fraction field of vapor during the impact

The mass fraction field in the gas phase is reported in Figs. 17
and 18 for We ¼ 25:2 and We ¼ 44:8. In the liquid phase, shown
in black in Figs. 17 and 18, Yvap is equal to 1 since the liquid is
assumed to be pure. In the first pictures (frame 1 of Figs. 17 and
18) before the spreading, the droplet evaporates slowly and the
vapor diffuses into the gas phase. It can be observed in Fig. 17
(frame 2) and Fig. 18 (frame 2) that during the spreading of the
droplet, the vapor layer is saturated in liquid vapor. The droplet
evolves from a purely evaporating regime to a mixed regime in
which temperature of the liquid at the interface with the vapor
film reaches the boiling point whereas the rest of the droplet sur-
face is still evaporating (frames 3 and 4 of Figs. 19 and 20).

After reaching bmax, during the receding of the droplet, the vapor
layer thickness increases. Frames 3 and 4 of Fig. 17 and frame 3 of
Fig. 18 show that the vapor layer is saturated during the droplet
spreading whereas during the receding phase, it is not the case
anymore. Indeed, a significant amount of outside gas is entrapped
in the thin vapor layer due to the receding motion and is mixed
with the vapor. In Fig. 13 (frames 3 and 4) and Fig. 14 (frame 2)



Fig. 19. Temperature field in the liquid phase and interface evolution during the droplet interaction with the hot surface (We ¼ 25:2).
it appears that an inward velocity field below the droplet rim
brings air into the vapor layer. The latter is no longer saturated
in vapor and a transient regime of vaporization is captured instead
by the present numerical method. Finally, an image of the droplet
leaving the surface is reported in Fig. 18 (frame 4).
5.3. Evolution of the temperature field inside the droplet during the
impact

Some snapshots of the liquid temperature field during the drop
impact are reported in Figs. 19 and 20 for We = 25.2 andWe = 44.8.
At the first times of the spreading (frame 2 of Figs. 19 and 20), the
isocontours of the temperature are roughly parallel to the droplet
surface, indicating that heat conduction is dominating the trans-
fers. In contrast, the temperature pattern, especially in the rim, is
somewhat more complex during the receding (frames 3 and 4 of
Figs. 19 and 20). This suggests that the internal liquid motions
eventually play an important role as they significantly accelerate
the mixing.

The increase in droplet temperature during the impact was esti-
mated at different surface temperatures and Weber numbers. The
results partially published in [16] are compared to the present
numerical data in Fig. 21. The experimental data show that the
droplet heating is nearly independent of the wall temperature in
the Leidenfrost regime. In contrast, the droplet heating increases
with the Weber number. This experimental observation is corrob-
orated by the present numerical results, but the droplet heating in
the simulations is larger in the case of We = 44.8. The uncertainty
of the experimental data alone (typically of a few degree as sug-
gested by the scattering of the data in the figure) cannot explain
this difference which may result from the accumulation of several
factors. First, in the numerical simulations, the surrounded gas is
initially considered to be at the same temperature as the solid sur-
face prior to the droplet passage. This hypothesis is inaccurate: as a
matter of fact, away from the hot surface, a thermal gradient
related to the natural convection is established. Therefore, the
imposed initial and boundary conditions may contribute to overes-
timate the heating of the droplet in the numerical simulations.
However, their influence is limited since the heating of the droplet
occurs mostly during the interaction with the surface (frames 3
and 4 of Fig. 19 and 2 and 3 of Fig. 20).

Another difference between the numerical simulations and the
experiments lies in the tangential velocity of the droplets in the
experiments. The experiments were performed with different inci-
dent angles whereas the numerical simulations are axisymmetric.
In [38,68], the authors show that for small impact angles, the air
can be driven into the vapor layer. The tangent velocity due to
the impact angle is likely to deplete the vapor in the film. This
effect contributes to further increase the thickness of the film layer,
to cold down the gas in it, and thus to reduce the droplet heating. It
should be also emphasized that, in the present computational
model, the flow is considered to be incompressible and the param-
eters, such as viscosity and density, to be constant. Given the dif-
ference of temperature between the liquid and the surface which
are just a few micrometers apart, a significant change of the fluids
properties is likely and the consequences on the droplet heating
can be questioned.
5.4. Thermal transfer

In the following, we introduce the vaporization energy Ev ,
which is the heat taken by the liquid to evaporate, and EDT the heat
entering the droplet. These dimensionless parameters are defined
as follows:



Fig. 20. Temperature field in the liquid phase and interface evolution during the droplet interaction with the hot surface (We ¼ 44:8).

Fig. 22. Dimensionless vaporization energy Ev versus the Weber number (Numer-
ical data).

Fig. 21. Droplet heating for different surface temperatures and Weber numbers.
Comparison between the present experimental results [16] and the present
numerical data.
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where E� ¼ qlCplVðTsat � TdropÞ. tb is the impact time, ta the depar-
ture time and Tdrop the initial average temperature of the droplet.
The simulations parameters are given in Table 4.

Fig. 22 shows that under the present conditions, the heat taken
by the evaporation increases with the Weber number. It can be



Fig. 23. Energy ratio Ev=EDT versus the Weber number (Numerical data).

Fig. 24. Time-evolution of the heat transfer coefficient for We ¼ 7:4; We ¼ 15, and
We ¼ 25;2 (Numerical data).

Table 7
Temporal integration of the heat transfer coefficient.

We 7.4 15 25.2

�h ðW �m�2 � K�1Þ 2085 2137 2331
explained by the increase of the maximum spreading diameter (see
Fig. 10) and of the maximum droplet surface area with the Weber
number. As bmax increases, so does the interfacial surface between
the droplet and the vapor film, where the heat and mass transfers
are the more important. The same tendancy is also reported in [16]
where Ev and EDT are estimated from the measurements described
in Section 3. The energy ratio Ev=EDT is displayed in Fig. 23 versus
the Weber number. Fig. 23 shows that Ev=EDT slightly decreases
with We. The heat transfered to the droplet is mostly used to heat
up the liquid, and only 10 % is devoted to the liquid evaporation.

Finally, let us focus on the vapor film effectiveness by comput-
ing the heat transfer coefficient h and its temporal integration �h:

h ¼ 4
p D2

r ðTwall � TsatÞ

Z Dr
2

0
�2kpr@T

@z

����
wall

dr ð41Þ

�h ¼ 1
t�res

Z t�res

0
hðtÞ dt ð42Þ

where t�res, the residence time, is the dimensionless lapse of time
that the droplet takes to bounce at the solid surface. The time-
evolution of h is reported in Fig. 24 for three different Weber num-
bers (We ¼ 7:4; We ¼ 15 and We ¼ 25). The three curves exhibit
the same pattern. In each curve, we distinguish two peaks: a major
peak at the beginning of the spreading process (t� ¼ 0) and a sec-
ondary peak at the receding. The major peak increases with We
due to the decrease of the vapor layer thickness in the first stage
of the droplet spreading when the Weber number increases. In
the three curves, h � 7000 W �m�2 � K�1 at the secondary peak.
The values of the time-average heat transfer coefficient, presented
in Table 7, slightly increase with the Weber number. However, they
remain close to � 2000 W �m�2 � K�1. Therefore, for the present
simulations, the Weber number has little influence on the heat
transfer coefficient.
6. Conclusions

In this paper, the impact of droplets onto a hot surface above
the Leidenfrost temperature is investigated numerically. The fully
resolved simulation of this process is quite challenging since the
vapor film is several order of magnitude smaller than the droplet.
Also, both boiling and evaporation can occur simultaneously in the
vapor film. We develop a novel numerical discretization in the
frame of Ghost Fluid/Level Set methods to account for these tran-
sient and non-uniform thermodynamic conditions at the liquid/gas
interface. Simulations are restricted to moderately small Weber
numbers corresponding to the bouncing regime. Therefore, it is
an accurate approximation to consider an axisymmetric problem.
To validate the simulations, numerical results are also compared
to advanced measurements allowing to characterize the droplet
deformation, its temperature during its deformation and the heat
flux extracted at the solid surface.

Regarding the dynamic behavior of the impinging droplet, a
good agreement between numerical and experimental results is
observed for the droplet shape evolution, and the onset of satellite
droplet. The loss of momentum caused by the viscous dissipation
inside the droplet is also well predicted by the simulations.

The present numerical method allows to access all the spatial
and temporal scales of the Leidenfrost phenomenon, especially
the thickness profile of the vapor layer and the flow within it. Dur-
ing the droplet spreading, the simulations reveal that the vaporiza-
tion and the motion of the droplet induce an outward radial
Poiseuille-like flow, which corroborates the assumption made in
[4,6,9,20,24,38,71]. However, this assumption is clearly not valid
during the receding. Due to the motion of the interface, some sur-
rounding gas is dived into the film which is no longer saturated in
vapor.

Finally, after having verified that a reasonable agreement is
obtained with the measurements for the droplet heating, an anal-
ysis of heat and mass transfer was conducted. Both the heat taken
by the evaporation and by the liquid heating appear to increase
with the Weber number. Furthermore, in the case of subcooled
water droplets injected at 300 K, the main part of the heat trans-
ferred to the droplet is used for the heating of the liquid.
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