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Abstract. In this paper, we propose the Local Directional Rank Coding 

(LDRC) method for multi-scale texture classification. The LDRC is built from 

an extended notion of local extrema gray level .The LDRC collects directional 

information representing the rank order of the central pixel gray level calculated 

in four principal orientations in 3×3 neighborhood pixel. The four ranks are 

combined to get the final code. The LDRC produces 81 patterns.   Multi-scale 

LDRC is calculated by altering the window size around a central pixel but the 

number of samples is restricted to eight neighbors by local averaging. So, the 

number of bins in a single scale LDRC histogram is kept small and constant. 

The proposed LDRC is evaluated on representative texture databases.  The 

LDRC achieves good performance highly comparable to a recent state-of –the –

art LBP variants. 

1   Introduction 

 Texture classification is an active research topic in computer vision and pattern 

recognition .Typical applications include medical image analysis [1], industrial 

inspection [2], image retrieval [3], face recognition [4] and so on. Texture is often 

associated to several intuitive properties such as coarseness, contrast and regularity. 

But there is still no unique mathematical definition of texture that is consistent with 

perceptual properties of the human visual system [5]. They are many methods 

proposed for texture analysis, and can be classified in four general groups [5] i.e., 

structural methods, model based methods, filters based methods and statistical 

methods.  The first group of texture analysis uses structural features of images. These 

methods decompose textures into elements known as primitives. The primitives and 

their spatial arrangement are used to characterize textures [6]. The second class of 

texture methods defines textures as probability models. Some well –known are 

markov random field (MRF) [7], auto regressive (AR) model [8] and Gibbs random 

field [9]. The third approach to analyze textures applies filters on images such as 

Wavelet transform and Gabor filters [10-12]. The fourth and the last approach use 

statistical features. The  main motivation behind these methods is based on the fact 

that the human visual system uses statistical features to distinguish textures [5]. Gray 
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level co occurrence matrixes are one of the earliest methods for texture feature 

extraction proposed by Haralick and al. [13]. Since then, it has been widely used in 

many texture analysis applications and remained to be important  feature extraction 

method in the domain of texture analysis [14]. More recently, Ojala and al. developed 

a simple and efficient texture descriptor based on the local binary pattern (LBP) [15-

16] .The LBP is based on the sign of the difference between the central pixel and its 

neighboring set of pixels. To improve the discriminative capability of LBP, many 

variants of LBP were recently proposed. Guo et al. [17] proposed the Local Binary 

pattern Variance (LBPV) that uses the variance as an adaptative weight in LBP. Lio at 

al [18] exploited the dominant LBP (DLBP) which uses the most frequently occurred 

patterns to capture descriptive textural information. In [19], Tan and all proposed 

Local Ternary Patterns (LTP) which encodes the pixel difference into 3 valued codes 

using a fixed threshold. Khellah [20] proposed a dominant Neighborhood Structure 

(DNS) method which fused the local LBP with global rotation–invariant features 

extracted from the generated image dominant neighborhood structure.  Guo et al [21] 

suggested the Completed LBP (CLBP) that incorporates both the sign and magnitude 

of local differences. Liu et al. [22] proposed Binary Rotation Invariant and Noise 

Tolerant Texture Classification (BRINT) based on CLBP but using a new strategy for 

multi-resolution study. Hafiane et al. [23] propose  Median Binary pattern (MBP) 

using the local median instead of the central pixel.  Feiniu [24] proposed high order 

Derivative Local Binary Pattern (DLBP) by encoding the sequential binary values of 

high order directional derivatives. 

The LBP variants are based on the development of different sampling patterns to 

capture the characteristics of certain textures. In this paper, we propose the Local 

Directional Rank Coding (LDRC) method. The LDRC is built from an extended 

notion of local extreme gray level [25], [26] in order to draw out some typical texture 

Patterns.  

The LDRC is based on the sign of the difference between the central pixel and its 

neighboring such as LBP but the LDRC is able to collect directional information 

representing the rank order of the central pixel gray level calculated in four 

orientations in 3×3 neighborhood pixel .The four ranks are combined to get the final 

code. The LDRC operator produces 81 compact and discriminative features.  

For multi-resolution study, LDRC feature Histogram is concatenated over multiple 

scales. To limit the growth in histogram bins with scale, the number of neighbors is 

restricted to be a multiple of eight by local averaging .This strategy produces a 

histogram feature of constant dimensionality of any scale.  

The paper is organized as follows: section 2 describes the LDRC method; Section 

3 presents the experimental results.  Finally, section 4 concludes this paper. 

2    Local Directional Rank Coding  

 For this encoding, we use a series of neighborhood composed of four elements. Each 

element is defined by a central pixel x and two aligned adjacent pixel surrounding it 

in a particular directions .  This suite sweeps the four main directions 0°, 45°, 90° and 

135°.  For each direction, the three neighboring pixels are classified in order of their 



gray levels .We assign the highest rank to the central pixel in the ordered list as shown 

in Fig.1. 

The detailed explanation of 𝜃°direction calculation is given as follows: Let x be  

the central pixel, pi (i= 1,2) are  its two surrounding pixels according to  𝜃° direction. 

I(x), I(pi)  are their corresponding  gray values . 

 

 

𝐶𝑜𝑑𝜃(𝑥) = ∑ 𝐹(𝐼(𝑥), 𝐼(𝑝𝑖));     𝜃 = 0°, 45° ,90°, 135° 2
𝑖=1                                    (1) 

           

𝐹(𝑎, 𝑏) = {
1,              𝑎 − 𝑏 ≥ 0
0,             otherwise 

                                                                             (2) 

 

Similarly, the codes from the four orientations are calculated. Thus, for each one, 

the value associated to the central pixel is between 0 and 2. To find the final code, the 

string of ternary code (𝑐𝑜𝑑135𝑐𝑜𝑑90𝑐𝑜𝑑45𝑐𝑜𝑑0)3 representing the fourth values 

calculated in the four directions is converted into its decimal equivalent according to 

equation (3).  Also, the LDRC operators produces only 81 (34) patterns.  
                                         

 𝐿𝐷𝑅𝐶(𝑥) = 𝑐𝑜𝑑0 × 30 +  𝑐𝑜𝑑45 × 31+𝑐𝑜𝑑90 × 32+𝑐𝑜𝑑135 × 33                     (3) 

 

 

The LDRC encoding procedure is illustrated in Fig. 1. The gray level of the central 

pixel is classed in the four directions according to equation 1and 2. For example the 

rank of the central pixel in the horizontal direction is equal to 0 (cod0=0), on other 

side, for the diagonal direction (135°), its rank is equal to 2 (cod135=2), and the final 

label corresponding to LDRC will be 69. 

 

 

 
3×3 neighborhood      cod0=0         cod45=2       cod90=1      cod135=2       LDRC=69 

𝐿𝐷𝑅𝐶 = 0 × 30 + 2 × 31 + 1 × 32 + 2 × 33 = 69 

Fig. 1. Illustration of the basic LDRC  

 

 

The LDRC represents an extended notion of local extrema gray level. If  

𝐶𝑜𝑑𝜃(𝑥) = 0 , x represents the minimum gray level according to the direction  𝜃 , in 

contrast it represents the maximum gray level if 𝐶𝑜𝑑𝜃(𝑥) = 2 .So, the LDRC patterns 

bring directional extrema that is significant and important information for texture 

characterization. 

The LDRC is invariant to monotonic gray level change, since the calculated code is 

based on the spatial interaction in the given locality; it does not depend on a fixed 

gray level value.  

After computing the LDRC for each pixel (i, j), the whole image I is represented 

by building a histogram using equations 4 and 5. 



 

𝐻𝐷𝐿𝑅𝐶(𝐼) = ∑ ∑ 𝑓𝑟(𝐿𝐷𝑅𝐶(𝑖, 𝑗), 𝑙)𝑁2
𝑗=1  , 𝑙 ∈ [0, 𝐿],𝑁1

𝑖=1                                               (4) 

𝑓𝑟(𝑥, 𝑦) = {
1,            𝑥 = 𝑦
𝑂,      𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

                                                                                     (5) 

 

N1 ×N2 represent the size of texture image, L is the maximal DLRC code value. 

 

3.1  Multi –Scale LDRC  

        For multi-resolution study, LDRC feature Histogram is concatenated over 

multiple scales. To limit the growth in histogram bins with scale, we proceed like 

strategy used in [22], however in  LDRC the neighbors of the central pixel x are 

sampled on square neighborhood window of size s×s . 

 So, the number of neighbors is restricted to be a multiple of eight, thus P=8q for 

positive integer q: 

  𝑥𝑠,8𝑞 = [𝑥𝑠,8𝑞,0, … , 𝑥𝑠,8𝑞,8𝑞−1].    

  

The neighbors’ vector 𝑥𝑠,8𝑞 is transformed by local averaging to 𝑦𝑠,𝑞   such that the 

number of neighbors in 𝑦𝑠,𝑞 is always eight according to equation (6) 

 

𝑦𝑠,𝑞,𝑖 =
1

𝑞
∑ 𝑥𝑠,8𝑞,(𝑞𝑖+𝑘),    𝑖 = 0

𝑞−1
𝑘=0 , … ,7                                                                  (6) 

 

 

Fig.2 illustrates an example for transforming the original neighborhood 𝑥𝑠,8𝑞  into   

𝑦𝑠,𝑞  according to equation (6), for example  𝑦5,2,0 =
𝑥5,16,0+𝑥5,16,1

2
  

 

     LDRC code is calculated for different spatial resolution by altering the window 

size s×s . Given 𝑦𝑠,𝑞=[𝑦𝑠,𝑞,0, … , 𝑦𝑠,𝑞,7], LDRC is computing with respect to the central 

pixel for different scale accordingly to equations (1) and (2). LDRC feature 

Histogram is concatenated over multiple scales; it has n×81 dimensional features, n is 

the number of scales 

3   Experimental Evaluation  

3.1   Image Data and Experimental Set up   

To evaluate the proposed method, we use three well–known comprehensive 

datasets  :  Brodatz [27], the Columbia-Utrecht Reflectance (CURet) [28] and  KTH-

TIPS2 [29]  .The dataset are summarized in table I , and described in detail in the 

following sections. Each texture image is converted into gray scale and normalized to 

zero mean and unit standard deviation. 



 

 
Fig. 2. Illustration of transforming original neighborhood . The different colors correspond to 

the 4 directional neighborhoods used in LDRC operator. 

 

Table 1. Properties of three Data- set used in our Experiments 

 

Dataset  Number 

of classes 

Number 

of per 

classes 

Total 

number 

of 

samples 

Training 

samples 

per Class 

Test 

samples 

per Class 

Sample  

size 

(pixels) 

Brodatz 

CUReT 

KTH-

TIPS2b 

24 

61 

11 

25 

92 

432 

600 

5612 

4752 

13 

46 

324 

12 

46 

108 

64×64 

200×200 

200×200* 

* Some samples  are smaller than 200×200 pixels 

   

 The classification is performed using the Nearest Neighbor classifier (NNC) as in 

[20], [21], [22]. Therefore, a sample texture image will be assigned to the class 

corresponding to the nearest training model using the chi-square  distance metric : 

𝜒2(𝑢, 𝑣) =
1

2
∑

(𝑢𝑖−𝑣𝑖)2

𝑢𝑖+𝑣𝑖

𝑁
𝑖=1                          (7) 

 Where N is the number of bins,  𝑢𝑖  and 𝑣𝑖    are respectively the values of the 

sample and model image at the i th bin . 

For multi-resolution analysis , LDRC feature Histogram is concatenated over nine 

scales by altering the window size from 3×3 to 19×19 .The concatenating features 

histogram is noted MSn,   n is the number of scales. 



     The proposed LDRC is compared with   the dominant LBP (DLBP) [18], 

Dominant Neighborhood Structure (DNS)[20], Completed LBP (CLBP) [21] and 

BRINT [22].  

 

 

3.2   Experimental results on the Brodatz database 

We used the same subset of images which has been previously used in [18], [22]. 

There are 24 homogeneous texture classes extracted from Brodatz album (see Fig.3). 

Each texture image has the size of 640×640 pixels. Each  texture image  was 

partitioned into 25 no overlapping sub-images with the size of 128×128, each of this 

was down sampled to the size 64×64 pixels .We selected 13 samples for training and 

the remaining 12 for testing. Results are reported over 100 random partitioning of the 

training and test sets. Then the average classification accuracies and standard 

deviations are calculated. 

 

 
 

Fig. 3. 24 texture images from the Brodatz album. 

 

  Fig.4 plots the classification performance of LDRC as a function of number of 

scales. All the obtained results exceed 99%, but the best classification score is 

achieved using three scales (MS3). 

 

 

 
 

Fig. 4. LDRC Classification accuracies as a function of number of scales   

 



Table 2compares the classification performance of the proposed method with state of 

the art of texture classification methods. All the tested methods achieve very high 

classification. But CLBP features size is about 9 time the LDRC  features size. Even 

BRINT performs the best with 100% accuracy, slightly exceeding our proposed 

method, it should be noted that the histogram features size of BRINT and LDRC are 

respectively 243(81*3) and 432 (144*3)   what means that BRINT  features  size is 

about two times the feature size of LDRC. Also LDRC  has low computational 

complexity.  Based on the notion of extrema gray level, the LDRC patterns are 

discriminatives. 

 

Table 2. Classification accuracies(%) achieved on Brodatz  dataset  

Methods Classification rate(%) Features size 

DLBP+NGF[18] 

CLBP[21] 

BRINT[22] 

LDRC(MS3) 

99.54 

99.72±0.33 

100±0.00 

99.72 ±0.32 

K% 

2200 

432 

243 

 

3.3    Experimental results on the CUReT database 

The CUReT database contains images of 61 materials as shown in Fig.6. 

Originally, the database contains 205 images for each texture class acquired at 

different viewpoints and illumination orientations. This makes the database far more 

challenging for a classifier than the often used Brodatz collection. We use the same 

subset of images which has been used in [20], [22]: 61 texture classes each with 92 

images shot under varying illumination and a viewing angle of less than 60° but at 

constant scale. 46 images per class are randomly chosen for training and the 

remaining 46 per class are chosen for testing. The average classification accuracies 

and standard deviations are calculated over 100 random partitioning of the training 

and test sets. 

 

 



Fig. 5. The CUReT dataset includes 61 different texture classes 

Fig.6 plots the classification results as a function of scale. For the CUReT data base 

the classification rate increase with number of scales, and the max is achieved with 

eight scales (MS8). 

Table 3 lists the classification results of different methods. LDRC has the smallest  

features size and  performs better  than DLBP[18] , DNS[20],and CLBP [21] . BRINT  

is slightly more efficient then LDRC. 

 

 

Fig. 6. Classification performance of the LDRC as a function of number of scales  

Table 3.Classification accuracies(%) achieved on CUReT dataset  

Methods Classification rate(%) Features size 

DLBP+NGF[18] 

DNS+LBP[20] 

CLBP[21] 

BRINT[22] 

LDRC(MS8) 

84.1 

95.0 

97.39 

97.86 

97.41 

K% 

234 

2200 

648 

648 

 

2.4    Experimental results on the KTH-TIPS2b database  

The KTH-TIPS2b dataset is another famous dataset created to address some of 

shortcomings of CUReT dataset such as variation in scale and using different samples 

from the same material . KTH-TIPS2b dataset has 11 texture classes with 432 

samples each. In each class, four objects have been imaged under nine different 

scales, four different illumination directions, and three different poses. Most samples 

are 200×200 pixels in size, but some are smaller due to scale issues.  Fig.7 shows the 

texture classes in the KTH-TIPS2 dataset. We follow the training and testing scheme 

of [22] . In our experiment, only three samples are available during training, and 

testing is subsequently performed on all the remaining samples. Similarly, this 

experiment is also repeated four times by randomly selecting three different samples 

for training .The results are also reported as the average value over the four runs.  



 

 

 
Fig. 7. The KTH-TIPS dataset includes 11 different texture classes  

 

       

 Fig.8 plots the classification performance as a function of number of scales. Similarly 

to other databases,  the multi-resolution LDRC performs the classification rate. The 

best classification is reached for six scales (MS6). 

The table 4 compares the best classification rates achieved by LDRC using six 

scales (MS6)   with several recent state –of-the art on  KTH-TIPS2b database. BRINT 

is slightly more efficient then LDRC. But it should be noted that LDRC used only 

(81*6) features but BRINT is needed to 9*72   features [22].  

 
 

 

 

 
Fig. 8.  Classification accuracies as a function of number of scales 

 

Table 4. Classification accuracies(%) achieved on KTHTIPS2 dataset  

Methods Classification rate (%) Features size 

DLBP+NGF[18] 

CLBP[21] 

BRINT[22] 

LDRC(MS6) 

49.3 

55.0 

69.6 

68.18 

K% 

2200 

648 

486 
 

 

 

2.5 Time execution  

The experiments in this paper have been implemented on a PC with Intel i5 core, 

4G RAM Windows 7 and Matlab version 8.4(2014b).The time elapsed to extract the 

81 features from a texture image of size 200 × 200 is about 0.07 seconds. 

 

 



2.6   Conclusion  

 

We have presented the Local Directional Rank Coding (LDRC). It is a new 

thresholding and encoding schemes to create texture descriptors. This coding is built 

from an extended notion of local extreme gray level in order to draw out some typical 

texture Patterns. The LDRC combines directional information representing the rank 

order of the central pixel gray level calculated in four orientations in 3×3 

neighborhood pixel. For multi-resolution study, LDRC feature Histogram is 

concatenated over multiple scales by altering the window size around a central pixel 

.To limit the growth in histogram bins with scale, the number of samples is restricted 

to eight neighbors by local averaging.   

As demonstrated in the experimental results performed on three databases,  LDRC 

is more efficient then well known LBP variants such as DLBP, DNS and CLBP, also 

it   is highly comparable to BRINT. The proposed  LDRC features have  low 

computational complexity, powerful discriminative capability, and low sensitivity to 

illumination variation.  

   As future research, the proposed method can be applied to other classification 

problems such as face recognition and image retrieval.  
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