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Abstract

Designing and controlling virtual characters endowed \itpressive gestures requires
the modeling of multiple processes, involving high-levie$act representations to low-
level sensorimotor models. An expressive gesture is hdiieedieas a meaningful bodily
motion which intrinsically associates sense, style, amatessiveness. The main chal-
lenges rely both on the capability to produce a large specttiparametrized actions
executed with some variability in various situations, amdtlee biological plausibility
of the motion of the virtual characters. The goals of the pape twofold. First we re-
view the different formalisms used to describe expressgsiges, from notations to
computational languages. Secondly we identify and dismrmegining challenges in the
generation of expressive virtual characters. The differeodels and formalisms are il-
lustrated more particularly for theatrical and sign largpigestures.

1 Introduction

Performing skilled gestures and movements, eventuallyteraction with users
and the environment, requires a thorough understandingeotlifferent levels of
representation that underlay their production, from thestction of sense to the
elaboration of motor programs that prefigure motion pertoroes. This is even
truer for meaningful and expressive gestures which invblgé level semiotic and
cognitive representations, and require rapidity, acgyracd physical engagement
with the environment.

During the past decades, methods and approaches desaitdnmgodeling real-
istic human movements have been largely investigated byettearch community
in many areas such as motion analysis, recognition and esistrand contributed
to a wide range of applications using virtual charactersusn&inoid robots.

However, if technologies of interactive embodied conviérsal agents are now
available to researchers, there are still many open ctggkeconcerning the ani-
mation of virtual characters endowed with expressive bienaks pointed out by
Thiebaux et al., virtual humans must believable interpretable andresponsive
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A believable character can be defined as “one that provigesltision of life” .2
This can be characterized by the perceivable behaviorrins®f motion consis-
tency and quality, as well as the avatar’s appearance. Tagpnetability, that we
will call here comprehension, concerns both the userstghid understand the
message conveyed by the avatar’s gestures, and the expriedsrmation encoded
in the movement. The responsiveness, which involves thpepty of reactivity, is
related to the ability of the virtual character to responévents from the environ-
ment, and in particular it makes possible the interacticth tie user. To go further,
researchers aim at designing compelling characters capébteating a more intu-
itive and engaging interaction with a user.

In this paper, beyond the properties of believability, coai@nsion, and respon-
siveness, we also aim at highlighting the main difficultiesharacterizing, mod-
eling and producing expressive behaviors driven by an uyidgrsemantics. We
review the existing formalisms and concepts used to desexipressive gestures,
from notations to computational languages, how this smadiin may influence
the produced movements, and discuss the remaining chai€ng animating ex-
pressive virtual characters. We do not pretend to providexmaustive overview
of the different technologies used to create credible &lrtharacters, as proposed
for human-computer dialogpbut focus more specifically on full-body movements
which draw the user’s attention, and express through botyuage some meaning-
ful and emotional intent. The different issues will be addesl for two categories
of movements (i) theatrical gestures which are demandinigarproduction of be-
lievable and engaging movements, and, (ii) sign languagtuges which involve
highly structured movements driven by constrained linigiles, thus pushing
the comprehension to a demanding level. Both categoriesogements implicitly
contain a strong semantics and involve complex cognitirguiistic and sensorimo-
tor mechanisms, from story telling to the production of moeats whose detailed
components may contain significant elements perceivableibans.

2 Requirements for Producing Expressive Gestures

Understanding the mechanisms involved in the productiome&ningful and ex-
pressive gestures implies strong directions for futureassh. Some essential and
not yet accomplished characteristics that make the pramudf such gestures
highly complex are exposed below, such as multi-modaljigtial content, coor-
dination/synchronization rules, and expressivenesss& hequirements are high-
lighted and illustrated in the context of the execution ghdianguage gestures and
theatrical movements.
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2.1 Multimodal components

Gestures are not restricted to conveying meaning solebutiir body movements;
instead, they require the simultaneous use of body, handgements, facial mim-
ics, gaze direction, and speech. In sign languages (SL),energlly separate the
manual components which include hand configuration, caitent, and placement
or movement, expressed in the signing space (the physies-ttimensional space
in which the signs are performed), from non-manual comptmeonsisting of the
posture of the upper torso, head orientation, facial exgiwasand gaze direction.
For example, eye gaze can be used to recall a particulartobje signing space;
it can also be necessary to the comprehension of a sign,lze $ign DESSINER(v)
corresponding to the action of drawing, and for which thesdg#ow the motion of
the fingers as in drawing.

In dance, the eye gaze may be used for balance purpose, ordgiaattrick for
distracting the attention of the spectator. In theatriegtgres (TG), a role has been
attributed to each non-manual component according to Belsanovement theory.
For instance, the torso is considered as the main channeia@f@nal content while
arms act as thermometers indicating how expressive a mowearae bet

In SL, facial mimics may serve as adjectives (e.g., inflatezb&s make an object
large or cumbersome, while squinted eyes make it thin) oicatid whether the
sentence is a question (raised eyebrows) or a negationr{fingy It is therefore
very important to preserve this information during faciairaation. Both in TG
and SL, facial mimics convey the emotion and the state of rofrte signer/actor,
which is useful for the comprehension of the various situregj but also for the
credibility and the correctness of the movement as well @agxpressiveness intent.

In theater, speech and its paralinguistic characteristich as pitch, loudness,
tempo, among others, "[..] constitute one of the most an@éjects of the actor’s
art.”® Actors control the flow of information and segment discotinserder to in-
crease the engagement and comprehension levels of theneediEhey also use
speech as a means of strengthening the information abomntdtieations and emo-
tions behind the characters they persofify.

2.2 Spatial content

TG or SL use by nature spatial mechanisms, in particulartfongly iconic ges-
tures, i.e. gestures that describe the shape of an objententay, or mime a situa-
tion in space. Both SL and TG execute movements involvingequaseveral parts
of the body, for example raising a shoulder or nodding and#islyghead.

In SL, spatiality is intrinsically linked to meaning and isostly expressed
through hand movement trajectories, or hand shapes (c@lefigurations). Thus,
spatial mechanisms, classically used in LSF (French Sigmgliage) are depict-
ing or directional verbs which mimic spatial movements, & as size-and-shape
configurations which are static spatial descriptions. In $i@ilarly to SL, the ori-
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LIKE / LIKE-NOT ] GIVE / TAKE

Fig. 1 LSF signs LIKE / LIKE-NOT (left), and GIVE / TAKE (right): thénand trajectories are
reversed

entation of gesture in space, the starting and ending poispéace of a movement,
all impact the meaning of a gestute.

Movement trajectories. In SL, indicating and depicting verbs require the signer
to manipulate targets in the signing space by effectingtpajrlike movements to-
wards these targets. They include such signs as the LSF SiMNER (v. give),
in which the hand moves from the giver to the receiver. Dependn the intended
subject and object, the initial and final placements of thedhas well as its orien-
tation vary greatly within the signing space; these plaggseay have syntactic
meaning (subject, object, pronoun, etc.). Note that fohstategories of signs, the
target can be located on a specific part of the body. Other morarate spatial
mechanisms involve hand trajectories within signs, whiehreot only transitions
in space between two key positions, but take the shape oéadmarc, or a more
complex form such as an ellipse, a spiral, etc. For exam@esitin AIMER (v.,
like) is represented by an upward arc-movement. An interg@&tquiry is whether
playing reversible indicating verbs backwards would bevaaring to other signers,
and whether altering the hand-shape of a stored depictiigweuld be understood
as a change in meaning. Thus, we can reverse the movementia&Rto produce
the meaning NE-PAS-AIMER (v., dislike, see Figure 1, right) the same way,
reversing the sign DONNER (v., give) may result in the LSFSRRENDRE (v.,
take, see Figure 1, left). These mechanisms can lead to argklsinguage where
the trajectory is spatially coded.

In TG, it has been suggested that the trajectory a movemesntitles in space
can have an important expressive content as well as capieie/erall tendency of
the motion* Changes in motion trajectory can also be used to emphasiza@n
centuate a movement in the eyes of the audience.

ShapesMoreover, the depicting verbs can be performed with a getamd-shape,
or with a hand-shape that indicates the object has a cytialdshape. Using hand-
shapes, we also find signs in which one hand acts as the dedihand, while
the other is the dominant one. For example, in the case of 8fe dign AVION
(plane), the flat dominated hand is representing the runthvaygther one the plane
taking off. Finally, the signing space may be decomposeal different relational
spaces: the discourse space, in which the entities of tleulise are represented
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and located. The topographic space, which expresses thialgp#ationships be-
tween the entities, and may use embedded layouts of spasatigtions. In TG,
meanings and emotions are encoded into specific body peshatmay be exag-
gerated in shape and duration to ensure the understandthg afterlocutor. The
shape taken by the body concerns all contours of the bodide mapace. Shapes
can be of three types: lines, curves, or combination of betifiopmed in the three
main planes (frontal, sagittal, or horizontal). They asighary or moving through
space and depict information about how a person interatitsher surrounding$.

Precision. In SL, comprehension of signs requires accuracy in theimédion.
Some hand-shapes differ only by the position of one fingeryowbether or not
it contacts another part of the hand or the body. In additibe,degree of open-
ness of the fingers can be the sole differentiating factavéen signs. This calls for
notable accuracy in the motion capture and data animatiocegses. In TG, preci-
sion and simplicity in an actor's motion are fundamentaldarear and successful
communication with the audience. TG are based on a combmatisimplification
(to bring focus to a particular element by eliminating albpibble superfluous and
ambiguous movement) and exaggeration (after simplifyingpagement, emphasize
its meaning by exaggerating it) principles.

2.3 Coordination/synchronization rules

In order to increase the controllability of the movemerttappears essential to be
able to manipulate the movements at a finer grain than thegssthemselves. This
requires the precise decomposition of the body along cHautinat are significant
to the manipulated motion type, and the definition of cocation/synchronization
rules. Both in SL and TG, altering the spatio-temporal proee of the movements
may deeply modify the meaning of the gestures. We give hefteindifferent tem-
poral aspects and constraints that characterize the éxraitgestures.

For SL, the question of timing and dynamics of gesture isiatuln fact, three
elements are of interest for these gestures. Firstly, irtt& kinematics characteriz-
ing the transition movements and the stroke conveying aifsp@weaning shows
specific profiles that should be respected when synthesgic gestures. Sec-
ondly, spatio-temporal synchronization rules betweeferdht parts of the body
is a major component. In particular, phonetic studies hbwgva structural patterns
with regular temporal invarianfssuch as the hand configuration target which is
systematically reached before the hand movement béfiosthe motion of the
two hands which are very often synchronized, the dominamd Isightly preceding
the non dominant hand. We may also observe some timing anarbetween eye
gaze and head movements, or eye-gaze and hand configufidtiaily, the dynam-
ics of the gesture (acceleration profile along time) can teelus distinguish two
meanings. An example is the difference between the LSF SQRHER(V) (to play),
and CETENDU (relaxed), which have the same hands configurattbessame tra-
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jectories in space, but different dynamics. Let us finallyeniat the dynamics of
contacts between the hand and the body (gently touchingikingf) is particularly
relevant.

In TG, temporal characteristics as tempo, duration anditepeare highlighted
and can be used as a language of gesture for creating tta¢atinposition$. Ad-
ditionally, it is important to spend the correct amount ofi¢i on each movement.
Otherwise, the audience will not be able to follow and intetghe inner inten-
tions and motivations of the character personified by theralttis also possible to
indicate a character’s current state of mind by modifyirgtiming of its actions.

3 Previous Work

Many studies have addressed the problem of describingy@éteng, and formal-

izing computational models for generating movements. Wersarize below some
knowledge from experts in theatrical and sign language meves in terms of ges-
ture descriptions and notations. We then derive the mamdgreised to animate
expressive and meaningful virtual characters, and distthiesgood points as well
the main drawbacks in meeting the previous requirements.

3.1 Gesture Descriptions and Notations

Early work in linguistics has attempted to describe andgm@iee movements and
gestures. For gestures conveying a specific meaning, cadlaibticgestures, tax-
onomies have been proposed.They dediemanticategories, i.e. semantic classes
that can be discriminated and characterized by verbaldab&ndoni! is the first
author to propose a typology of semiotic acts, making theothgsis of a contin-
uum between speech utterances and information conveyeelyrgs. McNeill ex-
tends this typology with a theory gathering the two forms xpression, speech
and action'? In these studies, both modalities are closely relatededimey share a
common cognitive representation. Furthermore, KendorMeNdeill 1 12have pro-
posed a temporal structure of gestures, above all for coavgestures. This struc-
ture can be described in terms of phases, phrases, and Itihids. been extended
by Kital® who introduced the different phases (Preparation, Strake: Retraction)
composing each significant unit, and used in the context ajSieratiori*

In order to memorize and transcribe the gestures and theatstal organization,
movement notations and coding systems have also been gedelbhese systems
generally aim at describing in an exhaustive and compact lalagled elements
whose structure relies on a predefined vocabulary depemdirtige studied move-
ment and context.

Laban Movement Analysis (LMA). Among these structural descriptions, the La-
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ban Movement Analysis (LMA) theory initially defined for dza choreography
identifies semantic components that describe the strdcgeametric and dynamic
properties of human motiort® 16 This theory comprises four major components:
Body, Space, Effort and Shape. Body and Space componertstiekow the hu-
man body moves, either within the body or in relation with 8izspace surround-
ing the body. Shape component describes the shape morghafidige body dur-
ing the motion, whereas Effort component focuses on theitgtiaé aspects of the
movement in terms of dynamics, energy and intent. LMA hashbdaggely used
in computer animatioA’~1° motion segmentatioff} gesture recognition and affect
analysis?1:22

Eshkol-Wachman notation systemAlthough initially developed for dance, it was
also intended to notate and analyze any possible movemesgace in a rather
mathematical way? The moving body is treated as a system of articulated axes in
which each axis corresponds to a line segment of constagt@onnecting either
two joints or a joint and a free extremity. The path describgeach axis's end is
parameterized using spherical-like coordinates. Thetiootaystem also describes
three types of movements: rotatory, plane and conical asdrites the degree of
interdependence between limbdight or heavy All limbs are thus divided into rel-
ative classes: every limb feeavyrelatively to any limb that it carries while moving,
andlight relatively to any limb by which it is being carried. This sgst has been
used in a wide variety of fields like spoR$sign languagé® medicine?® etc.

Delsarte notation system.t is a notation system based on Delsarte’s (a French
musician and actor) methodical observations of the humdg bod its interactions
with others. Through his notation system, Delsarte deedrihe relationship be-
tween meaning and motion, and how attitude and personaditg@veyed by body
parts and gesturéd.Motions are classified into three categories according ¢o th
direction of movementeccentri¢ motion away from the body center and having
a relation to the exterior worldzoncentric motions toward the body center and
having relation to the interior; angbrmal balanced motions moderating between
concentric and eccentric motions. The body is divided irddybzones, each zone
having nine possible poses i.e., all combinations of theelypes of motion. For
each pose and each zone a meaning is attributed. Delsanté#i&tbthree orders
of movement:.oppositions parallelisms and successionas well as nine laws of
motion (attitude, force, motion, sequence, directiomforelocity, reaction and ex-
tension) that further modify the meaning of each movemeats&rte system has
been already used for the generation of virtual agents msfig®

Sign Language descriptionsThe notion of decomposing signs into various com-
ponents is not new to the linguistic community. In 1960, &ith Stokoe started his
system ofTab(location),Dez(handshape), ansiig(movement) specifiers that were

to describe any sigff Since then, other linguists have expanded on Stokoe’s de-
compositional system, keeping the location, hand-shagkepcement parameters,
and introducing wrist orientation, syllabic patterning;.23° All systems allow for
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multiple configurations during the course of a single sigrhér 1981 work, Sutton
presents the SignWriting model, using pictographic symptdced spatially to rep-
resent sign components including their associated fagjakssions. HamNoSy<s,
another pictographic notation system, is a Stokoe-basedsiit notation system,
using a linear presentation of custom symbols with diaxzitHowever, this system
provides no timing information in the form of sign segmemtsd thus makes an
analysis of sign timing rather difficult. The system propbbg Liddell and John-
son introduces timing segments that divide signs into seipleparts in addition
to the simultaneous parts that Stokoe had previously ifietitiHand configura-
tion, points of contact, facing, and orientation are démtdias static articulatory
postures; movements allow for spatial and temporal pregadetween postures.
Following Liddell and Johnson’s phonetic patterns, andghemmatical decom-
position proposed by Johnston and de Beuze¥fllBuarte et al. have developed
their own annotation scheme which is used for the synthdsgjaing utterances
in French sign languag®.

3.2 Animation of Virtual Characters

The modeling of human-like behavior leads to an intelligeritial agent generally
considered as deliberative, since it has the capabiliteofsibn, and reactive in the
sense it can react to events. This requires the integratibotb cognitive and reac-
tive aspects, based on the will and intention of the agentjedisas on perceptuo-
motor processes occurring during the motor performanciferent trends in the
research on cognitive architectures have recently emehigllighting the role of
memory and learning in the design of intelligent systems tiaae similar capa-
bilities to those of humans. Two surveys review various gigras of cognitiors*
and various architectures amosgmboli¢c emergentandhybrid models®® How-
ever, there are very few cognitive architectures that apdmented and applied to
the animation of virtual characters. Among these systenesconcept of Action /
Perception / Decision has given rise to a programming enuilent for behavioral
animation3®

Many levels have been defined for behavior planning and ebrtnd for speci-
fication languages dedicated to expressive virtual cherstTwo major classes of
approaches can be distinguished: (i) those that specifijcéxjntelligent” behav-
iors dedicated to embodied conversational agents, artd@¢ie offering data-driven
animation techniques. Some hybrid frameworks combineeti@e approaches to
respond to the requirements stated above.

Embodied Conversational Agents (ECA).Creating ECAs requires designing
high-level behavior (planning, handle communicative aets.), and producing co-
ordinated and synchronized movements of multiple partb@tiody, possibly as-
sociated with speech production: upper and lower body, /neall, hands, facial
expression, eye movements, speech. Regarding high-lestlrg specification, his-
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torical and current methods range from formalized script$etdicated gestural lan-
guages. The Behavior Expression Animation Toolkit (BEAG3, one of the first
systems to describe the desired behaviors of virtual agaeses textual input to
combine gesture features for generation and synchroairatith speec? XML-
based description languages have been developed to desaribus multi-modal
behaviors, some of which are dedicated to complex gestexsfgmtion3® describe
style variations in gesture and speéhyr introduce a set of parameters to cate-
gorize expressive gesturésMore recently, some computational models consider
the coordination and adaptation of the virtual agent withueman or with the en-
vironment in interacting situations. The models in suchesdscus on rule-based
approaches derived from social communicative thedfies.

To facilitate the creation of interactive agents, recentknoas proposed the
SAIBA architecture, in which three main stages are idemtjfitamely the intent
planner, the behavior planner, and the surface redlz& This software architec-
ture is the basis for implementing various embodied charaawith unified and
abstract interfaces. The functional markup language (FMljsed to encode the
communicative intent, whereas the behavior markup lang(BYIL) specifies the
verbal utterance and the nonverbal behaviors such as gestdacial expression
(e.g., pointing gesture, shaking hands, nodding head, etc.

Passing from the specification of gestures to their gerrdtas given rise to
a few research work. Largely, this work aims at translatirgeatural description,
expressed in any of the above-mentioned formalisms, ineqaence of gestural
commands that can be directly interpreted by a real-timeation engine. Most of
the animation models rely on pure synthesis methods, fanplaby using inverse
kinematics techniques (e.§% 9.

More recently, novel languages and architectures, baseitieoisAIBA-BML
behavior language have been proposed. The SmartBsdn open source modu-
lar framework which hierarchically interconnects cone to achieve continuous
motion. It employs various animation algorithms such asfkayne interpolation,
motion capture or procedural animation. The real-timeesysEMBR introduces a
new animation layer of control between the behavioral level the procedural ani-
mation level, thus providing the animator with a more flegiahd accurate interface
for synthesizing nonverbal behavidThis system also incorporates into the lan-
guage expressive parameters (spatial extent, tempogaiteftidity, and powerf°
Most of the proposed languages describe the behaviors irdicieway, thus pre-
venting the system’s ability to respond reactively to exé¢events, or to anticipate
the movement of some body parts in complex tasks. Withoetioif an animation
specification language, the PIAVCA architecttireroposes a functional abstrac-
tion of character behavior. It provides a range of motioriegifilters that can be
combined to achieve animations reactive to events.

The approaches using high-level specification languaggsled with interpola-
tion or procedural animation methods allow for building gdex behaviors, essen-
tially by combining different controllers associated tdfetient modalities. More-
over, based on psycho-linguistic rules or manual annatstithe generated move-
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ments are consistent and precise. Finally, some scriptingdage may take into
account expressiveness in terms of semantic labels or &sipegoarameters.

However, building by hand complex animations by specifyley postures or
targets and synchronizing the different body parts in spacktime has revealed to
be a tedious task. Another drawback of such methods is theofdmelievability for
generating motion, except for those that use motion capméollers. In order to
ease and automatize the generation of novel movement seegjéins necessary to
take into account some movement knowledge in terms of siralcspatio-temporal
patterns, human motion rules (such as invariant motion)lasvsstatistical motion
properties. To summarize, the most significant benefits@BE®BA related methods
are the controllability and the precision of the behaviothef virtual character, but
this is achieved at the expense of ease of specification diedduaility.

Data-driven Synthesis.Alternatively, to achieve animation of highly believable
and life-like characters, data-driven methods have repl@cire synthesis methods.
In this case the movements of a real user are captured withrelitt combinations
of motion capture techniques. Motion graphs allow to geteeraalistic, control-
lable motion through a database of motion capfréhe authors automatically
construct a graph that encapsulates connections amomgetiffmotion chunks in
the database and then search this graph for motions thsfiyaader constraints. One
limitation of the approach is that the transition thresiettust be specified by hand,
which may prove to be a very tedious task.

Furthermore, machine learning techniques can be used tareagtyle in hu-
man movements and generate new motions with variations/ie st expressive-
ness*9-52|n these studies authors consider a low-level definitionydésin terms of
variability observed among several realizations of theesgasture. If some relevant
studies rely on qualitative or quantitative annotationsotion clips €.9,°%%9, or
propose relevant methods to create a repertoire of expeebshaviors €.g,%%),
very few approaches deal with both motion-captured datafeeidimplicit seman-
tic and expressive content. Within their framework, Stohal esynchronize mean-
ingfully gesture and speech by specifying the organizasfarharacters’ utterances
and generating automatically the animation of the conviensal characte?® The
authors rely on an annotation process that indicates tlweptrally prominent mo-
ments of emphasis in speech and gesture. To animate ggstinamacters, Jorg et
al. develop a motion retrieval method to automatically alddigible finger motions
to body motions, extracting the finger motions from a datepascording to the
similarity of the arm movements and the smoothness of fingeioms®’ To cre-
ate natural-looking motions of characters that follow sssmsenarios, Safonova et
al. provide a sketched-based method associated to a math gepresentation
to approximatively specify the path of the character angatle existing motions
through interpolatior?®

These approaches give satisfactory results in terms oéJadility, since they
use postures or motion chunks selected in a pre-definedatagaki still remains
difficult to parameterize motion and to produce controkedid flexible behaviors.
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In addition, the reuse of motion data does not give the ghititgenerate novel
movements far from existing ones. Another drawback is thle &4 responsiveness
of such fully data-driven approach.

4 Remaining Challenges to Animate Expressive Virtual
Character

In this section only data-driven methods are considerettiegsparticularly meet the
necessary requirement of believability of the producethatéd sequences. Though
these methods significantly improve the believability of #mimations, there are
nonetheless several remaining challenges to the reuse wérmmata. The main
one is the transformation and recombination of motion a&ptlata elements in
the production of behaviors that preserve the movement'sesand the emotional
intent. We discuss hereafter these challenges followiageluirements evoked in
section 2.

4.1 Constructing resources with meaning and expressivengs

Data acquisition. Signs and theatrical gestures are by nature expressivessiet-d
ous gestures, which simultaneously involve several mbesl{arms, hands, body,
gaze and facial expressions). Capturing accurately anchsgnously all these chan-
nels with an appropriate frequency (L00 Mhz) actually pushes motion capture
equipment to their limits. Novel technologies such as sigrfeapture? that cap-
tures simultaneously geometry and animation, are vergciive, but yet the reso-
lution is not sufficient to capture the body and the face wittadequate precision,
and only few methods exist to manipulate this complex dateder to produce new
animations.

Nature of the gesture corpusFor the purpose of corpus design, several questions
have to be addressed. The first one concerns the corpus idefiaitd the com-
promise that exists between breadth and depth in its del§itire objective of the
synthesis system is to have a lexicon that covers a broadiachading several the-
matic domains, then a corpus with a breadth approach wowditeble. If, instead,
the goal is to have a limited vocabulary and reuse it in défféisentences, then the
depth approach would be best. In this case, many tokens cfatime signs or ac-
tions will be preferred in the predefined vocabulary, withia#ons depending on
the scenario context. The second question concerns theerwdtthe variations that
should be included in the corpus for further editing and sgsis. Several levels
of signs variability can be considered: we may think aboabiporating multiple
tokens of the same action/sign in different contexts, ireotd be able to construct
new sentences that take into account the spatial variaai®n®ll the co-articulation
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aspects. For example, a magician in theatrical gesturelstmignt to perform his
trick in different locations in space, or describe objedifferent shapes and sizes.
The problem is similar in SL, but with finer motion elementsafiipulating short
hand movements or hand configurations). The signing cowrtaxtalso be taken
into account by capturing the same sign in varying its predsors and successors
(e.g. influence of hand shape and placement). The inclugienah sequencing in
the corpus allows for the study of co-articulation. Therefaf the actions/signs
involving such inflection processes are contained into thrpws, then the editing
operations will be less complex. For example, including yndepicting verbs with
spatial variation will facilitate the construction of ndwaterances with verb decli-
nation, without recording new signs. Another source ofatioh is the style of the
actor/signer, or the deliberate emotional state contam#te scenarios, which lead
to kinematic variations. A closely linked question concdire acted or spontaneous
nature of the produced scenarios.

4.2 High level language for multichannel editing

The choice of the computing language allowing the desaniptif behaviors that
can be interpreted by the animation controllers is stilix@rallenging to the com-
puter animation community, above all for communicative axgressive behav-
iors involving high level semantic rules. Most of the timkese behaviors con-
cern the combination and scheduling of elementary behswitbached to dedicated
controllers such as keyframe interpolation, motion cagtor procedural anima-
tion. This approach does not consider the coordination ef{fgrain motion which
is necessary when dealing with communicative gesturesigusipredefined dual
database, one containing the raw motion and the other aedadata, it becomes
possible to build novel phrases, by selectively composimthtdending pre-existing
elements along temporal segments and spatial chaffhieishis scope, it is neces-
sary to consider all the unsolved spatial and temporal sssaised by the editing
process.

Inflecting spatial variations. When dealing with motion capture data, it is very
difficult to generate new movements that are not containgtiérdatabase. How-
ever, a main challenge would be to define generic and parazedeontrollers that
enable the generation of similar motions varying in spacegkample if we want
to modify the location of a gesture (up-right or down-leét) the size of an object
(showing a small or big box).

Spatial coherencyAnother challenge would be to combine different spatiaihcha
nels with different meanings simultaneously. This cocation differs from the
classical blending approaches which mix whole skeletorianstto produce new
ones>® An example is given in Figure 2 which illustrates the constion of the
sentence: "l don't like orange juice” in LSF. Different chegls are combined, by



Title Suppressed Due to Excessive Length 13

Moi / Je-n'aime-pas / le-jus-d'orange

Head I | Head

Right arm | | Right arm

Torso / Lower body / Left arm

Fig. 2 Combination of three signs: moi/ je-n’aime-pas / le-jusrdhge (I don't like orange juice).

keeping the torso/lower body/left arm of one sequence, abdtiuting the head,

facial expression and right arm movements of another segudn such a com-

position process, the spatial constraints should be predein particular the sign

should be executed near the corresponding body part, wdrdatevtorso or the head
orientation is. This clearly reveals that the combinatioocess should be driven at
a more abstract level, expressed by rules or constraintspncated into the con-

trollers.

Inflecting temporal variations. It is likely that the different motion elements have
not the same duration. The subsequent problem is twofplal:common timeline
has to be found, eventually as the result of a combinatoptfrézation, or driven
by linguistic rules. Up to our knowledge though, no existgesgtural language de-
scribes such temporal rules or models the synchronizafitrealifferent channels
i) once a correct time plan has been devised, the temporahleighe motion
chunks has to be adapted, while preserving the dynamics ofitiions. To this end,
time warping techniques can be uséddowever, inter channels synchronizations
may exist (for example between the hand and the arm m&8priBhus synchro-
nization schema can be extracted from analysis, but theepregy to introduce this
empirical knowledge in the synthesis process has not bgeorex yet.

4.3 Dealing with expressiveness

Virtual characters portray their emotions through moveifienhus as stated by
Byshkd, the perception of a virtual character has everything to @b wow it

moves. Unfortunately, in spite of the numerous psycholgitudies and computer
animation and machine learning applications trying to decand exploit the most
salient features to human expressiveness, there is stitomomon understanding
about how affect, style and intent are conveyed through mumavement. We know
for example thatin SL, the spatio-temporal variability igfrss can be used to inflect
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the nature of a sentence and enhance the global expressivané style of the
virtual signer. However, small spatial or temporal vada may deeply alter the
meaning of a sentence.

No field has studied character movement more intently theupérforming arts,
since their prime goal is to create visually affective anlievable characters capa-
ble of communicating meaning and emotion to an audienceeftwe, the theatrical
body movements can be of interest and employed as a sournspfation in the
understanding of expressive human movement it-self, andrmmexploited in the
synthesis of avatars’ expressive movements. The reasbirstis idea are three-
fold:

i) In the creation of a theater act it is required to develop gdewlerstanding of
"the language of gestur®®, since it is through movement/gesture that an actor trans-
forms feelings, emotions, intentions, and passions intlop@ance and meaning.
By analyzing and understanding the conventions, ideassatthiques employed by
theater actors while creating and embodying a charactemayebe able to apply
similar principles while designing virtual characterstwiich emotional expres-
sions.

i) While in stage, every movement is deliberately chosen amtidrd to in-
duce/involve the audience with emotfpand thus make every character in scene to
be perceived as believable. By using TG as the knowledgediasmotion synthe-
sis system, it is likely that any virtual character will alse perceived as believable
and hence the user will be part of a very engaging and meaniimgéractive expe-
rience.

iii) In physical theater, the body and its movement are both theecef attention
and the center of the theater making proc¥s&s spectators, we invest every per-
former’s action and gesture with significance, meaning anot®nal/affective con-
tent. By studying and analyzing theatrical gestures, wekthiis possible to gain an
additional insight on how meaning and emotions are convéyedigh movement.

5 Conclusion

We have examined in this article the different challengeseddiy the animation
of advanced expressive virtual characters, accordingferdnt aspects that are es-
sential to enhance the believability, comprehension, asdansiveness properties.
While data-driven animation techniques clearly show th& believable results, a
lot of improvements are still mandatory to fulfill the recgrinents of theatrical ges-
tures and sign languages production which both requirehigianced variations,
while keeping a strong semantic. Among others, motion ae@nd corpus building
are difficult issues which require significant studio timehaéxperts, and are very
costly in post processing. The design of a new computer Spaodn language, in-
cluding some reactivity in the specification of gestures, emntrollers that respect
the adaptive motor program constraints should enable théhegis of responsive
gestures. Incorporating both procedural and data drivesetsavith machine learn-
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ing capabilities is still very challenging, since it allowes combine the generation
of realistic movements while giving the possibility to mpamniate parameterized be-
haviors, thus leading to a better control of the synthesiglly, the usability and
acceptability of virtual characters to the expert comniasishould also be evalu-
ated thoroughly, notably through the help of professiotdis and native signers.
Though those issues have recently attracted the atterfts@veral research groups,
a lot remain to be done before comprehensive, believableeaative avatars can
be truly effective in our everyday life virtual environment
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