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Abstract

This article proposes a parsimonious alternative approach for modeling the stochastic dy-

namics of mortality rates. Instead of the commonly used factor-based decomposition frame-

work, we consider modeling mortality improvements using a random field specification with

a given causal structure. Such a class of models introduces dependencies among adjacent

cohorts aiming at capturing, among others, the cohort effects and cross generations correla-

tions. It also describes the conditional heteroskedasticity of mortality. The proposed model

is a generalization of the now widely used AR-ARCH models for random processes. For such

class of models, we propose an estimation procedure for the parameters. Formally, we use

the quasi-maximum likelihood estimator (QMLE) and show its statistical consistency and the

asymptotic normality of the estimated parameters. The framework being general, we inves-

tigate and illustrate a simple variant, called the three-level memory model, in order to fully

understand and assess the effectiveness of the approach for modeling mortality dynamics.
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1 Introduction

The forecast of future mortality improvements pose a challenge not only for public retirement

systems planning but also for the private life annuities business, due to the continuous longevity

improvement. For public policy, as well as for the management of financial institutions, it is

important to forecast future mortality rates in order to quantify the risk underlying their pension

and annuities portfolios. To this end, a variety of models have been introduced in the literature

during the last decades.

Most notably, there are the so-called factor-based models widely in use by practitioners, which

know an increasing recognition from the actuarial community. These traditional mortality models

rely on a factor-based decomposition of mortality surface. These factors are intended to capture

the complex patterns of mortality evolution over time. Although these models are quite intuitive,

their statistical properties are, however, not accurately understood. For instance, in their seminal

and influential work, Lee and Carter (1992) have proposed a model that decomposes mortality

surface into a latent trend, and two corresponding age-sensitive parameters, see also Brouhns et al.

(2002). The other models that followed extend the idea underlying the Lee and Carter (1992)’s

model by adding a mixture of additional components which capture age, period and, in some

cases, cohort effects. As noted by Mavros et al. (2016), “the number and form of these types

of effects is usually what distinguishes one model from another”. However, some recent works

show their limits, e.g. Giacometti et al. (2012), Chai et al. (2013), Hunt and Villegas (2015)

and Mavros et al. (2016) among others. Indeed, one of the main drawbacks of these classical

models relate, in particular, to the assumption of the homoskedasticity of their residuals. In fact,

the assumption of constant variance is always violated in practice as it is time varying, see e.g.

Lee and Miller (2001) and Gao and Hu (2009). Furthermore, the mortality evolution is known

to be related to the age of birth, see Willets (2004) among others. This is generally referred

to as the cohort effect and translates the persistent of some shocks on mortality among cohorts.

It is observed when plotting the residuals of some models that rely on age and period factors

as an apparent diagonal structure. These observations point to a need for additional univariate

cohort-dependent process in some countries. As noted before, such a phenomenon has lead to

various extensions, in the literature, of the initial Lee-Carter model, e.g. Renshaw and Haberman

(2006) or Cairns et al. (2009) and the reference therein. The incorporation of the cohort-specific

process, for instance, has been suggested to overcome the so-called non-stationary effect, which

corresponds to the diagonal structure observed in the plotting of the age-period models’ residuals.

Even if this undesired remaining diagonal effect is, generally, accommodated, it is still unclear how

such a cohort-effect can be interpreted and identified, see Hunt and Villegas (2015). This is even

more appealing in view of some recent empirical findings. Although, praise the goodness-of-fit

performance of age-period-cohort models specification and meanwhile shed light on their instable

forecasting performance.Furthermore, these mainstream models are over-parametrized and have

tendency to overfit and thus produce less reliable forecasts.

It is of course very important to tackle these limitations when considering a new modeling

approach, but it is also essential to take into account the dependence structure between adjacent

cohorts. Indeed, some recent works, and even common intuition, point out the importance of

cross-cohorts correlation, see e.g. Loisel and Serant (2007) and Jevtić et al. (2013). In their

empirical work, Loisel and Serant (2007) show that correlation among close generations is higher

enough to be omitted. The same conclusions were drawn in the very recent work of Mavros et al.
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(2016).

In this paper, in contrast to this univariate factor-based framework, we approach the problem

of modeling mortality rates by considering the whole surface of mortality improvements as a sole

random field without any further assumption on the particular dependence structure neither the

factors driving its evolution. Thus, unlike to mainstream approach, our modeling framework is

intended to accommodate cross-cohorts dependence as well as conditional heteroskedasticity. The

starting point of our approach is a formulation of the mortality random field in the sense of

Doukhan and Truquet (2007) with a given causal structure. Such a class of models introduces

dependencies among adjacent cohorts aiming at capturing, among others, the cohort effects and

cross-generations correlations. It also takes into account the conditional heteroskedasticity of

mortality. The proposed model is a generalization of the now widely used AR-ARCH models

for random processes. More formally, the conditional mean and variance of mortality rates are

described by linear combinations of the observed rates on a given neighbor. In Section 2, we fully

describe the model and give some intuitions on its construction. The specification of the causality

structure is discussed and some first results on the stability as well as the identification of the

model are introduced. For such class of models, we also propose a robust estimation procedure

for the parameters.

The rest of the paper is then organized as follows. In Section 3, we use the quasi-maximum

likelihood estimator (QMLE) to estimate the parameters. Its statistical consistency and its asymp-

totically normally are shown. The framework being general, we investigate and illustrate a simple

variant, called the three-level memory model, in order to fully understand and assess the effective-

ness of the approach for modeling mortality dynamics. This three-level memory level incorporates

the correlations with the immediate cohorts and it is intended to capture the cohort effect in a

natural manner. In Section 4, the model is applied to the populations of US, France and England

& Wales, and is compared to the benchmark models of Lee and Carter (1992) and Cairns et al.

(2006) two-factor models.

2 Random Fields Memory Models

2.1 From Classical Mortality Models to a Random Field Memory For-

mulation

Denote by m(a,t) the crude death rate at age a and date t. Time is assumed to be measured in

years, so that calendar year t has the meaning of the time interval [t, t+1). For expository purpose

and since we will be working with only a subset of historical data, we will henceforth re-index the

observable ages by a = 0, 1, · · · , I − 1 and the observable dates by t = 0, 1, · · · , J − 1; where I and

J are, respectively the number of ages and years. Here, we introduce two benchmark models for

mortality dynamics in order to motivate the development of the random field model discussed later

on this section. We limit ourselves to these models for simplicity and other modeling frameworks

are briefly discussed.

Classical Mortality Models. In their seminal paper, Lee and Carter (1992) postulated that

the (log) mortality rates at different ages are captured by a common factor, and an age-specific
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coefficient with respect to this common trend. More precisely, we have for any a and t

logm(a,t) = αa + βaκt + ε(a,t), with ε(a,t) ∼ N (0, σx) (1)

where αa is the time average level of logm(a,t) at age a, κt is the common factor also known

as the period mortality effect and βa is the age-specific sensitivity coefficient with respect to κt.

Another interesting model was suggested by Cairns et al. and assumes that the crude mortality

rates dynamics are given by the following modelling form:

logm(a,t) = κ
(1)
t + κ

(2)
t (a− ā) + ε(a,t), with ε(a,t) ∼ N (0, σx) (2)

where κ
(1)
t and κ

(2)
t are two time varying stochastic period factors and ā is the mean of the ages in

the data. The innovation ε(a,t) is assumed to be drawn from an i.i.d. zero-mean Gaussian random

variable with constant variance σ2. Such models describe the principal mortality dynamics in the

sense that it includes the age related basis component and all of the non-stationary stochastic part

of the mortality surface. The time-dependent parameters in both models are generally modeled

using a simple ARIMA(0,1,0) model.

Other drawbacks of these classical models relate in particular to the assumption of homoskedas-

tic error terms ε(a,t). In fact, the assumption of constant variance is always violated: the observed

logarithm of central death rates is much more variable and the volatility is time varying, see e.g.

Lee and Miller (2001) and Gao and Hu (2009). Furthermore, the mortality evolution is known

to be related to the age of birth, see Willets (2004). This is referred to as the cohort effect and

translates the persistent of some shocks on mortality among cohorts. This is generally observed

when plotting the residuals ε(a,t) of models (1) and (2) as an apparent diagonal structure which

requires additional univariate cohort processes in some countries. This phenomenon has lead to

various extensions of the initial Lee-Carter model, e.g. Renshaw and Haberman (2006) or Cairns

et al. (2009) and the reference therein. However, the inclusion of additional univariate processes

enhances the goodness-of-fit of the model but overfit the model and thus produces less reliable

forecasts.

In contrast to this univariate factor-based framework, we approach the problem of modeling

mortality rates by considering the whole surface as a sole random field without any further as-

sumptions on the particular dependence structure neither the factors driving its evolution. Thus,

unlike to mainstream approach, our modeling framework is intended to accommodate cross-cohorts

dependence as well as conditional heteroskedasticity.

Through A Random Field Framework. Consider the process Xs parameterized by the

lattice points s = (a, t) and defined as the centered mortality improvement rates IR(a,t) =

log
(
m(a,t)/m(a,t−1)

)
. Formally, we let

Xs = IRs − IR, (3)

where IR is the average improvement rate over I × J . Empirical studies shown that the differen-

tiation of mortality rates (in the logarithmic scale) removes the non-stationarity, see for example

Chai et al. (2013). This is also advocated by the models introduced above as the time-dependent

factors are described by random walks with a constant drift. However, these models assume that

IRs only depend on the observed age. As noted before, the conditional average of the improvement

rates should not only depend on the age but also on the cohort, i.e. t − a, as well as the rates
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experienced in adjacent generations. First, this is to allow for capturing the cohort effect, i.e.

the persistent effect of mortality shocks in the same cohort. Second, including experience from

neighbor generations allows improving the assessment of the global mortality. Formally, this will

account for the diffusion phenomenon well known in demographic theory. Indeed, some changes

in health risk behaviors are adopted first among some cohorts, and then diffuse through the pop-

ulation. We can refer to this as learning or diffusive effects. Therefore, in order to account for

correlations, in a natural way, across generations, a Markov property for the random field Xs is

needed. Formally, we assume that Xs has interaction with a finite number of neighbors arranged

in any manner around the point s = (a, t). This neighborhood is denoted by V ⊂ N2 \ {0}. Its

shape is of paramount importance as it directly conditions the causality of the random field. In
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Figure 1: A bi-dimensional representation of the random field Xs = IRs− IR, with s = (a, t). The

grayed area repsent the causal neighbor V needed to characterize the evolution of Xs.

Figure 1, at the lattice points s = (a, t), the neighborhood is depicted and corresponds to the

grayed area, which obviously excludes the point s. This subset is causal in the sense of Doukhan

and Truquet (2007), that is, stable by addition.

Random Field Memory Models. The starting point of our approach is a formulation of the

random field X in the sense of Doukhan and Truquet (2007). To this end, let V ⊂ N2 \ {0} be

a given neighborhood, let Θ ⊂ Rd be a set of possible parameters, for d a positive integer, and

consider ξ = (ξs)s∈N2 an independent identically distributed (i.i.d.) random field, and F a given

parametric function taking values in R: F : RV ×Θ×R→ R (endowed with a suitable norm ‖ ·‖),
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and consider solutions of the equation:

Xs = F
(

(Xs−v)v∈V , θ, ξs

)
, with s ∈ N2. (4)

For Z ∈ Rk (k ≥ 1) denote ‖Z‖p = (E‖Z‖p)1/p for an integer p ≥ 1. In the above equation the set

V , as discussed above, refers to a neighborhood of Xs used to characterize its evolution. Recall

that the set V does not contain the point (0, 0), that is, (s−v) 6= s. In this model, Xs is expressed

in terms of its own past values and the present and past values of a sequence of i.i.d. random

variables. In the case where the set V is causal, see Doukhan and Truquet (2007), the existence

and uniqueness of a stationary solution of (4) in Lp (p ≥ 1) rely on the contraction principle,

which can be summarized in the following two properties:

A-1 ‖F (x0, θ, ξ)‖p <∞ for some x0 ∈ RV ,

A-2 ‖F (x′, θ, ξ) − F (x, θ, ξ)‖p <
∑
v∈V αv‖x′v − xv‖ for all x = (xv)v∈V , x

′ = (x′v)v∈V ∈ RV ,

where the coefficients αv are such that
∑
v∈V αv < 1.

The model in Equation 4 is a general formulation of random fields models with infinite interactions,

which can be extended to the case where X takes values in Rk and F takes values in Rq, for integers

k, q > 1. These models are not necessarily Markov, neither linear nor homoskedastic. Moreover the

inputs do not need additional distributional assumptions. It is thus an extension of ARMA random

fields which are special linear random fields, see e.g. Loubaton (1989) and Guyon (1995). Such an

extension yields a novel random field which is capable of taking into account the nonlinearity and

spatial dependency well adapted in our context. In other words, we can fit a particular spatial

model of the form (4) to such data to give an appealing tools for investigating both spatiality and

non-Gaussianity patterns in the evolution of mortality surface.

Based on this abstract formulation, we aim, henceforth, at proposing a specific form for the

function F that is intended to tackle the various limitations encountred when using the factor-

based mainstream approaches.

2.2 AR-ARCH-type random fields

We let s = (a, t) ∈ N2 and we consider a first subset V1 ⊂ Nd \{0} which characterizes the

neighborhood associated to the autoregressive part of our model. That is, we consider a random

field that satisfies the following autoregressive (AR) model

Xs = ξs · σs +
∑
v∈V1

βvXs−v, (5)

where the innovation σs > 0 is conditionally heteroscedastic in the sense that he conditional

variance

σ2
s = var(Xs| {Xu,v; u < a, v < t})

is a non-deterministic random process. A class of conditionally heteroscedastic random field for the

innovation is defined from a standardized random field ξs given as an autoregressive conditional

heteroskedasticity (ARCH) model as follows:

σ2
s = α0 +

∑
v∈V2

αvX
2
s−v,
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with V2 ⊂ N2 \{0}, and where α0 and (αv)v∈V2
are real positive coefficients. Such a specification

is in accordance with some recent results obtained for mortality series that exhibit conditional

heteroskedasticity and conditional non-normality features, which are significant empirical long-

term mortality structures, see e.g. Giacometti et al. (2012), Chai et al. (2013) and Chen et al.

(2015). The combined model is referred to as the AR-ARCH random field and is given by

Xs = ξs

√
α0 +

∑
v∈V2

αvX2
s−v +

∑
v∈V1

βvXs−v. (6)

The parameters of the model are then θ =
(
(αv)v∈V2

, (βv)v∈V1

)
where V2 is the the neighborhood

for the conditional variance and V1 is the the neighborhood for the conditional mean. Note that

the model in Equation 6 satisfies the assumptions A-1 and A-2 needed to ensure the existence

and the uniqueness of a stationary solution. Indeed, note that the function F is given by

F (x, θ, z) = z

√
α0 +

∑
v∈V2

αvx2
v +

∑
v∈V1

βvxv,

for x = (xs)s∈N2 , θ = ((αs)s∈V2 , (βs)s∈V1), and z ∈ R.

Then, letting µ be the law of the centered i.i.d. random field (ξt)t∈N2 , Equation (5) can be

expressed in the following form

Xs = H((ξs−t)t∈N2), H ∈ Lp(RN2

, µ),

so that the conditions for the existence and uniqueness of stationary solution can be written as

‖ξ0‖p <∞, κp ≡ ‖ξ0‖p
∑
s∈V1
|αs|+

∑
s∈V2
|vs| < 1, p ≥ 1.

For p = 2, a weaker condition than the previous one is given by

‖ξ0‖2 <∞, Eξ0 = 0, κ2
2 ≡ ‖ξ0‖22

(∑
s∈V1
|αs|

)2
+
(∑

s∈V2
|vs|
)2
< 1, p = 2.

Example 1 (Three-Level Memory Model). We assume a Markov property for the random field

{X(a,t); a = 1, · · · , I, t = 1, · · · , T} in the sense that for all s = (a, t) with a, t > 1, the following

property holds

L(Xs| {Xu,v; u < a, v < t}) = L(Xs|Xs− , Xs+ , Xs=), (M)

where for ease of notation we denoted

s− = (a− 1, t), s+ = (a, t− 1), s= = (a− 1, t− 1).

In other words, the mortality improvement for any cohort s (born at time t−a) is solely related to

the immediately adjacent cohorts. More precisely, s− refers to the observation at time t stemming

from the cohort born at date t− a+ 1, whereas s+ and s= (respectively) refer to the observations

at the last period t − 1 for the cohorts born at time t − a − 1 and t − a. These lattice point are

represented in Figure 2, with obvious notation. Next, in view of the Markov assumption (M), an

example of potential models can be described using the causal neighborhoods V2 = {(1, 0), (0, 1)}
and V1 = {(1, 1)}; so that the model in (6) can be simply rewritten as

Xs = ξs

√
α0 + α−X2

s− + α+X2
s+ + βXs= , (7)

7
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Figure 2: Evolution of mortality for three cohorts with respective year of birth: t−a−1, t−a and

t−a+1. The improvement rate at age a and calendar year t depends on the adjacent improvement

rates (neighbor) (+) and (−) as well as the last observation on time t− 1, i.e. (=) .

where ξs’s is a standard i.i.d. random field, independent of the Xs̃ for any s̃ < s (in the sense that

ã < a or t̃ < t). Here, we make the convention Xs− = 0 if a = 0, Xs+ = 0 if t = 0, Xs= + 0 if

a = 0 or t = 0.

The above model is referred to as the three-level memory model. The latter can be interpreted

easily as follows. The autoregressive parameter β captures the cohort effect at the population level.

Formally, it provides information on the persistence and inertia of the cohort effect. That is, the

tendency of high (or low) improvement rates, for each cohort, to remain in the same level from

one year to the next. In other words, the larger β the more persistent (strength) is the cohort

effect. The remaining term of the right-hand side of (7) allows to incorporate the conditional

heteroskedasticity, in the sense that the conditional variance of Xs moves linearly in terms the

adjacent cohorts (+) and (−) improvement rates. Accordingly, if the improvement rates for the

neighboring cohort is large in magnitude, the forecast for next period’s conditional variance, will

be large.

It is important to recall that the three-level memory model is not necessary well adapted to

all mortality surfaces. It is intended to capture the main behavioral aspects that may differ from

one population to the other. For instance, the persistence of shocks over cohorts should need the

inclusion of additional autoregressive factors at the cohort level but also at the adjacent neighbors.

Thus, one has to enlarge the initial neighborhood V1 = {(1, 1)}. The same remark applies to the

choice of set V2. To do so, a rigorous inspection of the adequacy of the model (7) is needed. In

other words, a model selection (neighborhood selection) procedure is needed. This step is beyond

8



the scope of this paper and will be considered in future research.

3 Estimation and Asymptotic Inference

In this section we study the maximum likelihood estimator (MLE) for the parameter θ in the

AR-ARCH model (6). More precisely, we consider an approximation of the MLE called Quasi-

Maximum Likelihood Estimator (QMLE) and prove its consistency, together with the asymptotic

normality.

3.1 Quasi Maximum Likelihood Estimator (QMLE)

For the sake of simplicity we consider that the observation are real numbers (i.e. takning values

in Rk, with k = 1), the results we give can be extended to more general systems, but this remains

a topic for future research. For a real function g and an integer p, let us write ‖g(X)‖p :=

(E |g(X)|p)
1
p , the Lp norm.

Suppose that the random field is observed for I = {s−v, v ∈ V1 ∪ V2} (the initial states) and

s ∈ O ⊂ N2. Let us write T the number of observations in O, we assume that the following

equation can always be written using s ∈ O and s − v ∈ O ∪ I. Conditionally to I the quasi

log-likelihood of the model can be written as:

LT (xs, s ∈ O; θ) =
1

T

(∑
s∈O
−1

2
ln

(
α0 +

∑
v∈V2

αvx
2
s−v

)
−
(
xs −

∑
v∈V1

βvxs−v
)2

2
(
α0 +

∑
v∈V2

αvx2
s−v
)) . (8)

We will consider the estimator based on maximizing the above function (QMLE) over the set Θ,

which will be denoted θ̂T , i.e.

θ̂T = arg max
θ∈Θ

LT (xs, s ∈ O; θ) . (9)

We say that θ̂T is the QMLE estimator. In order to study the consistency of this estimator we

assume the following properties:

H-1 Finite second order moment, i.e. E(X2
s ) <∞.

H-2 The model is identifiable, in the sense that:∥∥∥ ∑
v∈V1

βvXs−v −
∑
v∈V1

β′vXs−v

∥∥∥
2

= 0 ⇔ (βv)v∈V1
= (β′v)v∈V1

α0 +
∑
v∈V2

αvX
2
s−v

α′0 +
∑
v∈V2

α′vX
2
s−v

a.s.
= 1 ⇔ (αv)v∈V2

= (α′v)v∈V2
.

H-3 The set of possible parameters Θ is compact and the true parameter θ0 of the model (6)

belongs to the interior of Θ.

Remark 1. These are classical assumptions required for consistency and asymptotic normality.

The assumption H-1 supposes that the variance of the random field X is finite, which is in line

with the object of interest, i.e. mortality improvements. In the other hand, H-2 ensures the

identifiability of the model, which is a critical condition for consistency as we may see later on

this section. This will impose that the quasi likelihood LT (xs, s ∈ O; θ) has a unique maximum

at the true parameter value θ0 over the compact set Θ, from assumption H-3.

9



We can state the first result, where the proof is postponed to Appendix A.

Theorem 2. For the model (6), under the assumptions H-1, H-2 and H-3

L(θ) = lim
T→∞

LT (xs, s ∈ O; θ)

exists a.s. for all θ ∈ Θ and is uniquely maximised at θ0.

We can now proceed to show the consistency of the estimator θ̂T . To this end, notice that the set

of continuous functions G defined as

G =

g ((xs, (xs−v)v∈V1 , (xs−v)v∈V2 ; θ) = −1

2
ln

(
α0 +

∑
v∈V2

αvx
2
s−v

)
−

(
xs −

∑
v∈V1

βvxs−v

)2
2
(
α0 +

∑
v∈V2

αvx2s−v

) , θ ∈ Θ

 ,

is Glivenko-Cantelli for the L1−norm since the set of possible parameters Θ is a compact set, i.e.

Assumption H-3. Now, applying Theorem 5.7 of van der Vaart (1998), we get:

Theorem 3 (Consistency). If the assumptions in Theorem 2 hold, then the QMLE estimator θ̂T

in (9) is consistent:

θ̂T
P−→ θ0.

To prove the asymptotic normality, we need to reinforce the assumptions and add a finiteness

condition on the fourth order moment of Xs, i.e.

H-4 E
(
X4
s

)
<∞.

Under this additional assumption H-4, we shall prove the asymptotic normality of the QMLE

estimator. But before, let us write

A0 = −E
(
∂2g(Xs, (Xs−v)v∈V1

, (Xs−v)v∈V2
; θ0)

∂θ2

)
, (10)

and

B0 = E

(
∂g(Xs, (Xs−v)v∈V1

, (Xs−v)v∈V2
; θ0)

∂θ

(
∂g(Xs, (Xs−v)v∈V1

, (Xs−v)v∈V2
; θ0)

∂θ

)T)
, (11)

then:

Theorem 4 (Asymptotic Normality). Under assumption H-1, H-2, H-3 and H-4,

√
T
(
θ̂T − θ0

)
L−→ N

(
0, A−1

0 B0A
−1
0

)
.

Remark 5. Let us give some interpretations of the above results.

(i) Asymptotic normal distribution result in Theorem 4 allows us to approximate the distribution

of the estimated parameters θ. This can be used, for instance, to obtain confidence intervals and

to conduct hypothesis testing.

(ii) Theorem 4 is also of paramount importance when it comes to mortality forecasting. As the

amount of data at our disposal is, generally, limited, the parameter estimates using the QMLE in

(9) most inevitably be subject to some degree of uncertainty. As demonstrated by Cairns et al.

(2006), the parameter uncertainty forms a significant element of the uncertainty in forecasts of

future mortality. Thus, Theorem 4 allows us to quantify this uncertainty on parameters based on

their asymptotic distribution.

10



Illustration with Example 1. The parameters (α0, α
+, α−, β) of the three-level memory

model in (1) can be estimated thanks to the QMLE in (8). The latter can be written in this

particular case as follows:

LT (xs, s ∈ O; θ) =
1

T

(∑
s∈O
−1

2
ln
(
α0 + α+xs+ + α−xs−

)
− (xs − βxs=)

2

2 (α0 + α+xs+ + α−xs−)

)
,

with the notation introduced earlier: s+ = s − (1, 0), s− = s − (0, 1) and s= = s − (1, 1). This

(quasi) log-likelihood needs to be maximized numerically to get estimates of α0, α+, α− and β.

In the classical maximization approach, derivatives of the log-likelihood are required by numerical

maximization algorithms. These are also of interest to derive the asymptotic distribution of the

estimated parameters in Theorem 4, which are used in Equations (10) and (11). The closed form

formulas for the derivatives, in the general case, are given in Appendix B.

3.2 Method of Moments

In this subsection, we briefly discuss an alternative method for estimating the model’s parameters.

We only focus on the illustrative example, but generalizing the approach to the class of models

in (6) is straightforward. Formally, we introduce the method of moments, which is based on the

derivation of some equations that relate the moments of random field Xs to the parameters of the

model. Besides the classical moments, numerous empirical studies have demonstrated the impor-

tance of the so-called leverages. That is quantities of the form cov(X0, X
2
s ) = E(X0X

2
s ). Their

effects was first discovered in Black (1976) for some financial time series. In our case, we propose to

adapt their expressions to obtain moment estimators of the parameters θ = (β, α0, α
+, α−), with

the notation used in Example 1. More precisely, we use second order moments, E(X2
s ), leverage

moments, E(X0X
2
s ), and extended leverage moments of the form E(X0X

p
s ) for some integer p, to

get estimators of α0, α
− and α+. Moreover, we use the relation

E(XsX
p
s̃ ) = βE(Xs=X

p
s̃ ),

with s < p, to get an estimator of β as follows:

β̂ =
1

N

∑
(s̃,p)∈E

Ê(XsX
p
s̃ )

Ê(Xs=X
p
s̃ )
, (12)

where E = {s−, s+, s=}×{1, · · · , k} for a given k, and N = card(E), and where empirical moments

can be estimated based on the raw data of the random field.

In order to estimate the remaining parameters α0, α
+, and α−, we use (12) the expansions

E(X2
0 ), E(X0X

2
(1,0)), E(X0X

2
(0,1)), E(X0X

2
(1,1)) (which also may be written E(X2

s ), E(XsX
2
(a+1,t)),

E(XsX
2
(a,t+1)), E(XsX

2
(a+1,t+1)) from stationarity), combined with the property that ξs and Xs̃

are independent for s̃ < s (in the sense that ã < a or t̃ < t for s = (a, t) and s̃ = (ã, t̃)), to get the

following system: 1 M2 M2

0 M3 EXsX
2
(a+1,t−1)

0 EXsX
2
(a−1,t+1) M3


︸ ︷︷ ︸

A

 α0

α−

α+


︸ ︷︷ ︸

θ

=

 M2(1− β̂2)

EXsX
2
(a,t+1) − EXsX

2
(a,t−1)β̂

2

EXsX
2
(a+1,t) − EXsX

2
(a−1,t)β̂

2


︸ ︷︷ ︸

C

,

of the form Aθ = C, with the notation M2 = E(X2
0 ) and M3 = E(X3

0 ).
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Although this method is easy to implement, it is less attractive compared to the one based

on the QMLE. Indeed, it is not an easy task to develop the asymptotic properties neither the

consistency of the estimated parameters. In addition, the characterization of the asymptotic

distribution made possible for the QMLE, which we have derived in Theorem 4, allows to quantify

the parameters uncertainty and thus take into account the risk model. Therefore, in the following

section, we mainly focus on the estimation procedure based on the QMLE method.

4 Numerical and Empirical Analyses

4.1 Simulation Study

Graphical Diagnosis. We start by discussing the specification of the illustrative model (6) in

Example 1. We illustrate Example 1 with standard normal ξs and a parametrization such that

assumptions A-1 and A-2 hold. The model parameter vector θ is chosen as follows.

α+ = α− = 0.1, α0 = 0.01 and β = 0.7 or 0.1.

We draw random samples of the underlying random field with these parameters values. We

focus purely on the autoregressive part of the model to show how the illustrative model can

reproduce the so-called cohort effect. As discussed earlier, the latter is mainly controlled by the

autoregressive part of the model, i.e. the neighborhood V2 in the general class and the parameter

β in the illustrative model. In Figure 3, we depicted two simulated random field from the model in

Equation 6. That is, for two values of the parameter β, ceteris paribus, namely 0.1 and 0.7. The

right plot of Figure 3 shows the improvement rates for a model with parameter β = 0.1. This would

correspond to a population with weaker cohort effect. Indeed, the simulated improvement rates do

not exhibit any diagonal structure, in extent that mortality rates, for a given cohort, do not persist

from a year to another. This is a typical behavior of mortality patterns for some countries such

as France, e.g. Li et al. (2016). The plot in the left-hand side of Figure 3 depicts a sample with

a higher value of β equal to 0.7. As we can see, for this simulation, a diagonal pattern appears

due to the persistence of shocks. This effect is also observed for neighboring cohorts due to the

dependency accounted in the ARCH part (conditional variance). This particularity of the model is

ignored in most mortality models. Therefore, a three-level memory model with higher values of β,

tends to respond to the criticisms which were addressed to the classical mortality models. Indeed,

these have a tendency to omit, among others, some structural diagonal effects. As noted by Hunt

and Blake (2014), the visual inspection of the benchmarking models, generally, exhibits obvious

vertical and horizontal patterns but not diagonal banding patterns, which indicates the presence of

further cohort effects. It is worth mentioning that models (1) and (2) produce improvement rates

which are, visually, in accordance with the sample depicted in the right-hand side of Figure 3.

It is important to point that another choice of the set V1, with a deeper dependency on the

past as well as on the adjacent cohorts experiences, may produce a wider cohort effect. In other

words, the diagonal patterns shown in the left-hand side of Figure 3 will be larger, which is more

in tune with the observed cohort effect, e.g., in England & Wales.

Monte-Carlo Analysis. [Ici il faudrait refaire avec α0 positif] This section examines the per-

formance of the asymptotic estimation results in finite samples through Monte Carlo experiments.

Data are generated using the three-level memory model in Example 1, with parameters fulfilling

12
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Figure 3: Simulations of the three-level memory random field with fixed conditional variance

parameters: α+ = α− = 0.1. and α0 = 0.01. Two autoregressive parameter are considered:

β = 0.7 (left) and β = 0.1 (right).

the assumptions A-1 and A-2. Table 1 compares the distributions of the QMLE estimates of the

Table 1: Esimation of the parameters using the QMLE and comparison with theoretical values

Min. 1st Qu. Median Mean 3rd Qu. Max.

α0 0.06 0.001 0.034
(0.031)

0.060 0.061
(0.060)

0.078
(0.073)

0.231

α− 0.01 0.006 0.009
(0.009)

0.010 0.010
(0.010)

0.011
(0.011)

0.013

α+ 0.20 0.082 0.166
(0.17)

0.193 0.194
(0.20)

0.220
(0.220)

0.332

β 0.50 0.331 0.453
(0.460)

0.496 0.498
0.500

0.544
(0.535)

0.708

parameters α0, α
+, α− and β over N = 1000 independent simulations of the illustrative model,

for the sample size I = 30 and J = 45. These sizes are intended to replicate real-world cases

where generally mortality is considered over an age band of 30 years, i.e. 60 to 89, and using

the most recent available observations, i.e. approximatively 45 years. Table 1 also reports the

empirical estimates of the parameters values based on the Monte-Carlo experiment as well as the

theoretical values given by Theorem 4. We notice that the QMLE procedure succeed to give an

accurate estimation of the initial values and the distributional values are also in accordance with

the theoretical ones. However, we should note that there is a high uncertainty on the estimation

of the parameter α0. This is not, nevertheless, of critical importance as the parameters does not

greatly impact the mortality rates. Indeed, as we may see in the next experiment the values of

such a parameter on real-world datasets is almost null.

4.2 Real-World Datasets

In this section we illustrate the three-level memory model introduced in Example 1, with mortality

data (death and exposure counts) obtained from the Human Mortality Database (HMD). We use

on the males populations of the United States (US), France and England & Wales (E&W). We use

the logarithm of the single-age crude death rates for ages 55 to 89, and from 1960 to 2012 for all

the considered populations. First, we discuss the fit of the three-level memory model for the full
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data-set. Second, we conduct a comparative analysis with the LC and CDB models introduced,

respectively, in Equations (1) and (2).

Parameters Estimates. The optimal values of α0, α
+, α− and β for the three populations are

reported in Table 2. Here, we conduct a sensitivity analysis for the parameter estimates, initially,

by fitting the model to the first 40 years of the data (right panel), from 1960 to 2009, and then,

by fitting the model to the entire years of data from 1960 to 2012 (left panel). Note that, for each

different estimation time-frame, the conditions for the existence and uniqueness of a stationary

solution seems to be satisfied since |α0|+|α+|+|α−|+|β| < 1 holds for the three populations. Note

also that the three estimations of α0, α
−, α+ satisfy the condition of positivity. The sensitivity

analysis aims at giving ground for robustness of the parameters with respect to the estimation time-

frame. For the conditional variance (ARCH) as well as the conditional mean (AR) parameters,

slight deviations occur with the exception of the AR parameter of the US population. Before

trying to understand this difference for the US population, we shall, first, start by interpreting the

parameters.

Table 2: The optimal values of three-level memory model estimated over two different periods for

the three populations

1960-2013 1960-2009

β α0 α+ α− β α0 α+ α−

US -0.015 4.81E-4 0.221 0.195 -0.024 5.01E-4 0.208 0.172

FR -0.098 7.25E-4 0.315 0.445 -0.099 7.32E-4 0.328 0.463

E&W 0.028 6.79E-4 0.312 0.429 0.021 6.58E-4 0.334 0.441

(i) The AR parameter β governing the conditional mean is less than one (in absolute value) for

the three populations. This is to say that the improvement rates for each cohort are stable over

time, or the further back in time a given change or shock in mortality occurs, the less it will affect

the present improvement. The given change dies out over time. The sign of coefficient as well as its

absolute value provide information on the persistence or inertia of the cohort effect: the tendency

of high (or low) improvement rates, for the same cohort, to remain in the same level from one year

to the next. In other words, the larger β the more persistent (strength) is the cohort effect. In

our case, E&W population has the most pronounced cohort effect with an AR coefficient of 0.028.

This is consistent with the well-known E&W cohort effect which has been noted several times in

literatures, see Willets (2004). Results for other populations (US and France) echo some recent

works on cohort effects. Indeed, in Zhang and Zhao (2015), there are analyzes mortality cohort

effect based on an approach that identifies and measures the strength of this effect in U.S. and

E&W mortality datasets over time. They used a measure called generation gap, which describes

how long the cohort effect maintains. Formally, it is the gap from the beginning to the end of

a peak on the series of cohort effect, which can also be associated to the persistence mentioned

above. Their finding shows that cohort effect in E&W tends to last, by far, longer than for U.S.

population and thus for all generations. Similar conclusions were drawn by Li et al. (2016), using

a different approach. The latter observes a relatively strong cohort effect in the E&W, a medium

level of cohort strength for the French males and finally a relatively weaker effect for the U.S. This

is consistent with values reported in Table 2.
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(ii) The values of ARCH parameters α+ and α−, governing the conditional variance, are reported

in Table 2. As is the case of AR coefficient, the parameters values do not change substantially

under the two estimation time-frames. Furthermore, note that these are not null, thus, conveying

for a diffusion phenomena between adjacent generations, e.g. when some lifestyle factors highly

affect the mortality pattern and thus diffuse through generations. As noted before, this may be

interpreted as learning effect from the old and the young generations. Also, these parameters

measure the extent to which shocks to cohorts (+) and (−) feed through into the cohort next

improvement rate uncertainty. We should point out that the contribution of the young cohort (−)

to the conditional variance is slightly lower than the old one, i.e. (+).

Coming back to the US males mortality, we observe that the persistence of the cohort effect,

evidenced by the AR coefficient, recedes when we include the recent observation (ranging from

2010 to 2013). The parameter β goes from -0.024 to -0.013. This deviation might not solely be

explained by the uncertainty stemming from the estimation. A closer look into the recent advances

in mortality patterns investigation may convey for a slowing cohort effect. This may be due, for

example, to a changing regime leading to a weaker cohort effect for the very recent mortality

experience.

Forecasting Properties. Let us now evaluate the out-of-sample and in-sample forecasting

performances of our model compared to the benchmarks, that are the Lee and Carter’s model in

(1) and the Cairns et al.’s model in (2). Further, we calculate standard mortality risk metrics in

order to quantify the differences between the forecasts of the mortality models.

(i) In-Sample Analysis. With the data described above we can now compare our model to the

others using in-sample measures of goodness-of-fit. We first consider in-sample tests to stay

consistent with existing literature. Here, we only rely on the RMSE. This measures the square

root of the sum of squared differences between the actual crude mortality rates and the models

described above compared to the three-level AR-ARCH memory model, i.e.

RMSE =

√√√√ 1

I × J
∑

(a,t)∈I

(m(a,t) − m̂(a,t))2,

where m̂(a,t) denotes the observed crude mortality rate and m(a,t) is the output of the models.

In Table 3 we report the results of all models in each country. For each population, we see that

Table 3: Root mean squared of the in-sample errors

AR-ARCH LC CDB

US 4.71E-04 7.57E-04 1.32E-03

FR 8.35E-04 1.07E-03 1.72E-03

UK 7.08E-04 8.61E-04 1.02E-03

the AR-ARCH model has the least error and thus provides more accurate fit than the respective

benchmarks. Therefore, our three-level memory model appears to better capture some of the

complicated aspect of the mortality dynamics. Note also, that this performance is surprising in

the extent that the model only works with four parameters conversely to the benchmarks, which

tends generally to overfit and better perform on the in-sample forecasting analysis. In order to

understand this superiority, we investigate the forecasts of the mortality rates obtained form the
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Figure 4: Projected median mortality rates for ages 65, 75 and 85. Models are fitted on the period

1975-1999 and compared to the raw rates (black circles). The graphs show the forecasts provided

by the AR-ARCH model in Example 1 (black line), Lee-Carter model (red line) and the CDB

model (blue line) for the U.S. (right panel), E&W (middle) and France (left).

model.

(ii) Out-of-Sample Performance. Even if the three-level memory model provides a good in-sample

fit to historical data and produce forecasts that appear to be biologically reasonnable ex ante, it is

of interest to explore its ex-post forecasts. In other words, we carry out an out-of-sample analysis

and we compare the forecast to the realized outcomes. To this end, we fit the models to data on

the period ranging from 1960 to 1999 for each population, and forecast the future improvement

rates from year 2000 to 2012. Next, we recover the corresponding mortality rates m(a,t). Figure 4

displays the historical observations and the projected medians of the three models. At first sight,

we see that the three-level memory model provides forecasts very close to the benchmarks. There
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Figure 5: Evolution of mortality for three cohorts with respective year of birth: t−a−1, t−a and

t−a+1. The improvement rate at age a and calendar year t depends on the adjacent improvement

rates (neighbor) as well as the last observation on time t− 1.

is no tendency to a general outperformance of our model. Indeed, as we can see in Figure 5, the

plots of RMSE for different time horizons show that the tree-level memory model has comparable

performance to the benchmarks. However, for high ages, our model seems to have more accurate

performance. This confirms the graphical tendency observed in Figure 4. Therefore, we can not

draw a conclusion on the superiority or not of our model based on this comparative study. We shall

examine some other mortality metrics in order to assess the behavior of the model and quantify

the difference with the benchmarks.

(iii) Life Expectancy. Here, we use the forecasts provided by the out-of-sample analysis and derive

the corresponding projected remaining period life expectancies. Figure 6 shows 95% confidence

intervals for life expectancies forecasts for ages 65, 75 and 85. We also depict with solid lines the
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median life expectancies forecasts. First, we can see that the three-level memory model produces

forecasts at least equivalent to the LC or the CDB models. For some ages, our model gives more

accurate predictions closer to the observed life expectancies. Unlike the forecasting performance

of the crude mortality the illustrative model outperforms clearly the benchmarks when it comes

to life expectancy prediction.

Regarding the confidence intervals, we can observe that those related to the benchmarks are

quite narrow and underestimate the evolution of life expectancy, especially those related to the

CDB model (red lines). This narrowness may result in underestimation of the risk of more extreme

outcomes. Therefore, it should be point out that, for these datasets and the considered time-frame,

the model in (1) and (2) underestimate largely the longevity risk. This may be explained by the

rigid structure of the models as it was widely recognized in the literature. For instance, in Lee

(2000), the LC model has been seen to generate overly narrow confidence intervals. However,

the confidence intervals of the illustrative model appear more plausible and encompasses the

observed life expectancies at the 95% level. This was made possible thanks to the inclusion of the

heteroskedasticity of the conditional variance as well as the cohort effect allowing for a broader

range of probable outcomes compared to the benchmarks.

5 Concluding Remarks

This paper proposes a class of random field models with a given causal structure. The underlying

motivation is the desire to coherently model mortality improvement rates taking into account

some stylized facts already mentioned in the academic actuarial and demographic literature. This

class of model is a generalization of the AR-ARCH univariate process, capturing the dependence

between adjacent cohorts as well as the conditional heteroskedasticity. For such a class of models,

we propose an estimation procedure for the parameters. Formally, we use the quasi-maximum

likelihood estimator (QMLE), very popular for estimating univariate time-series. In our case,

we show the statistical consistency of the QMLE and prove that the estimator is asymptotically

normally distributed.

The framework being general, we investigate and illustrate a simple variant, called the three-

level memory model, in order to fully understand and assess the effectiveness of the approach for

modeling mortality dynamics. The predictive performance of such an approach, in comparison

to two benchmark models, is studied, through the simple illustrative yet promising model. The

empirical analysis uses data from male population of US, E&W and France. The results show that

the three-level memory model provides, for high ages, an outstanding performance when it comes

to the prediction of future life expectancy. However, the predictive ability of the model, for young

ages, does not stand out from the references.

However, given the flexibility of the model, one can enhance the illustrative example. To

do this, we should consider back the initial class and consider an optimal characterization of

the neighborhoods V1 and V2. In fact, these should not be the same for all populations as the

cohort effect and the inter-generational correlations are not behaving equally across populations.

Although this model selection would be more efficient, it goes beyond the scope of the present

paper since it poses much more theoretical challenges. We leave the investigation of such interesting

questions for future research.

On the other hand, for forecasting purposes, model bootstrapping is of paramount importance;
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Figure 6: 90% extreme scenarii (dashed lines) and the projected median remaining period life

expectancies (solid lines) for ages 65, 75 and 85. The graphs show the forecasts provided by the

AR-ARCH model in Example 1 (black line), Lee-Carter model (red line) and the CDB model

(blue line) for the U.S. (right panel), E&W (middle) and France (left).
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after having estimated the parameters with any procedure developed in the current paper, it is

also easy to fit residuals from the empirical of (5).

Xs = ξ̂s · σ̂s +
∑
v∈V2

β̂vXs−v, σ̂2
s = α̂0 +

∑
v∈V1

α̂vX
2
s−v. (13)

As this was also provided in both Liebscher (1999) for functional autoregressive models and in

asymmetric ARCH models in Doukhan and Mtibaa (2016), we may proceed to the estimation of

the innovation’s density through such fitted innovations.

Also, one step prediction X
(1)
s may also be considered if one observes all Xs′ with s′ < s, this

means a′ < a, t′ ≤ t or a′ ≤ a, t′ < t for s = (a, t) and s′ = (a′, t′).

X(1)
s =

∑
v∈V2

βvXs−v, X(1)
s −Xs = σsξs. (14)

Thus, in case Eξ0 = 0,Eξ2
0 = 1 and ‖ξ0‖m < ∞ the prediction error may be controlled through

the Markov inequality and P(|X(1)
s − Xs| > x) ≤ Eσms /xm. In case the innovations are known

to be standard Gaussian, the values of Normal quantiles improve on this expression. Empirical

versions of those relations yield predictions and confidence sets for those predictions.

Analogue 2-step predictors (this means that there exists some s′ < s such that one observes all

the values of Xs′′ for s′′ < s) are deduced from iteration of the above relation,

X(2)
s =

∑
v∈V2

∑
v′∈V2

βvβv′Xs−v−v′ .

The prediction error may now be written with the help of σ
(1)
s ξs, with a less tractable expression:

(σ(1)
s )2 = α0 +

∑
v∈V1

αv(X
(1)
s−v)

2.

Clearly further k−step predictions can be obtained with

X(k)
s =

∑
v1∈V2

· · ·
∑
vk∈V2

βv1 · · ·βvkXs−v1−v2−···−vk .

Anyway the expression of the prediction error is then more cumbersome than for k = 1 and is left

for further work since it writes recursively from σ
(k−1)
s ξs with

(σ(k−1)
s )2 = α0 +

∑
v∈V1

αv(X
(k−1)
s−v )2

The leverage properties of our model are investigated in Subsection 3.2. Some easy improvement of

the model would even increase this leverage effect as in Doukhan et al. (2016), which are exploited

in the simplest possible AR(1)-model in Doukhan and Mtibaa (2016). For this, consider the model

(5), with now:

σ2
s = α0 +

∑
v∈V1

(αvXs−v + γv)
2.

Exploration of such new random fields models will be the aim of further studies.
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Appendix A Proof of Theorem 2.

Thanks to the law of large number applied to the stationary process (Xs)s∈Z2 , we get

L(θ) = lim
T→∞

LT (Xs, s ∈ O; θ) = −1

2
E

(
ln

(
α0 +

∑
v∈V1

αvX
2
s−v

))
−E

((
Xs −

∑
v∈V2

βvXs−v
)2

2
(
α0 +

∑
v∈V1

αvX2
s−v
)) .

This expectation is well defined since α0 > 0 and

E

(
ln

(
α0 +

∑
v∈V1

αvX
2
s−v

))
≤ ln

(
E

(
α0 +

∑
v∈V1

αvX
2
s−v

))
≤ ∞.

Now, for any α = (αv)v∈V , write C(α) = − 1
2E
(
ln
(
α0 +

∑
v∈V1

αvX
2
s−v
))

then

L(θ) = C(α)− E

((
Xs −

∑
v∈V2

βvXs−v
)2

2
(
α0 +

∑
v∈V1

αvX2
s−v
)) ,

= C(α)− E

((
Xs −

∑
v∈V2

β0
vXs−v +

∑
v∈V2

β0
vXs−v −

∑
v∈V2

βvXs−v
)2

2
(
α0 +

∑
v∈V1

αvX2
s−v
) )

,

and Xs −
∑
v∈V2

β0
vXs−v = ξs

√
α0

0 +
∑
v∈V1

α0
vX

2
s−v, hence

L(θ) = C(α)− E

(
ξ2
s (u0

0 +
∑
v∈V1

u0
vX

2
s−v)

2
(
α0 +

∑
v∈V1

αvX2
s−v
))+ E

(∑v∈V2
β0
vXs−v −

∑
v∈V2

βvXs−v

2
(
α0 +

∑
v∈V1

αvX2
s−v
) )2

 .

Next, note that for any fixed α = (αv)v∈V , L(θ) is maximum for (βv)v∈V2 = (β0
v)v∈V2 since the

model is identifiable (assumption H-2).

Let θ(α) be a parameter vector where (βv)v∈V2
= (β0

v)v∈V2
and α = (αv)v∈V , then

L(θ(α)) + 1
2E
(
ln(α0

0 +
∑
v∈V1

u0
vX

2
s−v)

)
= − 1

2E

(
ln

(
α0 +

∑
v∈V1

αvX
2
s−v

u0
0 +

∑
v∈V1

α0
vX

2
s−v

)
+
ξ2
s (α0

0 +
∑
v∈V1

α0
vX

2
s−v)

α0 +
∑
v∈V1

αvX2
s−v

)
,

= − 1
2E

(
ln

(
α0 +

∑
v∈V1

αvX
2
s−v

α0
0 +

∑
v∈V1

α0
vX

2
s−v

)
+
α0

0 +
∑
v∈V1

α0
vX

2
s−v

α0 +
∑
v∈V1

αvX2
s−v

)
,

since ξs is independent from Xs−v and E(ξ2
s ) = 1. Now, since ln(x) + 1/x ≥ 1 with equality

if and only if x = 1 and thanks to assumption H-2, we conclude that L(θ(α)) is maximum for

α = α0 =
(
α0
v

)
v∈V and, finally, L(θ) is maximum for θ0.
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Appendix B Proof of Theorem 4.

First, let us explicitly compute the derivatives appearing in Equations (10) and (11). After some

algebra, we have

∂g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂α0
= −1

2

(
1

α0
0 +

∑
v∈V1

α0
vX

2
s−v
−
(
Xs −

∑
v∈V2

β0
vXs−v

)2(
α0

0 +
∑
v∈V1

α0
vX

2
s−v
)2
)
,

• for v in V1 :

∂g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂αv
= −1

2

(
X2
s−v

α0
0 +

∑
v∈V1

α0
vX

2
s−v
−
(
Xs −

∑
v∈V2

β0
vXs−v

)2
X2
s−v(

u0
0 +

∑
v∈V1

α0
vX

2
s−v
)2

)
,

• for v in V2 :

∂g(Xs, (Xs−v)v∈V1
, (Xs−v)v∈V2

; θ0)

∂βv
=

(
Xs −

∑
v∈V2

β0
vXs−v

)
Xs−v

α0
0 +

∑
v∈V1

α0
vX

2
s−v

.

Since
(
Xs −

∑
v∈V2

β0
vxs−v

)2
= ξ2

s

(
α0

0 +
∑
v∈V1

α0
vX

2
s−v
)
, under assumption H-4, B0 is well de-

fined. Moreover

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂α2
0

= −1

2

− 1(
α0
0 +

∑
v∈V1

α0
vX

2
s−v

)2 + 2

(
Xs −

∑
v∈V2

β0
vXs−v

)2
(
α0
0 +

∑
v∈V1

α0
vX

2
s−v

)3
 ,

• for v in V1 :

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂α0∂αv
= −1

2

− X2
s−v(

α0
0 +

∑
v∈V1

α0
vX

2
s−v

)2 + 2

(
Xs −

∑
v∈V2

β0
vxs−v

)2
X2

s−v(
α0
0 +

∑
v∈V1

α0
vX

2
s−v

)3
 ,

• for v in V2 :

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂α0∂βv
=
−2
(
Xs −

∑
v∈V2

β0
vXs−v

)
Xs−v(

α0
0 +

∑
v∈V1

α0
vX

2
s−v

)2 ,

• for v and v′ in V1 :

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂αv∂αv′
= −1

2

− X2
s−vX

2
s−v′(

α0
0 +

∑
v∈V1

α0
vX

2
s−v

)2 + 2

(
Xs −

∑
v∈V2

β0
vxs−v

)2
X2

s−vX
2
s−v′(

α0
0 +

∑
v∈V1

α0
vX

2
s−v

)3
 ,

• for v in V1 and v′ in V2 :

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂αv∂βv′
= −

(
Xs −

∑
v∈V2

β0
vXs−v

)
X2

s−vXs−v′(
α0
0 +

∑
v∈V1

α0
vX

2
s−v

)2 ,

• for v and v′ in V2 :

∂2g(Xs, (Xs−v)v∈V1 , (Xs−v)v∈V2 ; θ0)

∂βv∂βv′
= − Xs−vXs−v′

α0
0 +

∑
v∈V1

α0
vX

2
s−v

.

It thus follows that, under assumption H-4, A0 defined in Equation 10 is well defined. By

definition

E
(∂g(Xs, (Xs−v)v∈V1

, (Xs−v)v∈V2
; θ0)

∂θ

∣∣∣((xs−v)v∈V1
, (xs−v)v∈V2

)
)

= 0

and
∂LT

(
Xs, s ∈ O; θ0

)
∂θ

=
1

T

∑
s∈O

∂g(Xs, (Xs−v)v∈V1
, (Xs−v)v∈V2

; θ0)

∂θ

Reorder N2 in the standard way:

s = (a, t) 7→ C(s) = C(a, t) = 1/2(a+ t)(a+ t+ 1) + t (15)
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which is a bijection between N2 and N with for any v ∈ V1 ∪ V2, C(s − v) < C(s). This leads us

back to some process indexed by N:

∂LT
(
Xs, s ∈ O; θ0

)
∂θ

=
1

T

∑
s∈O

∂g(XC(s)), (XC(s−v))v∈V1 , (XC(s−v))v∈V2 ; θ0)

∂θ
.

According to this new indexation and thanks to the property (P) in § 3.2, the above process is

easily proved to be a martingale. So, the martingale central limit theorem and the theorem 5.23

in van der Vaart (1998) conclude the proof.
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